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Abstract
The software engineering field is continuously making an effort to improve the effectiveness
of the software development process. This improvement is performed by developing quan-
titative measures that can be used to enhance the quality of software products and to more
accurately describe, better understand and manage the software development life cycle. Even
if the ontology engineering field is constantly adopting practices from software engineering,
it has not yet reached a state in which metrics are an integral part of ontology engineering
processes and support making evidence-based decisions over the process and its outputs. Up
to now, ontology metrics are mainly focused on the ontology implementation and do not take
into account the development process or other artefacts that can help assessing the quality of
the ontology, e.g. its requirements. This work envisions the need for a metrics-driven ontol-
ogy engineering process and, as a first step, presents a set of metrics for ontology engineering
which are obtained from artefacts generated during the ontology development process and
from the process itself. The approach is validated by measuring the ontology engineering
process carried out in a research project and by showing how the proposed metrics can be
used to improve the efficiency of the process by making predictions, such as the effort needed
to implement an ontology, or assessments, such as the coverage of the ontology according to
its requirements.
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1 Introduction

Software metrics play an important role in the software engineering field, supporting both
development and managerial decision-making during the software life cycle. These software
metrics are not only related to the source code itself, but also to other artefacts that are part of
the software main product (e.g. requirements, documentation and tests) and to the activities
needed to obtain such artefacts. This diversity of metrics enables software engineers to have
enough information to make different types of predictions, assessments and trade-offs, such
as effort and time predictions or software quality analysis [15].

Similarly, in the ontology engineering field different metrics exist which try to assess the
quality of ontologies by measuring reliability, reusability or cohesion, among other aspects.
However, themetrics proposed until now aremostly focused on the ontology implementation,
and they do not take into account other artefacts produced during the ontology development
process or even the development process itself. Moreover, they only consider the structure
of the ontology [55].

There are some works that are sceptical about the use of metrics [34], which claim that
people expect too much from them as a management tool and that the importance associated
to a metric leads to the risk of chasing the metric rather than focusing on producing good
products. However, several works and projects (e.g. [15,45,56]) defend that appropriate met-
rics can help to identify potential problematic areas that may lead to issues or errors in fields
such as software engineering. In any case, to ascertain if a project or product is healthy, i.e.
if it is maintainable, readable, stable and simple, some measures of its health are needed.
Therefore, having specific metrics to control the ontology development process and the arte-
facts generated from it can lead to evidence-based decision-making and to an improvement
in the efficiency of the development process.

In fact, in real-world projects it is necessary to be aware of the status of the development
process in order to be able to plan and manage it in an efficient way. In the ontology engi-
neering field, metrics should provide information about the resources and the development
time needed to implement the ontology, which is important for the manager of the project
to be able to control the costs of the development and to estimate the effort needed for
future development tasks. This required effort can also be influenced by the complexity of
the ontology requirements that need to be implemented and, because of that, it is also useful
to provide measures that indicate how complex a requirement is. As an example, a simple
ontological requirement that states “What is a sensor?” usually leads to a solely new class
in the ontology, but a complex one such as “Users can have different roles in the organisa-
tion” includes several properties. Thus, it is probable that this latter one will require more
effort to be conceptualised and implemented. Metrics should also provide information about
some aspects of ontology coverage, such as the number of requirements implemented by the
ontology, which are important for the ontology developers to be able to know whether the
ontology is complete.

Taking into account that ontologies are being increasingly adopted in information systems,
it can be considered that ontology development processes may benefit from the application
of common software engineering practices in order to be aligned with software development
and to ease the integration between software and ontologies. Therefore, inspired by software
engineering practices and metrics, where metrics are widely integrated in the software devel-
opment process, this paper defines ontology engineering metrics that go beyond the ontology
implementation and take into account the ontology development process and other artefacts
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generated from it, such as the requirements specification document or the test suite generated
from it.

This work aims to address the following research question: “Does the use of metrics allow
extracting information that supports taking decisions during ontology development?”. To
address this research question, a set of hypotheses has been defined to analyse the effect of
the different artefacts involved in the development process. This set of hypotheses does not
cover the whole question, but it allows to identify the information that could be extracted
from metrics in several situations:

H1. The number of requirements influences the number of defined tests.
H2. The number of requirements influences the development time of the ontology.
H3. The number of requirements influences the size of the ontology.
H5. The complexity of requirements influences the number of defined tests.
H6. The complexity of requirements influences the development time of the ontology.
H7. The complexity of requirements influences the size of the ontology.
H8. The volatility of requirements influences the volatility of the ontology.
H9. The number of tests influences the number of tested terms.

H10. The number of tested terms influences the coverage of the ontology.

To validate these hypotheses, the metrics have been applied in a real use case allowing the
actors involved in the development process to know the status of the process, the ontology
and how both the process and the ontology evolve over time.

This paper is organised as follows. Section 2 presents the state of the art in software and
ontology engineering metrics. Section 3 presents the methodology carried out in order to
propose the set of metrics, while such metrics are described in Sect. 4. Finally, Sect. 5 shows
the validation of the hypotheses in a real-world scenario, Sect. 6 presents the discussion
related to the metrics and the obtained results, and Sect. 7 presents the conclusions obtained
and gives an outlook into future work.

2 State of the art

This section presents a summary of metrics for software and ontology engineering. The
criteria followed for including metrics in this section were based on the availability of the
metrics and the specific formulas to calculate them, as well as on the avoidance of duplicated
metrics.

Software metrics, widely used to assess the quality of software engineering products and
the efficiency of the development process, are used in this work as inspiration to improve the
ontology metrics defined in the literature so far.

2.1 Software engineeringmetrics

In software engineering, metrics have been of interest for years both from the research
perspective and in the industrial practice, providing several benefits to software development,
such as defect prediction [33] or quality assessment [24]. However, the most significant
benefit of these metrics is the ability to provide information to support managerial decision
making during software development and testing. In fact, the long-term goal of software
measurement is to use measures to make judgements about software quality, which may
influencemanagerial decisionmaking. For example,managers can use processmeasurements
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870 A. Fernández-Izquierdo et al.

to decide if process changes should be made and product metrics to help estimate the effort
required to make software changes [47].

The first software metric dates back to the mid-1960s when the Lines of Codemetric (LOC
or KLOC, for thousands of lines of code) was used as the basis for measuring programming
productivity and effort [15]. In the late 1960s, LOC was also used as the basis for measuring
program quality; it was used to calculate derived metrics such as the number of defects per
KLOC. The critical assumption of this metrics is that it considers the size of the program as
the key aspect to measure quality and effort.

From the 1970s, new measurement techniques were developed, starting with measures
for software complexity, such as the Cyclomatic complexity [32], and measures of functional
size, such as the Functional points metric [1].

Nowadays, software metrics are divided into two categories, namely product metrics,
which are used to measure internal attributes of a software system, and process metrics
which are used to obtain measurements about the software process [47]. Product metrics can
be related to the different artefacts produced in the software development process, such as
the source code, the requirements specification or the user documentation. Process metrics
are usually related to the software life cycle, although there are also process metrics which
are associated to different artefacts, such as the requirements specification.

Regarding source code product metrics, the work presented by Fenton [14] includes
the COCOMO 2.0 model [4] for predicting project cost, effort and calendar time.COCOMO
2.0 provides different effort estimating models based on the stage of the development of the
project. As inputs, COCOMO 2.0 requires the level of information available to the user at
that time. Thus, during the earliest conceptual stages of a project, the models uses object
points, e.g. screens, reports and modules of the language, to compute effort. During the early
design stages, it uses as input the unadjusted function points, which represent the functional
size of the software implementation based on the logical view of an application. Finally, once
an architecture has been selected, LOC is the input to the COCOMO model.

Dealing with the same topic, Kan’s work [24] includes the Changed source instructions
metric (CSI), which counts the new and changed source instructions in a software implemen-
tation. Another product metric presented in this collection is the Problems per user month
(PUM), which represents the total number of problems that customers reported for a time
period in addition to the total number of license-months of the software during the period.
In addition to this, Sommerville [47] describes the Fan-in, Fan-out and Depth of conditional
nesting metrics. Fan-in is a measure of the number of functions or methods that call another
function or method and Fan-out is the number of functions or methods that are called by a
given function or method. Depth of conditional nesting measures the depth of nesting of “if”
statements in a program.

Concerning requirements specification productmetrics, Fenton andBieman [14] points
out that the length of the requirements specification might be related to the complexity of
the code and, therefore, it is useful to measure it. An example of this type of metrics is the
Specification weight, formerly the Bang metrics [12], that involves two metrics: Function
bang metric, which is based on the number of functional primitives in any data flow diagram,
and Data bang metric, which measures the number of entities in the entity relationship
model. Costello and Liu [6] present a collection of metrics which includesRequirements fault
density and Requirements completeness. Requirements fault density indicates the number of
requirement faults that are initially detected during test execution or during the analysis of
the tests after being executed and Requirements completeness indicates the completeness of
all sections of requirement specifications and the degree of decomposition of allocated higher
level requirements.
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Davis et al. [7] define a set of 18 product metrics to measure the software requirements
specification (SRS) quality, which are associated to attributes of the requirements specifica-
tion document. The authors provide formulas for the following metrics: (1) Unambiguity,
which measures the percentage of requirements that have been interpreted in an unique
manner by all of its reviewers; (2) Completeness, which measures different aspects related
to the completeness of a SRS; (3) SRS correctness, which calculates the percentage of the
requirements specification that has been validated; (4) Understandability, which measures
the percentage of requirements for which all reviewers thought they understood; (5) SRS
verifiability, which considers the cost and time necessary to verify a requirement; (6) SRS
internal consistency, which calculates the percentage of requirements that are not in conflict;
(7) SRS external consistency, which measures the percentage of requirements that are con-
sistent with all other documents; (8) SRS conciseness, which counts the number of pages in
the requirement specification document; (9) SRS design independence, which measures the
percentage of possible solution systems that are eliminated by adding the overly constraining
requirements; (10) SRS annotated with relative importance, which calculates the percentage
of requirements that are annotated with their importance; (11) Non-redundant SRS, which
calculates the percentage of requirements that are stated more than once; and (12) Traced,
which measures the percentage of requirements that are traced.

Lastly, Iqbal et al. [23] introduce a set of 9 requirements specification product and process
metrics, among which are the Uniqueness, the Modifiable, the Misinterpreted requirements,
the Requirement testing and the SRS quality metrics.

Fenton and Bieman [14] also describe several test case product metrics, such as Branch
coverage, which finds the set of paths such that every edge lies on at least one path, and Test
effectiveness ratio, which it is obtained by dividing the number of tests exercised at least
once and the total number of tests.

With respect to user documentation product metrics, Sommerville also mentions Fog
index [21], which indicates the average length of words and sentences in documents and
is used in software engineering to measure the readability of the user documentation. The
higher the value of a document’s Fog index, the more difficult the document is to understand.

To conclude, in relation toprocessmetricsFenton andBieman [14] describesProductivity
measure, where the size of the output is compared with the amount of effort. Kan [24]
describes a set of process quality metrics which tracks defect arrival during formal machine
testing. These metrics include Defect density during machine testing metric, which measures
the number of defects per LOC or function point, and Defect arrival pattern during machine
testing, which calculates time between failures. Sommerville distinguishes three types of
metrics: (a) the time taken for a particular process to be completed, e.g. the total time devoted
to the software development process, (b) the resources required for a particular process, e.g.
total effort in person-days, and (c) the number of occurrences of a particular event, e.g. the
number of defects discovered during code inspection. Thus, these metrics could be related to
any artefact generated during the development process.Moreover, Rahman andDevanbu [42]
gathered a set of file-based processmetricswhich can be applied to the code, the requirements,
the tests or the documentation.Thesemetrics include: (1)COMM,whichmeasures the number
of commits made to a file; (2) ADEV, which is the number of developers who changed the
file; (3) DDEV, which is the cumulative number of distinct developers contributed to this
file up to this release; (4) ADD and DEL, which are the normalised (by the total number
of added and deleted lines) added and deleted lines in the file; (5) OWN, which measures
the percentage of the lines authored by the highest contributor of a file; (6) MINOR, which
measures the number of contributors who authored less than 5% of the code in that file; (7)
OEXP, which measures the experience of the highest contributor of that file using the percent
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Table 1 Summary of software engineering metrics

Artefacts generated during the development process
Source code Requirements specifica-

tion
Tests User docu-

mentation

Metrics category

Product metrics

LOC, Cyclomatic complexity,
Function points,
COCOMO, CSI, PUM,
Depth conditional nesting,
Fan-in/Fan-out

Specification weight, Fault
density, Unambiguity,
Completeness, Correctness,
Understandability,
Verifiability, Internal and
external consistency,
Conciseness, Design
independance, Annotation,
Non-Redundant
Requirements Specification,
Uniqueness, Modifiable,
Misinterpreted
requirements, testing

COCOMO,
Branch
Coverage,
Effectiveness
Ratio

COCOMO,
Fog
index

Process metrics

Life cycle (metrics not related to any artefact)

Productivity, Defect density during machine testing,

Defect arrival pattern during machine testing, Time devoted to the process,

Number of occurrences of a particular event, Resources required for a particular process,
Changed requirements

COMM, ADEV, DDEV, ADD, DEL, OWN, MINOR, OEXP, EXP

of lines he authored in the project at a given point in time; and (8) EXP, which measures
the geometric mean of the experiences of all the developers. There are also process metrics
which are related to specific artefacts, such as the Changed requirements metric defined in
the work presented by Iqbal et al. [23] which is related to the requirements specification. This
latter metric was also introduced by Costello and Liu [6] as Requirements volatility.

Table 1 summarises the software engineering metrics described in this section according
to the category and to the associated artefact from which each metric is extracted. From this
table, it can be concluded that there are several metrics for each of the category and artefact
generated from the software development process.

2.2 Ontology engineeringmetrics

In the ontology engineering field, metrics have also been an important research topic due to
the fact that they can help assessing and qualifying ontologies or detecting ontology problems.
Different proposals for ontology metrics have been proposed in the past years, measuring
several aspects of the ontology implementation. This section provides an overview of the
most relevant of those ontology metrics.

Thework presented byDuque-Ramos et al. [13] already creates a classification of ontology
metrics; however, their proposed classification is based on the use that is made of the metrics,
e.g. functional adequacy, compatibility or maintenance, among others. Instead, the metrics
presented in this work are classified according to the product from which the metrics are
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extracted. Due to the fact that all the metrics in the literature are extracted from the ontology
implementation; the classification presented in the following paragraphs is based on the
different ontology implementation elements needed to calculate them, e.g. ontology classes,
ontology hierarchies, ontology properties and ontology axioms.

Concerning metrics related to ontology classes, Yao et al. [57] propose a set of metrics
which try to measure the relatedness of ontologies. Themetrics they propose includeNumber
of root classes (NoR), which counts the number of classes that have no superclass andNumber
of leaf classes (NoL), which counts the number of classes that have no subclass. Yang et
al. [58] also propose a set of metrics related to ontology classes to evaluate the ontology
regarding its complexity; this set of metrics includes Total number of concepts or classes
(TNOC). Another set of ontology class metrics is the one presented by Kang et al. [25],
whose metrics are used to predict reasoning performance. These metrics include Number
of children (NOC), and Expression richness (RCH), which measures the ratio between the
number of anonymous class expressions and the total number of class expressions. Orme et
al. [36] propose three different metrics to measure the level of coupling in ontologies using
ontology classes, namely Number of external classes (NEC) and Number of references to
external classes (REC). Gangemi et al. [19] define a set of metrics related to the ontology
structure which includes Absolute leaf cardinality, which measures the number of leaf nodes
in an ontology and is similar to Number of leaf classes (NoL) already presented by Yao et
al. [57]. There are also tools, such as the ontology editors Protégé1 and WebProtégé2 which
calculate ontology metrics. These editors calculate, among other metrics, Number of classes
and Max siblings, which displays the maximum number of siblings for any class. The tool
OntoMetrics [29] also provides, besides the metrics already defined in Gangemi et al. [19],
a new metric related to ontology classes named Equivalence ratio.

Regarding metrics related to the ontology hierarchy, Yao et al. [57] propose the Average
depth of inheritance of all leaf nodes (ADIT-LN), which is defined as the sum of depths of
all paths divided by the total number of paths. Gangemi et al. [19] also propose a set of
metrics related to the hierarchy to measure the ontology structure. Some of the ontology
structure metrics proposed by these authors are Tangledness, which is related to the multi-
hierarchical nodes of a graph; Absolute depth, which is related to the cardinality of paths
in a graph; or Absolute breadth, which is related to the levels in a graph. Zhe et al. [58]
propose Total number of paths (TNOP) and Average paths per concept, which is calculated
by dividing TNOP by TNOC. Finally, Kang et al. [25] propose Depth of inheritance (DIT)
and Cyclomatic complexity (CYC), which measures the number of linearly independent paths
in the ontology graph. Protégé also calculates metrics related to ontology hierarchy such as
Max depth, which displays the maximum depth of the ontology hierarchy.

With relation to metrics extracted from the ontology properties, Zhe et al. [58] propose
Total number of relations (TNOR) and Average relations per concept, which is calculated by
dividing TNOR by TNOC. Tartir et al. [51] provide a set of metrics which evaluates ontology
design and its potential for rich knowledge representation from the ontology properties, such
as Relationship Richness and Attribute Richness. The first metric reflects the diversity and
placement of relations in the ontology,while the second onemeasures the number of attributes
for each class. OntoMetrics [29] also calculates metrics related to ontology properties, such
as Class/Relation ratio or Inverse relations ratio, among others. Finally, DOGMA-MESS
[9] proposes a score based on ontology alignment in order to rank ontologies. Such score is

1 https://protege.stanford.edu/.
2 https://webprotege.stanford.edu/.
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calculated by checking if the relevance relations defined by the community are included in
the definition of the ontology to be measured.

Regarding metrics extracted from ontology individuals, Tartir et al. [51] provide a set of
metrics which evaluates the placement of instance data within the ontology and the effective
usage of the ontology to represent the knowledge modelled in the ontology. This set includes,
among others,Class Richness, which is related to how instances are distributed across classes
and Average Population, which is defined as the number of instances divided by the number
of classes. OntoMetrics [29] provides new metrics related to individuals, such as Class
Importance, which is the percentage of instances that belong to classes at the inheritance
subtree rooted at the current class with respect to the total number of instances, or Class
Fullness, which measures the expected number of instances of each class.

With respect to metrics extracted from ontology axioms, Ma et al. [30] propose a set of
metrics to measure the cohesion of ontologies. They propose Number of ontology partitions
(NOP), which measures the number of semantic partitions of a knowledge base,3 this is,
the number of parts in an ontology that are semantically unrelated to each other, Number of
minimally inconsistent subsets (NMIS), which measures the minimally inconsistent subsets
in a knowledge base, and Average value of axiom inconsistencies (AVAI).

There are also metrics extracted from the ontology metadata. Orme et al. [36] pro-
pose Number of referenced includes (RI), which is the number of includes in the ontology
implementation, and Tartir et al. [51] propose Readability, which indicates the existence of
human-readable descriptions in the ontology such as comments or labels. Additionally, the
tool OntoCheck [44] displays the percentage and absolute number of nodes having exactly,
at least or at most a certain number of selectable metadata elements, parents and children,
direct superclasses, subclasses and class usages.

Table 2 summarises the metrics described in this section according to the artefact from
which they are extracted. The table clearly shows that, even if there is a large amount of
work in ontology engineering related to metrics, the metrics found in the literature only
analyse the ontology implementation when making measurements, leaving aside the others
artefacts obtained during the ontology development process, such as the documentation or
the requirements specification. A detailed analysis on the metrics also shows that, even if the
authors relate the metrics to different aspects, such as coupling or cohesion, they are mainly
focused on the ontology structure, specially on the ontology classes.

It should be mentioned that there are ontology development methodologies, such as DILI-
GENT [38], SAMOD [37], GOSPL [11] or HCOME [28], which deal with the assessment of
ontologies. Furthermore, there are more ontology evaluation approaches and tools, such as
ODEClean [16] and OOPS! [39]. However, this state of the art only includes those metrics
that are associated to a specific formula for their calculation. Thus, potential metrics that
could be extracted from the information stored in the artefacts considered by these method-
ologies and tools, although such methodologies and tools formally specify how to obtain the
information, are out of scope of this paper.

The work presented in this paper is inspired by the work in softwaremetrics and aims to go
a step forward regarding ontologymetrics by definingmetrics not only related to the ontology
implementation itself, but also to other artefacts generated during the ontology development
process. Furthermore, having multiple ontology development artefacts will enable defining
new metrics that integrate data extracted from two or more artefacts.

3 The authors of the analysed paper refer to the knowledge base as the set of TBox and Abox.
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Table 2 Summary of ontology engineering metric

Artefacts generated during the development process
Ontology implementation Requirements

specification
Tests User docu-

mentation

Metrics category

Product metrics

Class metrics (e.g. TNOC, NoR, NoL)

Hierarchy metrics (e.g. ADIT-LN, Absolute depth)

Property metrics (e.g. TNOR, Relationship richness, DOGMA-
MESS ranking score)

– – –

Individual metrics (e.g. Class Richness, Class Fullness)

Axiom properties metrics (e.g. NOP, AVAI)

Metadata metrics (e.g. RI, Readability, OntoCheck metrics)

Process metrics

Life cycle (metrics not related to any artefact)

–

3 Methodology

Along this section, the workflow followed to propose the set of ontology metrics and its
classification is described. As shown in Fig. 1, the steps followed during the process were:

1. Roles identification: The different roles involved in the ontology development process,
their needs and their risks regarding ontology metrics were identified. This step is further
described in Sect. 3.1.

2. Artefacts identification: The artefacts generated during the ontology development process
that could be potentially useful in order to support the above-mentioned needs and risks
were identified. As it will be later detailed in Sect. 3.2, these artefacts refer to the ontol-
ogy implementation, the ontology requirements specification document and the ontology
requirements.

3. Existing ontology metric analysis: In order to carry out this step, the current state of the
art in ontology metrics was analysed, leading to the identification of already existing
ontology metrics that could be useful to support part of the identified needs. This review
of the state-of-the-art metrics for ontologies was detailed in Sect. 2.2.

4. Ontology metrics proposal: The set of new metrics proposed was developed taking into
account: a) the existing ontology metrics in the literature; b) the needs of the different
actors involved in the ontology development process; and c) the artefacts generated during
the ontology development process. These metrics are also classified according to whether
they are product or process metrics. In the case of the product metrics, they are also
classified according to whether they are base or calculated metrics. The proposed metrics
are described in Sect. 4.

3.1 Roles involved in the ontology development process

In order to define the set of ontology engineeringmetrics, first the roles that should be involved
in any ontology development process were identified, along with what they want to monitor
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Fig. 1 Activity workflow followed to generate the proposed set of metrics

during this process. Bearing in mind the similarities between the development of ontologies
and the development of software, and the fact that the ontology engineering field is facing
similar challenges to those seen in software engineering, this role identification was based on
the software engineering state of the art [40]. Accordingly, the role identification proposed
in the software engineering field was applied to ontology engineering practices. Moreover,
different ontology engineering methodologies, such as NeOn [49], SAMOD [37] and UPON
[10] were also considered, as well as the goals of the roles involved in their development
processes. As a result, the following roles were identified:

– Team leaders. People in charge of monitoring and managing the development process
and of diagnosing technical and organisational issues. These actors have the following
needs:

– To organise the development tasks.
– To detect issues that can hinder the development process.

– Ontology developers. People responsible of creating the ontologies and all the needed
resources to publish and document them. These actors have the following needs:

123



Towards metrics-driven ontology engineering 877

– To be aware of whether the ontology they are generating is correct.
– To be aware of whether the ontology they are generating is complete.

– Stakeholders. Customers, users and domain experts who specify the requirements for the
ontology to be created. These actors have the following needs:

– To be aware of whether the ontology they are generating is correct.
– To be aware of whether the ontology they are generating is complete.
– To be aware ofwhether all the requirements they propose are satisfied by the ontology.
– If they are customers, they need to be aware about the status of the ontology devel-

opment process.

Also inspired by software engineering, this work takes into account that there are risks that
can be monitored using metrics during the development process, such as those mentioned
by Pressman [40], namely: (1) Performance risk, i.e. the degree of uncertainty that the
product will meet its requirements and be fit for its intended use; or (2) Schedule risk, i.e.
the degree of uncertainty that the project schedule will be maintained and that the product
will be delivered on time. The former risk should be monitored by the developers, while the
latter one should be monitored by the team leaders.

3.2 Artefacts in the ontology engineering process

The purpose of this work is to show the benefits for ontological engineering of havingmetrics
that go beyond the ontology implementation and extract information fromadditional ontology
engineering artefacts. In this sense, three artefacts are needed to calculate the ontologymetrics
proposed in this paper, namely:

– The ontology requirements specification document (ORSD), which is the product
resultant from the ontology requirements specification activity [49]. In this document,
the purpose, requirements and users of the ontology are identified.

– The ontology implementation, which is the product resultant from the ontology imple-
mentation activity.

– The ontology requirements test suite (ORTS), which is the product generated during
the ontology testing process.

These artefacts can be generated iteratively due to the fact that, following ontology devel-
opment methodologies (e.g. eXtreme design [41], SAMOD [37], NeOn [49], GOSPL [11]
and UPON [10]), there can be several versions of an ontology implementation.

Several tools for ontology development can be used to manage these artefacts, including
their generation and maintenance. These tools include not only ontology editors, such as
Protégé, but also platforms for storing and versioning resources, such as GitHub,4 and for
editing and sharing the requirements specification document, such as online spreadsheets. In
the following sections each of these artefacts is further described.

3.2.1 Ontology requirements specification document

The ontology requirements specification document (ORSD) [48] is built to define the purpose
of the ontology, the intended users and the requirements the ontology should be able to fulfil
[49]. It is usually generated before the implementation of the ontology during the ontology

4 https://github.com/.
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requirements specification activity. This document should include information related to the
requirement identifier and the associated competency questions [52]. A competency question
is a natural language sentence that expresses a question expected to be answered by the system
using the ontology, therefore either the ontology should answer such a question or provide the
model supporting the system to answer it. In any case, using competency questions is a well-
known and adopted technique for specifying ontological requirements. The ORSD could
also include, in order to obtain more metrics, the status of the requirements (e.g. rejected,
deprecated or accepted). In case that the ontology development process follows an iterative
approach, it could also include the development iteration or sprint in which the requirement
is planned to be implemented.

3.2.2 Ontology implementation

The main artefact from which ontology metrics can be extracted is the ontology code itself.
The ontology implementation contains the axioms and metadata of the ontology and should
be encoded through a formal language such as RDF Schema [5] or OWL [22].

3.2.3 Ontology requirements test suite

An ontology requirements test suite (ORTS) is a collection of test cases that are intended
to be used to test a product [31]. The ontology requirements test suite introduced in this
paper represents a resource which stores a set of test cases to test the ontology. In case
this testing activity is focused on ontology verification, the test suite will verify the ontology
against the requirements identified in the ontology requirements specification document [50].
In this verification scenario, the test cases should include the requirements translated into
a formal language (e.g. SPARQL5) and the identifier of the associated requirement in the
ORSD. The implementation of these test cases into a formal language which includes an
identifier to associate each test case with an ontology requirement will allow identifying
classes and properties defined in the test suite as well as providing traceability between the
ontology requirements, the tests cases and the ontology implementation. Additionally, each
test case should include its competency question formalised [43] and the expected result of
the competency question.

There are several methodologies which deal with this testing activity, such as the work
presented by Blomqvist et al. [3] or OntologyTest [20]. Having the requirements formalised
allows for a system to automatically check if the ontology implementation meets them [53].

This artefact can be generated before the implementation of the ontology in order to follow
a test-driven development approach [26], or after the implementation of the ontology in order
to follow a cascade development approach [17].

4 Proposed ontologymetrics

Inspired by the software engineering classification of metrics [47], the ontology metrics
presented in this paper are also divided into two categories, i.e. product metrics and process
metrics. In the ontology engineering context, product metrics are used to measure different
internal attributes of the resultant ontologies, such as size or complexity of the ontology

5 https://www.w3.org/TR/rdf-sparql-query/.
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implementation. Besides, process metrics are used to measure different attributes of the
ontology development process, such as time, changes or resources, and enable ontology
engineers to assess project status, track potential risks, adjustwork-flow, andpredict personnel
effort.

This section proposes a set of product and process metrics related to each of the artefacts
described in Sect. 3.2, i.e. the ORSD, the ontology implementation, and the ORTS. The
product metrics are related to a concrete version of these artefacts, while the process metrics
are related to two or more versions. In the case that more than one of the mentioned artefacts
are available, it is possible to combine the data extracted from them by generating multi-
artefact metrics, which are also defined in this section.

To define these metrics, several principles were also followed. First, the work presented
here reuses existing metric definitions. In such cases, the reference to the existing bibli-
ographic resource is shown along with the metric. In addition, the work presented here
provides metrics related to artefacts that are not analysed in the state of the art so far. Finally,
the data extracted from these artefacts was combined to extract measurements with the aim
of covering several aspects in the ontology development process, e.g. the analysis of the
requirements coverage or the effort needed to develop an ontology. Thus, the objective of
this section is to describe metrics based on the needs of the actors identified in Sect. 3.1 and
on the integration of data from several of the artefacts presented in Sect. 3.2 rather than to
provide an exhaustive analysis about all the feasible ontology metrics that can be extracted
from them.

The next subsections describe the proposed metrics. The metrics are organised into tables
which include four fields, namely: (a) the artefact or artefacts from which each metric is
extracted, (b) the code to identify the metric, (c) the name and definition of each metric, and
(d) the formula needed to calculate it. In order to ease readability the product metrics are
grouped by base metrics (Table 3), which represent raw data, and calculated metrics (Table
4), which are derived from base metrics.

4.1 Base product metrics

Table 3 describes the proposed set of base product metrics related to the ORSD, the ORTS
and the ontology implementation. It shows by means of the symbol “X” which artefact or
artefacts are needed to calculate each metric. These metrics are going to be used to obtain
calculated metrics, which are described in the next subsection. These base metrics can be
extracted from one or more of the identified artefacts.

4.2 Calculated product metrics

Table 4 describes the proposed set of calculated product metrics related to the three artefacts,
i.e. the ORSD, the ORTS and the ontology implementation. This table shows by means of the
symbol “X” which artefacts are needed to calculate each metric. These metrics are calculated
using several base metrics, which are described in the previous subsection, and are extracted
frommore than one of the identified artefacts. As an example of calculated metric, the metric
CovReqPtc is obtained by using the base metrics NCovReq and NReq, and is extracted from
the ORSD and the ontology implementation artefacts.
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Table 3 Base product metrics and artefacts from which they are extracted

Artefacts Code Name and definition How to calculate
ORSD ORTS Impl.

X NReq Number of Requirements. Num-
ber of Requirements defined in the
ORSD. To increase its granular-
ity, this metric can be subdivided
into Number of added require-
ments (NAddedReq), Number of
rejected requirements (NRejecte-
dReq) and Number of accepted
requirements (NAcceptedReq)

Obtained by counting
the number of require-
ments in a given ver-
sion of the ORSD

X NPendingReq Number of Pending Requirements.
Number of pending to implement
requirements after a development
iteration

Obtained by counting
the number of pend-
ing requirements in a
given version of the
ORSD

X NT Number of vocabulary Terms.
Number of terms that are included
in a particular implementation of
an ontology. To increase its gran-
ularity, this metric can be subdi-
vided into Number of classes [58]
and Number of properties [58]

Obtained by count-
ing terms (i.e. classes
and properties) in an
ontology implementa-
tion version

X NTests Number of Test cases. Number of
tests cases defined based on the
ORSD

Obtained by counting
tests in a given ver-
sion of the ontology
requirements test suite

X X NPassedTests Number of Passed Tests. Number
of test cases in the test suite which
are passed by the ontology imple-
mentation

Obtained by counting
the number of tests that
are passed by a given
version of the ontology
implementation

X X TestFaultDensity Tests Fault Density. Number of
test cases in the test suite that are
not passed by the ontology imple-
mentation. Inspired by Costello
and Liu [6]

Obtained by counting
the number of tests that
are not passed by a
given version of the
ontology implementa-
tion

X X NTestedT Number of Tested vocabulary
Terms. To increase its granular-
ity, this metric can be subdivided
into Number of tested classes and
Number of tested properties

Obtained by count-
ing unduplicated terms
(i.e. classes and rop-
erties) in a given ver-
sion of the ontology
test suite

X X ReqCompleteness Requirements Completeness.
Number of requirements covered
by the ontology. Inspired by
Costello and Liu [6]

Obtained by counting
the number of require-
ments that are cov-
ered by a given version
of the ontology imple-
mentation

X X xReqFaultDensity Requirements Fault Density.
Number of requirements faults.
Inspired by Costello and Liu [6]

Obtained by counting
the number of require-
ments faults in an
ORSD
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Table 5 Process metrics

Code Name and definition How to calculate

DevTime Version Development Time. Time taken to
implement a given version of the ontology.
This time includes the time taken to carry
out all the activities in the development
process, e.g. requirements elicitation and
evaluation

Obtained by measuring the time of
the different activities while
developing a version of the
ontology. This time can be
calculated in minutes, hours or
days, depending on the available
granularity

ReqDevTime Requirement Development Time.
Implementation time taken of each
individual requirement in the ontology

TestDevTime Test case Development Time. Development
time taken for each test case in the test suite

VDevEffort Version Development Effort. Effort taken to
implement a given version of the ontology.
This effort includes the time taken to carry
out all the activities in the development
process, e.g. requirements elicitation and
evaluation

Obtained by measuring the effort
required for the different activities
while developing a version of the
ontology. This effort can be
calculated in Persons-Month

ReqDevEffort Requirement Development Effort. Effort
taken to generate the specification of the
requirements

TestDevEffort Test case Development Effort. Effort taken to
generate each test case in the test suite

ReqVolatility Requirements volatility. Number of
requirements that changed during the
development process

Obtained by counting the number of
requirements that have undergone
some change during the
development process

4.3 Process metrics

In addition to the metrics described in the previous subsections, this paper also describes
a set of process metrics which are not extracted from any artefact. These process metrics
are related to (1) the time taken for a particular process to be completed; (2) the resources
required for a particular process; and (3) the number of occurrences of a particular event.

The proposed process metrics, which are summarised in Table 5, are extracted from
the software infrastructure which supports the generation and versioning of the mentioned
artefacts. Manual calculation of these metrics is unfeasible, since it would require ontology
engineers to keep track of the time spent in each activity.

5 Metrics validation

To provide an assessment of the feasibility of the metrics and to validate the set of hypotheses
stated in Sect. 1, an empirical analysis has been carried out in a concrete use case. To perform
such assessment, data needs to be collected from different ontologies. There are projects,
such as Wikidata [54] or the OBO Foundry [46], which provide their users with a set of
metrics that are related, mostly, with counting different terms in their models. However,
due to the fact that the only the ontology implementations are openly available and, to the
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authors’ knowledge, no other artefacts are being generated such as ontology requirements or
test suites, the validation of the metrics proposed in this paper has been carried out using five
ontologies of different sizes which have been developed in the VICINITYEuropean project.6

The five ontologies to be analyzed in the project, i.e. the VICINITYCore7 (Core), theWeb
of Things8 (WoT), the WoT mappings (Mappings),9 the VICINITY Adapters (Adapters),10

and the Datatypes (Datatypes) ontologies,11 belong to the VICINITY ontology network and
aim to provide interoperability in the IoT domain. The Core ontology represents the informa-
tion needed to exchange IoT descriptor data between peers through the VICINITY platform;
this ontology has been created by following a cross-domain approach and implements require-
ments from different domain experts. The WoT ontology aims to model the Web of Things
domain according to the W3CWoTWorking Group12 descriptions. The Mappings ontology
represents the mechanism for accessing the values provided by web things in the VICINITY
platform. The Adapters ontology aims to model all the different types of devices and proper-
ties that can be defined in the VICINITY platform. It should be mentioned that the Adapters
ontologies was created by extracting a module from the core ontology and continuing its
development independently as a new ontology from sprint 6. That is, in the first versions of
the ontology network, the information about devices and their properties were part of the core
module. Finally, the Datatypes ontology aims to model the required and provided datatypes
that are used in the interaction patterns of the platform.

To build these ontologies, an agile and iterative development process was followed. For
the Core and Adapters ontologies, the team involved in the development process included 15
domain experts, 2 ontology developers and 1 team leader. In the case of the WoT, Mappings
and Datatypes ontologies, the team involved 5 domain experts, 2 ontology developers and
1 team leader. The domain experts are the participants in charge of providing the ontology
requirements, while the ontology developers design and implement the ontology, and the
team leader is in charge of the development process management. One person had the role of
team leader but also ontology developer dedicated to the project at 20% of effort. The other
ontology developer was dedicated at 50% of effort. Finally, the domain experts dedicated
a high percentage of their time at the moment of providing requirements and afterwards
acting as consultancy, with minimum participation in the ontology development tasks, when
needed. They had high dedication to the project but oriented to software development tasks.

The ontology requirements are prioritised, in order to plan and schedule the development
of the ontologies in sprints. The ontology developers are also in charge of creating the test
suite from the requirements. For each of the ontologies, the three artefacts mentioned in Sect.
3.2 were generated and are available in the VICINITY ontology portal.13

In this particular case, the ORSD was stored in online spreadsheets to facilitate sharing,
edition and version control. This ORSD stores the requirements that were identified by
domain experts andwritten in the formof competency questions and statements. The ontology
requirements test suite generated to test this use case was aimed at ontology verification
against the ORSD; therefore, the identified requirements were formalised into test cases. To

6 http://vicinity2020.eu/vicinity/.
7 http://iot.linkeddata.es/def/core/.
8 http://iot.linkeddata.es/def/wot/.
9 http://iot.linkeddata.es/def/wot-mappings/.
10 http://iot.linkeddata.es/def/adapters/.
11 http://iot.linkeddata.es/def/datatypes/.
12 https://www.w3.org/WoT/WG/.
13 http://vicinity.iot.linkeddata.es.
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Table 6 Analysed ontologies and their sprints

Ontology Sprints Team

Core ontology 6 sprints 15 domain experts, 2 ontology developers and 1 team leader

WoT ontology 4 sprints 5 domain experts, 2 ontology developers and 1 team leader

Mappings ontology 2 sprints 5 domain experts, 2 ontology developers and 1 team leader

Adapters ontology 1 sprint 15 domain experts, 2 ontology developers and 1 team leader

Datatypes ontology 1 sprint 5 domain experts, 2 ontology developers and 1 team leader

validate the requirements on the ontologies, these tests cases are executed on a given version
of the ontology implementation. Each ontology implementation was stored in a GitHub
repository.14

Figure 6 summarises the details of each ontology.More information about these ontologies
is available in theVICINITYontology network portal, including theGitHub repositorywhere
each ontology is stored, their ontology requirements and their associated test suite. During
each sprint, a set of requirements was planned to be implemented in each ontology.

The following subsections describe the results obtained after gathering the metrics
described in Sect. 4 on the five ontologies, with the aim of validating the hypotheses exposed
in Sect. 1. Such hypotheses analyse the relation between two metrics, e.g. number of tests
and number of requirements. Thus, to validate the hypotheses, the correlation coefficient [27]
between the metrics is calculated to determine the strength of the association between them.
The formula used to calculate such coefficient is the following:

ρ(X , Y ) = Cov(X , Y )√
Var(X)Var(Y )

The correlation coefficient has a value between − 1 and 1, where 1 is total positive linear
correlation, 0 is no linear correlation, and− 1 is total negative linear correlation. The relation-
ship between two variables is generally considered strong when their correlation coefficient
value is larger than 0.6 (positive correlation) or lower than − 0.6 (negative correlation).

The metrics are calculated automatically from the three artefacts described in the previous
section and from the software tools which support their generation and storage. Based on the
previous identification of actors in the development process, Fig. 2 shows potential interests
of each actor and the proposedmetrics. As an example, ontology developers can be interested
in only the product metrics, while team leaders can be interested in both product and process
metrics. This figure is not exhaustive, and more relations between actors and metrics could
be added.

The following sections are organised according to the interests of the roles involved in the
development process and the hypotheses to be validated. To conclude, the limitations found
during the analysis are described.

14 The link to all the Github repositories are indicated in the VICINITY ontology portal: http://vicinity.iot.
linkeddata.es/ which due to its version control allows the ontology engineers to be aware of the evolution
of the artefacts during the development iterations. Test suites are also stored in the GitHub repository of its
associated ontology.
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Fig. 2 Ontology engineering metrics and interested actors

5.1 Team leader and Ontology developers: analysis of number of requirements

Ontological requirements can provide team leaders and developers with insights about the
development process, since they represent what should be added to an ontology. The number
of requirements (NReq) metric was used to determine the number of requirements defined
for the five ontologies in each sprint, which are summarised in Table 7.

To analyse the possible effects in the development process that could be extracted from
the number of requirements, this metric was compared with the number of defined tests, the
development time, the size and the expressivity of the five ontologies.

First, the number of tests defined for each ontology was determined and summarised in
Table 7. In this project, the tests were generated to verify the requirements and, thus, for the
majority of ontologies there is the same number of requirements and tests. Moreover, in those
cases where the number of requirements does not coincide with the number of tests, the latter
is higher; although there was defined at least one test per requirement, some requirements
needed more than one test to be verified. Furthermore, the correlation coefficient between
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Fig. 3 Requirement development average time for each ontology version

these two metrics is 0.99. Thus, it can be stated that the number of requirements influences
the number of defined tests and, consequently, hypothesis H1 is validated.

To calculate the development time spent in the five mentioned ontologies and to check
whether the number of requirements influences their development time, the information about
the commits done by the ontology developers in the GitHub repositories and the information
stored in the spreadsheets with the ontology requirements were retrieved. In this project, the
developers only used the master branch of the GitHub repository to develop the ontology and
the online spreadsheets store the modifications done over the ORSD during the development
iterations. Therefore, each sprint starts when the spreadsheet is modified to indicate which
are the requirements planned for the sprint, and ends with the commit that releases a new
version of the ontology. Due to the fact that these software tools calculate the spent time and
they can only calculate it in days, the precision of the results is not as accurate as it would
be if it had been calculated in hours. Figure 3 shows the total time spent per requirement and
sprint (VReqTime) for each ontology version.

In addition to the development time, it was also calculated the effort spent in each ontology
during the sprints. Thus, the number of commits thatmodify the ontologies has been extracted
from the GitHub repository. Figure 4 shows the total effort spent per sprint (VDevEffort) to
develop each ontology, where the requirements are implemented. Moreover, Fig. 4 also
illustrates the effort spent during the maintenance phase of the ontology, where bugs were
corrected and small changes were proposed.

From the comparison between Table 7, Figs. 3 and 4, it could be concluded that the num-
ber of requirements does not influence directly the time of development. The ontology
developers implemented 171 requirements for theAdapters ontology in only one sprint, while
for the 33 initial requirements of theWoT ontology they needed 4 sprints. The reason for this
is that the requirements defined for the Adapters ontology were easier to implement or they
were already implemented in other ontology as already mentioned, due to the fact that part
of the Adapters ontology was taken from previous Core module. However, with the gathered
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Fig. 4 Distribution of the required effort in each ontology

information related to the development time and effort, the correlation coefficient between
these two metrics is -0.33 and, therefore, hypothesis H2 is rejected.

The size of the ontologies during the sprints was also calculated in order to be compared
with the number of requirements. Figures 5 and 6 illustrate the evolution of the size of the
ontologies during their development process. The former indicates the size without con-

123



Towards metrics-driven ontology engineering 891

1 2 3 4 5 6
0

200

400

600

800

1,000

1,200

1,400

Sprint

N
um

b
er

of
ax

io
m
s
(N

A
)

Core WoT Mappings Adapters Datatypes

Fig. 5 Size of the ontologies during their development process not including imported ontologies

1 2 3 4 5 6
0

500

1,000

1,500

2,000

2,500

3,000

3,500

Sprint

N
um

b
er

of
ax

io
m
s
(N

A
)

Core WoT Mappings Adapters Datatypes

Fig. 6 Size of the ontologies during their development process including imported ontologies

sidering the imported ontologies, while the latter indicates the size including the imported
ontologies.

Figure 5 shows that while the size of the WoT ontology and the Mappings ontology have
small variations, the size of the Core ontology increases from sprint 2. All these results
concur with the values obtained from Fig. 4, because the effort spent in the WoT ontology
and theMappings ontology is insignificant compared to the effort spent in the Core ontology.
This is due to the fact that the Core ontology, considering that several domain experts from
different domains are involved in the development process, receives more requirements than
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Table 8 DL expressivity of the ontologies during each sprint

Ontology Sprint 1 Sprint 2 Sprint 3 Sprint 4 Sprint 5 Sprint 6

Core SRIF(D) SRIF(D) SRIF(D) SRIF(D) SRIQ(D) SRIQ(D)

WoT ALCHIF(D) ALCHIF(D) ALCHIF(D) ALCHIF(D) – –

Mappings SRIQ(D) SRIQ(D) – – – –

Adapters – – – – – SRIQ(D)

Datatypes – – – – – ALF(D)

the other ontologies during the sprints. Moreover, in the last sprint the ontology that has more
defined requirements is the Adapters ontology, which is also the largest ontology. Therefore,
with the information obtained from Fig. 5 and Table 7, the correlation coefficient is 0.73.
Thus, hypothesis H3 is validated since the number of requirements affects the size of
the ontologies. It should be mentioned that in this situation the imported ontologies are not
included in the analysis, since only the axioms that were added by the developers involved
in the project were taken into account.

Nevertheless, Fig. 6 illustrates the size the ontologies considering their imports. In this
figure, it can be observed that the Mappings ontology has increased its size, since it imports
several ontologies (due to the needs of the application using it) even though it is not indicated
in the requirements. The evolution of the rest of the ontologies remains similar, and the
Adapters ontology is still the largest one.

Finally, the DL expressivity [2] of the ontologies during the sprints was calculated and
is summarised in Table 8. The comparison between Table 7 and Table 8 concluded that the
number of requirements does not affect the expressivity of the ontology. The Mappings
ontology,whichhas only 13 and15 requirements inSprint 1 and2, has the sameexpressivity as
Adapters, which has 171 requirements. This occurs because the Mappings ontology imports,
among others, the Core ontology, increasing its DL expressivity. The correlation coefficient
between these two metrics is 0.53 and, thus, hypothesis H4 is rejected.

5.2 Team leader and Ontology developers: analysis of requirements complexity

The analysis of the complexity of the requirementsmay help team leaders alongwith ontology
developers in estimating the effort needed to implement a requirement. The more complex a
requirement is, the more complex may be to implement it in the ontology. The Requirements
Axiom Complexity (ReqACo) metric was used to obtain the requirements complexity for
the five ontologies, due to the fact that it measures the axioms needed to implement each
requirement. The number of axioms was obtained by counting the number of axioms to be
added to the corresponding ontology for each requirement.

Figure 7 shows the distribution of the requirements axiom complexity in the last sprint of
the five analysed ontologies, where the requirements are up to date and, as a consequence,
are valuable to make effort estimations. For the sake of clarity, the graphs in Fig. 7 consider a
maximum of 50% ReqACo, which represents that the requirement includes 11 axioms out of
the 22 considered in the metric as stated in Sect. 4. As an example of the information that can
be retrieved from Fig. 7, the figure shows that the Mappings ontology has 12 requirements
with a ReqACo between 15 and 20% (e.g. 4 axioms out of 22), 1 requirement with a ReqACo
between 25 and 30% (e.g. 6 axioms out of 22), 1 requirement with a ReqACo between 35
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Fig. 7 Distribution of the axiom complexity in each ontology in the last sprint

and 40% (e.g. 8 axioms out of 22) and 1 requirement with more than 50% (e.g. 11 axioms
out of 22).

To analyse the effect of the complexity of requirements regarding other aspects of the
development process, it was compared with the number of defined tests, the development
time and the size of the ontologies during the sprints.

First, the complexity of the requirements was compared with the number of tests defined
for each ontology in order to determinewhether the complexity of requirements influences the
number of defined tests. However, from the information gathered from Fig. 7 and in Table 7, it
can be deduced that the complexity of requirements doesnot influence thenumberof tests,
since the most complex requirements are associated with the Core ontology, but no additional
tests were defined. Additionally, the Datatypes ontology, which has simple requirements, is
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the ontology with most additional tests. Furthermore, the correlation coefficient between the
average complexity of requirements and the average tests defined during the development
process for each ontology is -0.5. Thus, hypothesis H4 is rejected.

The complexity of requirements was also compared with the time and effort spent in the
development process. Figure 7 illustrates that the ontology with the most complex require-
ments is the WoT ontology while the ontology with the highest required effort (Fig. 4) was
the Core ontology. The correlation coefficient between the average of complexity of require-
ments and the average time spent per requirement is − 0.7. Therefore, the complexity of
requirements influences negatively the development time of ontologies, i.e. the higher the
requirement complexity, the lower the development time per requirement. The hypothesis H5
is validated since the complexity of requirements influences the development time of the
ontology. These results sound counter-intuitive, establishing that the higher the complexity,
the lower the development time. Therefore, intending to analyse whether other factors affect
this relationship, the complexity of requirements results were joined with the number of
requirements to determine whether its combination affects the development time.

If this complexity of requirements result is joined with Table 7, it can be observed that the
number of defined requirements in the Core ontology outnumbered the defined requirements
of the almost the rest of ontologies. Moreover, the Core ontology have also requirements
with significant complexity. Therefore, the joined information obtained by the complexity
and the number of requirements also influences the development time of the ontology.

Finally, the complexity of requirements was also compared with the size of the ontologies,
which are shown in Fig. 5. This figure shows that the size of both the Core ontology and
the Adapters ontology exceed the size of the other ontologies. However, from Fig. 7 it can
be noticed that the WoT ontology is the ontology with most complex requirements. The
correlation coefficient between the average of complexity of requirements and the average
size of each ontology is -0.4. Thus, with all this information hypothesis H7 is rejected since
the complexity of the requirements does not influence the size of the ontology.

5.3 Team leader and Ontology developers: analysis of the volatility

Volatility of the ORSD refers to the modifications, additions or deletions of the requirements
over time. Figure 8 presents the number of additions of requirements (NAddedReq), the
number of rejections of requirements (NRejectedReq) and the number of acceptances of
requirements(NAcceptedReq) for the five ontologies during their development iterations.

Figure 8 illustrates that in the WoT and Mappings ontologies the majority of the require-
ments were identified at the beginning of the development process, even though several of
them were rejected during the development. Nevertheless, in the Core ontology the require-
ments changed over time, adding or deleting at least one requirement in each iteration. In
the case of the Adapters and the Datatypes ontologies, no additional information could be
extracted since they were created in a single sprint.

If these results are compared with Figs. 5 or 6, it can be observed that the ontology with
more volatility in their requirements is the Core ontology, which is also the ontology with
more volatility in the size of the ontology. Figure 5 shows that the Core ontology starts
with 151 axioms and ends with 678 axioms, reaching 968 in the fifth sprint. Therefore, it
can be concluded that the volatility of the requirements influences the volatility of the
ontologies. Moreover, the correlation coefficient between the changes in the requirements
and in the ontologies is 0.64 and, therefore, hypothesis H8 is validated.
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Fig. 8 Distribution of the volatility of the requirements in each ontology in the last sprint

5.4 Team leader, ontology developers and stakeholders: analysis of the defined
tests

Team leaders and ontology developers need to analyse the ontology coverage, in order to
be aware of the requirements planned for each iteration and to determine whether they are
satisfied by the ontology or if the generated tests cover all the requirements. Stakeholders
also make use of this information in order to be aware of whether the ontologies satisfy
their needs. In this project, a set of tests have been defined in order to verify whether the
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ontological requirements are satisfied by the analysed ontologies. Table 7 summarises the
number of defined tests (NTests) per sprint. As it can be observed, the defined tests for the
Core and the Adapters ontologies outnumber the tests defined for the rest of the ontologies.

To analyse the effect of the number of defined tests in the development process, it has
been compared with the number of tested terms and the coverage of the ontologies during
their sprints.

Figure 9 shows the number of tested terms (TestEffRatio) during the sprints for each
analysed ontology. Only the Adapters ontology has the 100% of its terms tested, while the
values in the Core and the WoT ontologies do not exceed 53%. These results are normal
due to the fact that there are terms that are not defined in the requirements. These terms can
be created from the addition of ontology design patterns [18], the creation of hierarchies,
the creation of n-ary relations [35], or the reuse of terms from other ontologies. However,
a high value of TestEffRatio shows that the ontology is generated almost directly from the
requirements, without many modelling decisions of the ontology engineers. In the case of
Mappings, Fig. 9 shows that the TestEffRatio values are extremely low. After analysing the
cause of these results, it was deduced that the Mappings ontology imports the WoT and Core
ontologies, but their terms are not tested in the Mappings test suite because they are not
identified in the requirements.

As mentioned before, the ontologies with the highest number of tests are the Core and
the Adapters ontologies, with 173 defined tests in Sprint 5 and 171 defined tests in Sprint 6,
respectively. However, their TestEffRatio metric differs significantly, being 49% for the Core
ontology and 100% for the Adapters ontology. Thus, with all these results and a correlation
coefficient of 0.36, it can be concluded that the number of tests does not influence the
tested terms in the ontology. Thus, hypothesis H9 is rejected.

Finally, the TestEffRatio metric was also compared with the coverage of the ontology
(CovReqPtc). Figure 9 depicts the CovReqPtc for the ontologies in each sprint. It can be
observed that the Core and the WoT ontology, even though the tested terms do not exceed
the 53%, reach the 100% of the coverage of the ontology. Similarly, the Adapters ontology
has the 100% of its terms tested and also reaches the 100% of the coverage of the ontology.
This could occur because due to modelling decisions or ODPs new terms were added to
the ontology but avoided in the requirements. Moreover, the correlation coefficient between
these two metrics is 0.002. Thus, it was concluded that the number of tested terms does
not influence the coverage of the ontology and hypothesis H10 is rejected.

6 Discussion

This paper proposes a set of metrics related to different artefacts produced during the devel-
opment process to provide information about the status of the ontology and the process itself.
For doing so, a literature review was performed, reusing existing metrics where possible.
However, this literature review focused on metrics that can be directly adopted within the
development process, e.g. the Number of classes metric described by Zhe and colleagues
[58]. Metrics that could be potentially obtained from formulas presented in ontology engi-
neering approaches were not considered in this paper. As an example, a new metric could
be extracted from the identification of conflicts described in DOGMA-MESS [8] to indicate
the number of concepts with conflicts, or from the list of pitfalls gathered by OOPS! [39]
to indicate the total number of pitfalls in an ontology. Although these approaches indeed
presented metrics that could be extracted, they are not considered in this analysis.
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Fig. 9 Distribution of the coverage in each ontology in the last sprint

Besides, during the use case analysis several limitations have been found, which are
crucial to understand the results presented in Sect. 5. The following paragraphs describe
such limitations and their effects.

Firstly, it should be considered that the information about development time and effort
depends on a third-party tool, i.e. GitHub. Moreover, the developers only used the master
branch to submit their work, and they were not asked to measure the time or effort spent,
since the tool does not allow to do that. Consequently, the results regarding the development
time are approximated values. Moreover, the time could only be calculated in days and, thus,
the precision of the results was not as accurate as expected. However, the results are still
valuable for the analysis of the metrics in the use case.
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With regards to the project context, in this use case all the sprints have the same goal: to
implement a set of planned requirements. Additional effort that could appear during the first
sprint in the development process to set up the ontology has not be considered, since it could
not be obtained from the tools used in the project.

Finally, it should be mentioned that the methodology followed in this use case does not
allow to have an automated way to calculate several metrics, such as the Pending Formalised
Requirements Percentage (PendFReqPtc) metric, which would measure the percentage of
pending to implemented requirements in the ORSD that are already included in the test suite
and implemented in the ontology. To be able to automate this calculation, it is needed to have
in every sprint all the requirements formalised in the test suite. In this particular case, the
formalisation is iterative based on the schedule of the requirements, formalising only those
that are planned to be implemented.

7 Conclusions and future work

This paper introduces a set of 25 metrics for ontology engineering related not only to the
ontology implementation but also to the ontology development process and other artefacts
generated from it, i.e. the requirements specification document and the ontology requirements
test suite. These metrics include the combination of the data extracted from two or more of
these artefacts. Team leaders, ontology developers and stakeholders are expected to be able
to analyse the status of the development process and of ontology verification by means of
gathering information extracted from the presented metrics. The metrics were applied in a
real use case with the aim of validating the hypotheses stated in Sect. 1.

During the application of the metrics in the use case, it has been observed that computing
the metrics is time consuming and requires ontology developers to keep track of the time
and effort spent in each activity. Therefore, it is essential to have software that supports
the automatic generation of metrics. In addition to this, ontology developers need to invest
time to provide an accurate ontology requirement specification document and to generate the
ontology test suite to extract the metrics. Nevertheless, this investment of time is worth in an
scenario where ontology development involves several roles, e.g. different domain experts
and ontology developers, working in collaboration with software developers, and where the
ontology is a critical component of a broader project.

If more metrics could be calculated from the presented use case (TestDevTime and Pend-
FReqPtc could not be calculated with the information obtained from the use case) and their
granularity could be increased, then these metrics could be used to answer research questions
such as “What factors influence the quality of the ontology?” or “What factors influence the
complexity of the requirements?”, since the effect of more variables in the development pro-
cess, such as the development time of tests or requirements, could be analysed and compared.
These research questions could lead to more research insights.

In this work, the proposed metrics were demonstrated in a real use case, providing the
information needed for each actor involved in the development process in order to be able
to monitor it. The use case was also used to compare the effects of different metrics in the
development process. Although some of the hypotheses were rejected, the metrics calculated
in the use case provided insights about the development process of the analysed ontologies.As
an example, it was found that the number of requirements or the complexity of requirements
do not influence individually the time of the development; however, they do it jointly. If the
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complexity and the number of requirements is high, then the time increases. However, if the
number of requirements is high, then the time is not influenced.

It is worth noting that the interpretation of the metrics depends on the use case in which
they are used. As an example, the interpretation of the size of the ontology can vary depending
on the aspect to be analysed: in the case of completeness the more axioms the better, while
in the case of understandability the less axioms the better. Additionally, during the validation
of the metrics, it was found that the quality of the requirements is essential for the metrics.
The more accuracy in the definition of ontological requirements, the more accuracy in the
metrics.

Future work will be directed to define a unique metric which combines data obtained from
the available artefacts with the aim of providing ontology developers with a measurement
of the health condition of the ontology development process, i.e. the quality of the process
considering all these different artefacts.An ideal situation in an ontologydevelopment process
includes a low number of pending requirements, a high level of formalised requirements
coverage and a high level of test coverage. This ideal situation indicates that in a particular
sprint, the ontology is complete (or almost complete) regarding the requirements defined by
the domain experts, that the ontology test suite covers a high percentage of the requirements
identified in the ORSD, and that the ontology implementation passed a high percentage of
the tests cases defined in the test suite. In addition, future work will also be directed to the
implementation of a tool to support computing these metrics in any ontology development
project. Moreover, the analysis betweenmore variables in other projects could be also carried
out, in order to extract more insights about the development process.

Finally, new metrics which take into account ontology instances or datasets should be
defined in future work. New metrics related to the user documentation should be considered,
due to the fact that there are still no metrics related to such artefact. Moreover, a deeper
analysis of ontology engineering methodologies should be performed to identify metrics that
could be extracted from the information provided by such methodologies.
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