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Abstract

Session-Based Recommendation (SBR) is to predict next item,
given an anonymous interaction sequence. Recently, many advanced
SBR models show great recommending performance, but few stud-
ies note that they suffer from popularity bias seriously: the model
tends to recommend popular items and fails to recommend long-
tail items. The only few debias works relieve popularity bias
indeed. However, they ignore individual’s conformity towards pop-
ular items and thus decrease recommending performance on popu-
lar items. Besides, conformity is always entangled with individual’s
real interest, which hinders extracting one’s comprehensive preference.
To tackle the problem, we propose a SBR framework with Disentangling
InteRest And Conformity (DIRAC) for eliminating popularity bias
in SBR. In this framework, two group of item encoders and ses-
sion modeling modules are devised to extract interest and con-
formity respectively, and a fusion module is designed to combine
these two types of preference. Also, a discrepancy loss is utilized
to disentangle representation of interest and conformity. Besides, our
devised framework can integrate with several SBR models seam-
lessly. We conduct extensive experiments on two real-world datasets
with three advanced SBR models. The results show that our frame-
work outperforms other state-of-art debias methods consistently.

1



Springer Nature 2021 LATEX template

2 Disentangling Interest and Conformity for...

Fig. 1 An illustration of popularity bias in SBR. Items are grouped by their popularity in
Diginetica dataset, which is commonly used in SBR experiment. Popularity is defined as the
number of interaction of one item in dataset. The vertical axis represents mean reciprocal
rank of SR-GNN and corresponding debias methods. The histogram shows the number of
items in each item group.

Keywords: Recommender System, Session-based Recommendation,
Popularity Bias, Disentangling Learning

1 Introduction

Session-BasedRecommendation (SBR) has attracted much attention, because
of its wide usage in numerous application fields, such as e-commerce[1],
music[2] and so on. Recently, many SBR works, equipped with deep learn-
ing techniques, promote recommending performance to a high level[3, 5, 6, 8].
However, existing of popularity bias in SBR models leads to a poor perfor-
mance on those tail items and we conduct an experiment on a real-world
dataset Diginetica to illustrate it. We train a state-of-art SBR model SR-
GNN[6] on the dataset and report mean reciprocal rank(MRR) in the top-20
recommendation list, where items are grouped by its popularity. Results are
shown in Figure 1: more popular items get better recommending performance,
which reveals severe popularity bias in SBR. At the same time, popularity
bias will make user’s recommendation list full of popular items, which causes
filter bubble[7] and harms long-term profit for both of users and platforms.
Therefore, eliminating popularity bias for SBR is extremely vital.
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(a)

(b)

Fig. 2 Examples of how interest and conformity affect user’s satisfaction.

Recent studies related to popularity bias achieve some success in the field
of Collborative Filtering (CF). They elevate recommending performance on
tail items by various techniques, such as re-weighting[9] and causality[10]. Nev-
ertheless, as far as we know, only three works[11–13] focus on popularity bias
in SBR. Liu et.al.[11] devises a preference mechanism to scale recommending
probability of tail and popular items respectively. Gupta et.al.[12] normal-
izes item and session embedding for SR-GNN[6] to promote recommending
performance of tail items. Another most recent work[13] utilizes causality tech-
nique to eliminate popularity bias for SR-GNN. Though these works relieve
popularity bias for SBR well, they ignore individual’s conformity towards pop-
ular items and thus decrease recommending performance on popular items.
As Figure 1 shows, NISER[12] and CauSeR[13] elevate recommending perfor-
mance on long-tail item group, but the performance on 50-100 and 100+ item
group degrades compared with SR-GNN. Besides, these methods are designed
for SR-GNN only, but we aim to explore a general method for more SBR
models.

As is well known, the key of SBR is to capture user preferences[14]. Indi-
vidual preference always contains both of conformity and interest, which are
frequently mentioned in recommendation research field, and are focus in this
paper. In detail, conformity is a tendency that users rate homogeneously to
others in a group, whose existence has been proved in [15, 16]. However, inter-
est is one’s attitude to item itself[17]. Therefore, we can assume that someone
clicks or buys one item due to various degree of interest and conformity. To
illustrate it, we can see the example in Figure 2. On the one hand, if we always
recommend popular related items, we find that it does not always work from
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example of the female user. She feels satisfied with the recommended popu-
lar electronic because conformity is dominant in her preference on electronic.
However, her preference on makeup is led by interest, so the popular but a
little unrelated makeup cannot satisfy her. The phenomenon proves that over-
estimation of popularity effects causes popularity bias. On the other hand, if
we intentionally recommend more unpopular items, the results are not always
pleased too. We can see example of the male. He is content with the unpop-
ular but related electronic, because interest mainly leads to his preference.
Conversely, the unpopular makeup disappoints him due to his huge confor-
mity on makeup, which illustrates that ignoring of conformity causes poor
recommending performance on popular item group, as Figure 1 shows. Besides,
from the example, it can be concluded that interest and conformity are always
entangled, which hinders precise estimation of individual’s preference.

However, most of current studies extract preference regardless of entangle-
ment between interest and conformity, so we propose a SBR framework with
Disentangling InteRest And Conformity (DIRAC) to tackle this problem.
Firstly, an item encoding module is applied to encode item id into interest
embedding and conformity embedding respectively. Then, an interest mod-
eling module and a conformity modeling module are devised for extracting
interest and conformity preference. Especially, conformity modeling module is
designed as an encoder-decoder structure to help modeling conformity. At last,
we design a gate fusion module to fuse preference of interest and conformity
adaptively. In summary, the main contribution of this paper can be concluded
as follows:

• We model and disentangle interest and conformity for session-based recom-
mendation models, which is much useful to eliminate popularity bias for
SBR models and avoid nuisance for popular items.

• We propose a general framework for session-based recommendation to
eliminate popularity bias, which can integrate with most of SBR models.

• We have conducted extensive experiments on two real-world datasets with
three SBR models to evaluate the effectiveness of the proposed DIRAC. The
results show the superiority of DIRAC over other state-of-art methods.

The rest of paper is organized as follows. Section 2 reviews related works
about session-based recommendation models and techniques to eliminate pop-
ularity bias for recommender system. Then, section 3 describes proposed
DIRAC in detail. Experiments and result analysis are shown in section 4. At
last, we conclude this paper and look forward to the promising future work in
section 5.

2 Related Work

In this section, we first review the session-based recommendation models, then
summarize current progress of eliminating popularity bias for recommender
system.
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2.1 Session-Based Recommendation

Session-based recommendation (SBR) models can be categorized into three
groups, i.e., traditional models, RNN-based models and GNN-based models.
Firstly, traditional models also have two types. One focus on finding out the
most similar item or session to current session, such as STAN[18] and WH[19].
The other type of models regard transitions over items within a session as a
Markov Chain. For example, FPMC[20] combines Markov chain with matrix
factorization to learn a transition probability matrix for each user. PME[21]
computes transition probability based on Euclidean distances between users
and items. Secondly, as deep learning broadcasts to several fields, GRU4Rec[3]
firstly applies Recurrent Neural Network (RNN) to SBR, which shows brilliant
performance. Later, some RNN-based models, like STAMP[4] and NARM[5],
adopt attention mechanisms to model long-term and short-term preference
of a session. Lastly, GNN-based models take complex transitions of items
into account to promote SBR performance by using Graph Neural Network
(GNN). SR-GNN[6] is the first proposed model in this category, and some
works follow it applying more elaborate graph techniques, such as DHCN[22]
and HG-GNN[23].

Most of RNN-based SBR and GNN-based SBR models can be concluded
into one SBR framework, which will be illustrated in section 3. Based on it,
we propose a general debias framework to eliminate popularity bias for many
SBR models.

2.2 Popularity Bias

Recently, popularity bias in recommender system attracts much attention[24].
A bunch of methods to eliminate popularity bias is re-weighting method, which
re-weights each instance according to inverse propensity score (IPS)[9, 25].
These methods impose a higher weight on tail items during training process
and can guarantee zero expected value of bias. However, high variance of IPS is
harmful, so some works[26, 27] focus on decreasing it to promote performance.
Another bunch of works regard popularity bias as a problem of spurious effects
in causality field. PD[29] and DecRS[30] both adopt back-door criterion[28]
to eliminate confounder bias. MACR[31] designs a multi-task learning method
to calculate direct effects of users and items. Perhaps the closet work to ours
is DICE[10], which consider user’s interest and conformity as cause of click.
However, they use causality technique to disentangle interest and conformity,
which is totally different from us. Also, all of methods mentioned above, includ-
ing DICE, aim at eliminating popularity bias for collaborative filtering, and
cannot be applied to SBR directly.

To best of our knowledge, only three works focus on popularity bias in
SBR. Liu et.al[11] proposes TailNet, which imposes a scale factor on recom-
mending probability of tail items. NISER[12] adds a normalized regularization
on item embedding and session embedding. As for CauSeR[13], it adopts do-
calculus[28] to eliminate bad causal effects. Though, these works perform well
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(a)

(b)

Fig. 3 (a)The architecture of general SBR models, which contains two parts: A.Item
Encoder; B.SBR Backbone; (b)The architecture of proposed framework, which contains four
parts: A.Item Encoding Module; B.Interest Modeling Module; C.Conformity Modeling Mod-
ule; D.Fusion Module

on eliminating popularity bias, they do not consider users’ conformity, which
decreases recommending performance on popular items.

3 Method

As Figure 3(a) shows, most of SBR models can be divided into two parts: one
is item encoder, which transforms item id into dense embedding; the other is
SBR backbone, which generates session embedding as representation of indi-
vidual’s preference. By comparison, there are four modules in our proposed
framework, as Figure 3(b) shows: Item Encoding Module, Interest Modeling
Module, Conformity Modeling Module and Fusion Module. In this section,
we will illustrate the proposed framework according to these four modules in
detail.
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3.1 Notations

The task of session-based recommendation is to predict the next item that
user will interact with, only based on user’s current interactive sequence. In
such a task, let V = {v1, v2, ..., vN} denotes the set of items that appear in all
sessions, where N represents the number of items in the dataset. The current
session m can be defined as Sm = [vm,1, vm,2, ..., vm,n], where vm,i ∈ V . The
aim of the task is to predict the recommending probability ŷm for all candidate
items. According to the list of probability ŷm = {ŷm,1, ŷm,2, ..., ŷm,N}, we can
give out the recommendation list.

3.2 Item Encoding Module

To disentangle interest and conformity preference of a session, we apply two
sets of item encoders to encode item id into embedding. One is Interest Item
Encoder, which is to capture user’s interest, and the other is Conformity
Item Encoder. The two encoders have identical structure, but own differ-
ent parameters. Therefore, each item and each session have two kinds of
embedding:

xcon
i = Encodercon(vi)

[xcon
m,1,x

con
m,2, ...,x

con
m,n] = Encodercon([vm,1, vm,2, ..., vm,n]) (1)

xint
i = Encoderint(vi)

[xint
m,1,x

int
m,2, ...,x

int
m,n] = Encoderint([vm,1, vm,2, ..., vm,n]) (2)

where xcon
i and xint

i denote the conformity and interest embedding vector of
item i respectively.

As mentioned above, item encoder of different type of SBR model varies.
For RNN-based SBR, the structure of encoder is always embedding layer.
It embeds each item v ∈ V into an embedding vector x ∈ R

d, where d is
the dimensionality. By contrast, GNN-based SBR models adopt an embed-
ding layer and following an GNN layer to get item embedding vector, such as
GGNN[34] for SR-GNN[6].

3.3 Interest Modeling Module

The Interest Modeling Module aims to model individual’s real interest via
interaction sequence in current session. Firstly, we apply a SBR backbone to
encode the series of item embedding vectors in current session into a session
embedding, which represents interest preference of current session:

Sint
m = Backboneint([x

int
m,1,x

int
m,2, ...,x

int
m,n]) (3)
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Fig. 4 The architecture of Conformity Modeling Module.

where Sint
m is the interest session embedding for sessionm. Note that Backbone

represents the part of models that computes session embedding from a series
of item embedding in SBR models. For example, GRU layer is the Backbone

of GRU4Rec[3].
To balance magnitude of learned embedding of popular and long-tail

items[12], then we normalize target item embedding and session embedding
before calculate the recommending probability score.

x̃int
i =

xint
i

‖xint
i ‖2

, S̃int
m =

Sint
m

‖Sint
m ‖2

(4)

ŷintm,k =
exp(µx̃intT

k S̃int
m )

∑n

j=1 exp(µx̃
intT

j S̃int
m )

(5)

where exp(·) is exponential function, and µ is a scaling factor for better con-
vergence. Besides, ŷintm,k denotes the recommending probability of item k for
session m from interest preference.

3.4 Conformity Modeling Module

Next, we introduce the Conformity Modeling Module to model individual’s
conformity preference in current session and the detailed structure is shown in
Figure 4. Inspired by popularity-based news recommendation[35], popularity
and position information can be utilized to help model user’s conformity pref-
erence. Therefore, we propose a Popularity Encoder to inject popularity and
position information into session embedding:

x
′con
i = xcon

i + popi ⊙ posi (6)

where ⊙ denotes the Hadamard product. Besides, popi ∈ R
d and posi ∈

R
d are popularity embedding and position embedding of item vi respectively,
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where d is the dimensionality. In detail, they are mapped from discretized
popularity and position value via embedding layer.

Further to ensure session embedding encoding conformity preference, we
propose an encoder-decoder structure in this module. The series of item
embedding in current session are encoded by SBR backbone, which is so-
called encoder, and output the session embedding which contains individual’s
conformity preference:

Scon
m = Backbonecon([x

′con
m,1 ,x

′con
m,2 , ...,x

′con
m,n ]) (7)

where Scon
m is the conformity session embedding for session m. Note that

Backboneint and Backbonecon have identical structure but with different
parameters.

Then, if the session embedding contains conformity preference, it can be
used to predict the popularity of target item. Therefore, we devise the decoder
as a feed-forward network which aims to predict popularity of the target item:

ˆpoptarget = W2(W1S
con + b1) + b2 (8)

where ˆpoptarget denotes predicted popularity of the target item. W1 ∈ Rd×d,

W2 ∈ R1×d, b1 ∈ Rd×1 and b2 ∈ R1 are all parameter matrix.
Finally, we normalize the item embedding and session embedding, and

calculate recommending probability of conformity preference via softmax:

x̃con
i =

xcon
i

‖xcon
i ‖2

, S̃con
m =

Scon
m

‖Scon
m ‖2

(9)

ŷconm,k =
exp(µx̃conT

k S̃con
m )

∑n

j=1 exp(µx̃
conT

j S̃con
m )

(10)

where ŷconm,k denotes the conformity recommending probability of item k for

session m. At last, ŷconm,k and ŷintm,k will be input into fusion module to get the
recommending probability of each item.

3.5 Fusion Module

Here, we adopt a fusion gating mechanism to combine interest preference
with conformity preference. The significance of interest and conformity pref-
erence vary in different session, so we calculate the weight for recommending
probability of interest and conformity preference via a gate fusion mechanism:

g = σ(W3[S
int; Sint ⊙ Scon; Scon] + b3) (11)

where σ(·) is sigmoid function and W3 ∈ R
1×3d, b3 ∈ R

1 are learnable
parameters. g denotes the weight for recommending probability of interest
preference.
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At last, recommending probability of interest and conformity preference
can be fused as follow:

ŷm = g · ŷintm + (1− g) · ŷconm (12)

where ŷm is the recommending probability for session m.

3.6 Train Loss

For the task of recommendation, we use cross-entropy loss as main loss
function, which can be written as follow:

Lclick = −

N∑

i=1

yilog(ŷi) + (1− yi)log(1− ŷi) (13)

As for auxiliary task in Conformity Modeling Module, which aims to predict
popularity of target item, the loss function is mean square error (MSE):

Lauxiliary = ‖ ˆpop− pop‖2 (14)

where pop is the true popularity of the target item.
Also, according to the field of disentangle learning[10, 36], we impose direct

supervision on the distribution of item embedding and session embedding to
disentangle interest and conformity. For a batch of training data, we take out
embedding of unique item as a set, denoted as X, and denote a batch of session
embedding as S. Therefore, the discrepancy loss function can be written as:

Ldiscrepancy = ‖Xint −Xcon‖2 + ‖Sint − Scon‖2 (15)

In a word, we can optimize the whole framework on sum of the above three
loss functions:

L = Lclick + α · Lauxiliary + β · Ldiscrepancy + λ · ‖θ‖2 (16)

where α, β, λ are hyper-parameters, and θ is the set of all learnable parameters.

4 Experiment

4.1 Datasets

We conduct experiments on the following two real-world e-commerce datasets,
i.e. Diginetica1 and RetailRocket2. The Diginetica dataset was published in
CIKM Cup 2016, which collects anonymous logs and transactions. The Retail-
Rocket dataset came from a Kaggle contest, which contains users’ behavior

1https://competitions.codalab.org/competitions/11161#participate
2https://www.kaggle.com/retailrocket/ecommerce-dataset
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Table 1 Statistics of datasets used in experiments

Dataset # train # test # item avg.len
Diginetica 719470 60858 43097 5.70

RetailRocket 716878 27704 48971 3.83

data in a real-world e-commerce website. We use transactional data and view
log in Diginetica and RetailRocket respectively.

4.1.1 Preprocessing

Following previous works[6, 32], we filter out items appearing less than five
times and remove sessions with length shorter than two. Next, we set ses-
sion data of last week as test data, and remaining data as train data.
Furthermore, we conduct a data augmentation to generate sequences and cor-
responding labels by splitting the input sequence. In detail, for each session
S = [v1, v2, ..., vn], we generate n−1 sessions with labels as: ([v1], v2), ([v1, v2],
v3), ([v1, v2, ..., vn−1], vn). After preprocessing, the statitics of datasets are
shown in Table 1.

4.2 Baselines and Backbones

To evaluate performance of proposed DIRAC, we compare it with following
baselines, which focus on popularity bias in SBR:

• TailNet[11]: designs a preference mechanism to calculate a scale factor,
which is used to adjust recommending probability of tail and head items
respectively.

• NISER[12]: imposes L2 regularization on item embedding and session
embedding respectively.

• CauSeR[13]: adopts do-calculus[28] to eliminate bad causal effects of
momentum in SGD optimizer, which is biased towards the head items.

To prove generality of our framework, we integrate following SBR models into
above popularity debias methods and proposed DIRAC:

• GRU4Rec[3]: uses GRU to model user’s preference in current session.
• NARM[5]: adopts attention mechanism to model local preference, adopts
GRU to model global preference, and combines both of local and global
preference.

• SR-GNN[6]: utilizes GNN to capture transitions of items, and gets
representation of the session by combining global and current preference.

4.3 Evaluation Metrics and Experimental Setup

4.3.1 Evaluation Metrics

In the experiments, we split the itemset into head itemset and tail itemset
according to Pareto Principle[33] and adopt two common metrics as follows:
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• Recall@20: (Recall) is the ratio of ground-truth items in top-20 recom-
mending item list.

• MRR@20: (Mean Reciprocal Rank) is average inverse ranking of the first
ground-truth item in top-20 recommending item list. It can evaluate ranking
skill of SBR models.

4.3.2 Experimental Setup

In training process, we initialize all parameters with normal distribution
(mean = 0, deviation = 0.1), and adopt Adam optimizer, except for CauSeR.
SGD optimizer is used for CauSeR, because momentum is calculated by algo-
rithm. Following previous works[6, 12], the dimensionality of latent vectors is
set as d = 100 for all baselines on both dataset. However, we set d = 50 for
both of two item encoders in proposed DIRAC for fair comparison. Also, we
employ grid search to find the best hyper-parameters, i.e. α in {0.1, 1, 10}, β
in {0.1, 1, 10} and µ in {14, 16, 18, 20}. We fix batch size to 100 and learning
rate to 0.001.

4.4 Results and Analysis

We conduct experiments on all baselines and proposed framework to answer
following research questions(RQ):

• RQ1: How does proposed DIRAC perform compared with other state-of-art
debias methods, especially on tail itemset, which indicates the performance
of eliminating popularity bias?

• RQ2: Will DIRAC degrade recommending performance on popular items?
• RQ3: How is the generality of DIRAC to eliminate popularity bias?
• RQ4: Does DIRAC perform well on sessions with different lengths?
• RQ5: How does each component for disentanglement affect performance of
DIRAC? Does DIRAC disentangle interest and conformity?

4.4.1 Comparison Against Baselines (RQ1 & RQ2 & RQ3)

Performances of all baselines and proposed DIRAC on Diginetica and Retail-
Rocket are shown in Table 2 and Table 3 respectively.

Overall Performance and Popularity Debias (RQ1). The results
illustrate that proposed DIRAC consistently outperforms other baselines in
terms of both Recall@20 and MRR@20 on two datasets with three SBR mod-
els, which proves the effectiveness of DIRAC. We firstly analyze performance of
each SBR model. SR-GNN undoubtedly outperforms NARM and GRU4Rec,
but performance of GRU4Rec on head itemset is pretty good. It can be con-
cluded that performance on popular itemset contributes more to overall in
GRU4Rec, indicating that it is affected by popularity bias more severely. As
for baselines mentioned above, TailNet performs slightly worse than each SBR
model, which is consistent with [11], because it focus on improving novelty
but not accuracy. In terms of CauSeR, it achieves good performance with
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Table 2 Performances of all methods on Diginetica dataset. The boldface and italic are
the best and the second best results over all methods respectively.

Recall@20(%) MRR@20(%)

Models
Overall Head Tail Overall Head Tail

SR-GNN 50.5833 61.9673 38.2825 17.6272 22.9641 11.8604
SR-GNN–TailNet 50.3319 62.1729 37.5372 16.7829 22.0976 11.0401
SR-GNN–NISER 51.6350 63.2233 39.1132 17.7878 23.0869 12.0620
SR-GNN–CauSeR 51.6366 62.7867 39.5884 17.6168 22.6445 12.1843

SR-GNN–DIRAC 52.2314 63.7580 39.7764 18.6495 23.7220 12.7940

NARM 48.9254 61.4073 35.4381 16.3257 21.8273 10.3809
NARM–TailNet 48.6066 60.7017 35.5372 16.0545 21.4867 10.1843
NARM–NISER 49.8303 62.0401 36.6381 16.5527 21.9670 10.7023
NARM–CauSeR 42.0306 46.3568 37.3560 13.9535 16.1715 11.5567

NARM–DIRAC 51.0253 63.4543 37.7149 17.5124 23.1057 11.4686

GRU4Rec 45.8066 64.9467 25.1239 14.3497 23.0813 4.9149
GRU4Rec–TailNet 39.2389 56.7090 20.3617 11.5815 17.6829 4.9885
GRU4Rec–NISER 50.7181 62.1508 38.3645 17.2835 22.1048 12.0738
GRU4Rec–CauSeR 43.9285 46.9991 40.6106 14.8505 16.4148 13.1603

GRU4Rec–DIRAC 51.9373 63.6948 39.2328 18.2425 23.3162 12.7602

Table 3 Performances of all methods on RetailRocket dataset. The boldface and italic are
the best and the second best results over all methods respectively.

Recall@20(%) MRR@20(%)

Models
Overall Head Tail Overall Head Tail

SR-GNN 59.6881 67.7302 46.9392 33.3581 38.2037 25.6764
SR-GNN–TailNet 58.7316 67.0650 45.5207 32.1390 36.9939 24.4425
SR-GNN–NISER 61.2583 67.7597 50.6346 35.7171 37.0178 31.9114

SR-GNN–CauSeR 60.8179 67.1239 50.8212 35.1494 37.1494 31.3946
SR-GNN–DIRAC 61.6265 67.8243 51.8010 36.1386 38.0844 33.0540

NARM 53.0284 62.9562 37.2900 29.2180 35.4191 19.3876
NARM–TailNet 45.1250 55.5082 31.9576 22.7829 28.5194 15.5083
NARM–NISER 60.0635 66.9826 49.0948 34.0895 37.4140 28.8198

NARM–CauSeR 54.2593 57.9232 48.4509 29.9830 32.0168 26.7589
NARM–DIRAC 61.0562 68.3482 49.4961 34.1707 38.0345 28.0456

GRU4Rec 49.5308 65.5816 24.0855 25.6102 35.7326 9.5633
GRU4Rec–TailNet 42.5823 61.9378 11.8981 23.5178 33.8762 7.0967
GRU4Rec–NISER 60.3379 67.1121 49.5987 35.0529 37.5570 31.0832
GRU4Rec–CauSeR 55.8836 57.6583 53.0702 32.3431 32.2294 32.5234

GRU4Rec–DIRAC 61.1067 67.7890 50.5133 35.2231 37.7194 31.2657

SR-GNN model, but has a poor overall performance in other situation. By
comparison, only NISER and DIRAC are able to promote overall performance
on both of datasets among three SBR models. Then, we analyze how base-
lines and DIRAC perform on eliminating popularity bias. The results on two
datasets show that NISER, CauSeR and DIRAC all can promote the perfor-
mance of tail itemset, which indicates that these three methods all relieve
popularity bias efficiently. Besides, CauSeR and DIRAC achieve better per-
formance than NISER under most of conditions. Though CauSeR performs
better in eliminating popularity bias on GRU4Rec, it decreases performance
on head itemset at the same time, which causes a poor overall performance. On
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Fig. 5 Performances of all methods with SR-GNN model in each item group on Diginetica
and RetailRocket dataset.

the contrary, DIRAC not only performs well on tail itemset, but also can ele-
vate performance on head itemset. Therefore, we can conclude that proposed
DIRAC eliminate popularity bias efficiently and achieve better overall perfor-
mance compared with other baselines. Also, we can observe that GRU4Rec
gets the most increasement on overall performance compared with NARM and
SR-GNN, because it is affected by popularity bias most seriously.

Performance on Popular Items (RQ2) Results on two datasets in
Table 2 and Table 3 show that our proposed DIRAC outperforms other base-
lines on popular items. For more detailed analysis, we also show recommending
performance with SR-GNN model on different item groups, which are catego-
rized by popularity of items. As Figure 5 shows, recommending performance
of three baselines, i.e. TailNet, NISER and CauSeR, on 50-100 and 100+ item
group all decline with different degree compared with SR-GNN model. On the
contrary, DIRAC promotes performance of these two item groups on Diginet-
ica. Though DIRAC performs a little worse than SR-GNN on RetailRocket
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Fig. 6 Performances of all methods with SR-GNN model for various length sessions.

dataset under MRR@20 metric, it still exceeds other baselines and is close to
SR-GNN. Therefore, we can conclude that our proposed DIRAC overcome the
problem of performance loss on popular items while eliminating popularity
bias.

Generality (RQ3) In this paragraph, we will answer the question of gen-
erality. As shown in Table 1 and Table 2, proposed DIRAC achieves better
overall performance and promote tail itemset performance on both of two
datasets with all of three SBR models, which proves its good generality. NISER
also has generality as DIRAC, but it performs worse on both of overall itemset
and tail itemset under most of conditions. As for CauSeR, its overall per-
formance varies largely with different SBR models, however, it can eliminate
popularity bias consistently.
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Table 4 Ablation experiment of DIRAC with SR-GNN model on Diginetica dataset

Recall@20(%) MRR@20(%)

Method
Overall Head Tail Overall Head Tail

DIRAC 52.2314 63.7580 39.7764 18.4695 23.7220 12.7940

w/o Pop-Encoder 52.1328 63.7169 39.6157 18.4097 23.6184 12.7814
w/o Auxiliary 51.9751 63.1474 39.9029 17.8994 23.0931 12.2875

w/o Discrepancy 52.0950 63.6915 39.5645 18.4045 23.5854 12.6063

Table 5 Ablation experiment of DIRAC with SR-GNN model on RetailRocket dataset

Recall@20(%) MRR@20(%)

Method
Overall Head Tail Overall Head Tail

DIRAC 61.6265 67.8243 51.8010 36.1386 38.0844 33.0540

w/o Pop-Encoder 61.4604 67.8714 51.2971 35.8507 38.2330 32.0739
w/o Auxiliary 61.3088 67.5595 51.3998 35.8143 37.8095 32.6513

w/o Discrepancy 61.1825 67.2946 51.4931 35.8085 37.7315 32.7601

4.4.2 Analysis on sessions with different lengths (RQ4)

To further investigate how session length affects the performance, we compare
DIRAC with other baselines among different session groups. The entire sessions
are split into three groups: short sessions (≤ 5 items), medium sessions (> 5
and ≤ 10 items) and long sessions (> 10 items). As Figure 6 shows, proposed
DIRAC framework outperforms other baselines with all of three length of ses-
sion groups on both of Recall@20 and MRR@20 metrics. Even improvements
on long session group are larger than the other two groups.

4.4.3 Study on DIRAC(RQ5)

We analyze the effects of each components for disentangling interest and con-
formity, i.e., popularity encoder, auxiliary task and discrepancy loss. As shown
in Table 4 and Table 5, the results show that each of these three parts is
beneficial for overall performance, which illustrates that they can help disen-
tangle interest and conformity preference well. Also, we visualize the learned
item embedding in proposed DIRAC using t-SNE[37]. From the Figure 7, we
observe that two sets of embedding, which represents interest and conformity
respectively, are separated well. It can prove the assumption that individ-
ual’s preference consists of various degree of interest and conformity, and they
should be disentangled for more precise estimation of preference.

5 Conclusion and Future Work

In this paper, we find that recommending performance on popular items
degrades while eliminating popularity bias, due to ignoring of individual’s con-
formity. Therefore, we propose a general SBR framework with Disentangling
InteRest And Conformity (DIRAC) to tackle the problem. In our proposed
DIRAC, item encoding module is used to get two sets of item embedding which
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(a) (b)

Fig. 7 Visualization of the learned item embedding in DIRAC with SR-GNN model on (a)
Diginetica and (b) RetailRocket dataset.

represents interest and conformity respectively. Then, an interest modeling
module and a conformity modeling module are devised to model and disentan-
gle the preference of interest and conformity. At last, a fusion module combine
these two types of preference for recommending. Extensive experiments verify
that proposed DIRAC can eliminate popularity bias and promote overall per-
formance better for several session-based recommendation models compared
with other state-of-arts, and avoid performance loss on popular items.

As we know, popularity of one item is changing in its life cycle, which
indicates that popularity bias is dynamic especially in session-based recom-
mendation or sequential recommendation. We will explore solutions to this
problem in the future.
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