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In this paper, we propose a method for automatic
determination of position and orientation of spine in
digitized spine X-rays using mathematical morphology.
As the X-ray images are usually highly smeared, ver-
tebrae segmentation is a complex process. The image is
first coarsely segmented to obtain the location and
orientation information of the spine. The state-of-the-art
technique is based on the deformation model of a tem-
plate, and as the vertebrae shape usually shows variation
from case to case, accurate representation using a
template is a difficult process. The proposed method
makes use of the vertebrae morphometry and gray-scale
profile of the spine. The top-hat transformation-based
method is proposed to enhance the ridge points in the
posterior boundary of the spine. For cases containing
external objects such as ornaments, H-Maxima transform
is used for segmentation and removal of these objects.
The Radon transform is then used to estimate the location
and orientation of the line joining the ridge point clusters
appearing on the boundary of the vertebra body. The
method was validated for 100 cervical spine X-ray
images, and in all cases, the error in orientation was
within the accepted tolerable limit of 15-. The average
error was found to be 4.6-. A point on the posterior
boundary was locatedwith an accuracy of þ�5.2 mm. The
accurate information about location and orientation of
the spine is necessary for fine-grained segmentation of
the vertebrae using techniques such as active shape
modeling. Accurate vertebrae segmentation is needed in
successful feature extraction for applications such as
content-based image retrieval of biomedical images.
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INTRODUCTION

The MPEG-7 provides a set of standardized

descriptors that facilitates rapid search by

content of various types of multimedia informa-

tion such as graphics, images, video, film, music,

speech, sound, text, etc.1 As shape is an important

property for similarity evaluation in the case of

images, region-based and contour-based descrip-

tors are proposed by MPEG-7.2 As the biomedical

images of the same class are highly similar, low-

level image features of the object of interest, e.g.,

shape of vertebra body in case of spine images,

have to be identified for efficient indexing. With

the increased popularity of picture archival and

communication system (PACS), the number of

stored digital medical images is numerous. Man-

ual indexing using text describing the pathology is

error prone and a prohibitively expensive task for

large medical databases. Thus automatic methods

are necessary for feature representation of the

pathology of interest, and they have to address the

conflicting goals of reducing feature dimensional-

ity while retaining important and often subtle

biomedical features. Efficient content-based image

indexing and retrieval will allow physicians to

identify similar past cases. By studying the diag-

noses and treatments of past cases, physicians

may be able to better understand new cases and

make better treatment decisions.

Modern communication standards use nonim-

age data for standardized description of informa-

tion such as technical parameters related to the

imaging modality, patient information, body re-
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gion examined, study, etc. To provide compre-

hensive, detailed coverage for multispecialty

biomedical imaging, the College of American

Pathologists (CAP), secretariat of the Systema-

tized Nomenclature of Human and Veterinary

Medicine (SNOMED), have entered into partner-

ship with the Digital Imaging and Communica-

tions in Medicine (DICOM) Standards Committee

and other professional organizations to develop a

nomenclature for diagnostic imaging applica-

tions.3 The SNOMED DICOM microglossary

was developed to provide context-dependent

value sets for DICOM coded-entry data elements

and semantic content specifications for reports and

other structures composed of multiple data ele-

ments.4 Although the capability of storing explic-

itly labeled coded descriptors in DICOM images

and reports improves the potential for selective

retrieval of images and related information, the

controlled terminology within the DICOM tables

has been found to be insufficiently detailed for

order entry systems.5,6 Thus manual textual index

entries are mandatory to retrieve medical images

from digital archives even in DICOM format,

which are inefficient. The currently proposed

MPEG-7 shape descriptors such as Zernike Mo-

ment Descriptor and Curvature Scale Space2 are

not very useful in the context of medical image

indexing. For standardization purposes as in

MPEG-7, appropriate low-level features of each

selected class of biomedical images need to be

defined instead of feature extraction methods. The

usage of MPEG-7 in medical context is still in its

infancy, and the ongoing rigorous research world-

wide is expected to result in effective content-

based medical image retrieval in the near future.

The indexing of the spine X-ray images is ad-

dressed using a hierarchical procedure. The dis-

tinctive region of the image, including the general

spine region, is first being segmented at a gross

level of detail. This is followed by a fine-grained

segmentation of the spine region into individual

vertebra. Much research in this direction has been

carried out by The Lister Hill National Center for

Biomedical Communications, a research and

development division of the National Library of

Medicine (NLM). In the literature, some human-

assisted methods for the segmentation of the

vertebrae using active contour segmentation (ACS)

and active shape modeling (ASM)7 techniques have

been reported.8Y11 The fully automated methods

proposed in the literature can be broadly classified

into two groups: (1) based on landmark points such

as skull, shoulder, etc. to determine the character-

istic curves assumed to lie in the spine region12Y14

and (2) a template-matching-based method.15,16

The first category includes a method proposed

by Zamora et al.13 based on line integrals of

image gray scale to determine approximate spine

axis location. They reported an orientation error in

their algorithm of less than 15- for 34 of the cases

in a test set of 40 cervical spine images. The

dynamic-programming-based method proposed

for spine axis localization14 in the region of inter-

est computed from basic landmark points claims

success for 46 cases in a test set of 48 images. In

the template-matching method, a customized

implementation of the generalized Hough trans-

form (GHT) is used for the object localization.15

The GHT was applied to the test set of 50 images

using the mean template obtained from the

landmark points (LMP) marked by expert radiol-

ogists. The results reported claim an average

72.06 points out of 80 LMP inside the bounding

box and an average orientation error of 4.16-. The

state-of-the-art solution to the problem of verte-

brae segmentation in digitized spine X-ray images

is a hierarchical approach that combines three dif-

ferent methodologies.17,18 The first module is a

customized generalized Hough transform (GHT)

algorithm that is used to find an estimate of ver-

tebral pose within target images. The second mod-

ule is a customized version of active shape models

(ASM) that is used to combine gray-level values

and edge information to find vertebral boundaries.

Active shape modeling is a technique that cap-

tures the variability of shape and local gray-level

values from the training set of images to build two

models, one for shape and for gray-level values.

Segmentation with ASM is achieved by iteratively

deforming the shape model toward the boundaries

of the objects of interest as guided by gray-level

model. The ASM module needs to be correctly

initialized with the location and orientation of the

spine for accurate segmentation. The third module

is a customized deformable model (DM) approach

based on the minimization of external and internal

energies which allows the capture of fine details

such as vertebral corners.18

The success of the GHT-based technique depends

on three parameters: (1) gradient information, (2)

representativeness of the template, and (3) reckon-

AUTOMATIC ESTIMATION OF ORIENTATION AND POSITION OF SPINE IN DIGITIZED X-RAYS 235



ing of the votes in the accumulator structure. A

clear edge image is required for obtaining gradient

information accurately, and a template must ade-

quately represent the target object to obtain the nec-

essary votes in the accumulator. It is common to find

great variability in shape of the cervical vertebrae

across a large set of images. This is a drawback of

the GHT-based technique. The shape variability

captured by mean template is limited, and addition

of more templates to capture more variability in-

creases the computational complexity.

In this paper, we propose an alternative method

for spine localization using mathematical mor-

phology making use of the vertebral morphome-

try. The method computes the orientation of the

spine and a point on the right edge of the vertebral

faces. As this method is not based on predefined

templates, it works well over a wide range of

images. The method was successfully tested for

cervical spine images. It can be used as the ini-

tialization step of the automatic vertebrae segmen-

tation using ASM.

MATERIALS AND METHODS

The vertebrae gray-scale characteristics are complex. The

spine exhibits visually recognizable ridge characteristics,

usually extending the length of the spine, but particularly

visible in the region of the lower vertebrae. Figure 1(a) shows

the original gray-scale profile of a cervical spinal column. The

gray-scale profile of the vertebra, marked in Figure 1(a) using a

rectangle, is demonstrated using the surface characteristic plot

in Figure 1(b). The gray-scale image is modeled as a

topographic model of a terrain where the pixel value represents

the height at the pixel coordinates. The surface is rendered

using the top-view direction, and the light direction is in the

northwest direction. The ridge point cluster on the posterior

boundary of the vertebra is encircled in Figure 1(b). The

boundary of a vertebra is usually marked using six standard

morphometric points as shown in Figure 1(c). These six points

have the semantic relevance as follows:

Points 1 and 4 mark the upper and lower posterior corners

of the vertebra, respectively.

Points 3 and 6 mark the upper and lower anterior corners of

the vertebra, respectively.

Points 2 and 5 mark the median along the upper and lower

vertebra edge in the sagittal view, respectively.

The aim of fine-grained vertebrae segmentation is to

determine these boundary points and any additional landmark

points necessary for indexing the image automatically. The

curvature of a curve that is fit into the midpoints of the top and

bottom (points 2 and 5) of each vertebral body for all the

vertebrae of the same type (e.g., cervical) can be taken as the

curvature of the spine in that region.13 These midpoints do not

have any prominent associated visual characteristics, either in

gray-scale or in shape. So they are very poor candidates for

detection until the spine anatomy is already known after a

finer-grained segmentation. However, the gray-scale ridge

points appear to lie on the vertebral faces or near the right

edges of the vertebral faces. Hence a line joining these

might be conjectured to give a reasonable approximation to

the spine location and orientation. These ridge points have

bright gray-scale values and can be visualized as being on

the local higher regions in elevation space of the spine area.

Considering these facts, a method based on mathematical

morphology was introduced to detect these points as local

maxima.

Proposed Method

The detection of ridge point clusters in the outer boundary

of the vertebrae is carried out using mathematical morpholog-

ical operation. Binary mathematical morphology is an algebra-

ic system based on set theory that provides two basic

operations: dilation and erosion.19 The dilation operation

enhances the bright areas in the image and the darker details

are reduced. Erosion enhances the dark areas in the image and

Fig 1. (a) Original gray-scale image of a cervical spinal column. (b) Surface characteristic plot of the vertebra. (c) Six standard
morphometric points marked on the vertebra body in a histogram equalized image.
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can remove bands of noise, if high values are not present in

large neighborhoods.

A gray-scale image is defined as a 3-D set, and two images

f and b can be represented as follows.

f ¼ x; y; zð Þ z � g x; yð Þjf g; b ¼ x; y; zð Þ z � h x; yð Þjf g ð1Þ

where g(x, y) and h(x, y) are the gray scale of the pixel at

location (x, y).

In mathematical morphology, the image b that is used for

processing image f is called a structuring element (SE). For a

flat SE (a binary), the erosion is simplified to find the minimum

gray level and the dilation to find the maximum during the

process in the neighborhood defined by the SE.

The dilation of f by b can be represented as

f �b ¼
�

x; y; zð Þ
��z � max

�
g x� x1; y� y1ð Þ

þ h x1; y1ð Þ�;8x1; y1g

ð2Þ

and erosion of f by b as

f �b ¼
�

x; y; zð Þj z � min
�
g xþ x1; yþ y1ð Þ

� h x1; y1ð Þ�; 8x1; y1g

ð3Þ

where (x T x1), (y T y1) 2 Df and x1, y1 2 Db; Df and Db are

the domains of f and b, respectively.

A two-dimensional flat SE, b, which is Bdisk^-shaped in the

Euclidean metric and centered at the origin, is constructed as

follows.

b x; yð Þ ¼ x; yð Þ 2 Z2 :
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
� r þ 0:5ð Þ

n o
ð4Þ

where r is the radius of the disk, chosen as 20.

For each of the test image, a boundary area was used on all

four image sides (left, right, top, and bottom), and pixels that

were within this boundary limit were not processed. This was

performed to avoid the frequent problems encountered by the

presence of very bright pixels as a result of light leakage near

the edges of the images. As a preprocessing step, histogram

equalization is performed on the image for enhancing the

contrast between the vertebrae and the surrounding regions.

The contrast-enhanced image is morphologically opened with

the SE. The opening operation includes two procedures:

erosion followed by dilation.

f � b ¼ f �bð Þ � b ð5Þ

The top-hat transformation19 is then performed by subtracting

the opened image from the original image to detect objects

having the size of the SE and high gray-scale profile.

h ¼ f � f � bð Þ ð6Þ

All the eight-connected structures that are lighter than their

surroundings and connected to the image border are then

removed by an erosion operation. This operation removes some

of the nonspine edges in the image. Any grain (i.e., connected

component) with area less than 100 in the neighborhood

defined by a Bcross^-shaped flat SE (Eq 7) is removed to

eliminate isolated clutters in the image.

c x; yð Þ ¼ x; yÞð 2 Z2 : xj j þ yj j � 1
� �

ð7Þ

The resultant image is a coarsely segmented one with ridges

on the vertebral faces enhanced. The ridge point clusters

located in each vertebra face need to be connected together to

mark the outer boundary of the spine. The Radon transform20

of the segmented image is computed for locating the strongest

line in the image. The projection of the image matrix onto x-

axis in the range of 0Y100- is found. A projection of a two-

dimensional function at a particular angle is the line integral

in that direction. The Radon transform of the image function

f (x, y) parallel to the y0-axis can be computed as follows:

R� x0ð Þ ¼
Zþ1

�1

f x0cos�� y0sin�; x0sin�þ y0cos�ð Þdy0 ð8Þ

where

x0

y0

� �
¼ cos� sin�

�sin� cos�

� �
x

y

� �
:

(2)

(3)

Fig 2. (a) The geometry of the Radon transform. (b) The Radon transform of a test image using 100 projections.
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The geometry of the Radon transform is shown in

Figure 2(a), and the Radon coefficient values computed for

various angles in a test image are shown in Figure 2(b). The

locations of strong peaks in the Radon transform matrix

correspond to the high line integral values in the image. As

the segmented image has the ridge point clusters boosted, a line

joining these points will correspond to the strongest peak in

the Radon transform matrix. From the orientation (q) and

coordinate location on the x0-axis (xp) of the largest absolute

value of radon coefficient, a corresponding y0-coordinate (yp)

can be determined. Now we know a point (xp, yp) in the

posterior boundary and the orientation of the spine. A line

drawn passing through (xp, yp) and perpendicular to q marks

the posterior boundary of the spine in the original X-ray image.

The coarse level segmentation convergence is said to be

achieved if the error in computed orientation and location of

the posterior boundary with respect to the ground truth

information is within tolerable limits.

In some cases, where the image contains metallic objects

such as ornaments, orthodontic treatment accessories, etc.,

failure of segmentation convergence occurs. This is because of

the higher gray-scale value of these objects than the spine ridge

points. In such cases, the proposed method will fail as the

Radon transform locates the metallic objects instead of spine

ridges because of its high gray-scale value. This can be

corrected by another pass, in which the metallic object is

detected and removed from the top-hat segmented image. The

removal of the external objects can be carried out by using

H-Maxima transformation,21 which suppresses all maxima in a

given image whose height is lower than a given a threshold

value. The regional maxima are connected components of

pixels with an intensity value above a specified threshold and

whose external pixels have a lower intensity. The threshold is

fixed as the 90% of the maximum gray-scale value of the

coarsely segmented image. As the metallic object has higher

gray-scale value, it will be identified as the regional maxima

and is subtracted from the coarsely segmented image before

Radon transform computation. The H-Maxima transform is

computed in a two-dimensional eight-connected neighborhood.

This coarsely segmented image with foreign object removed

and ridge points boosted is subjected to Radon transform

computation as already explained. A flow chart representation

of the complete process is given in Figure 3.

RESULTS AND DISCUSSION

We have tested the algorithm on an ensemble of

100 images chosen from the archive maintained

by National Library of Medicine (NLM) as part of

the second National Health and Nutrition Exam-

ination Survey (NHANES II).22 The digitized

X-ray images were originally generated from

cervical radiographs using a Lumisys laser scan-

ner at a resolution of 146 dpi. The candidate

images were randomly chosen from the database

having various image size and spine orientations.

The lateral view cervical spine images had pix-

el depth of 8 bits. The seven vertebrae present

in a cervical image are usually referred to as

C1YC7.

For each of the images in our test set, we used

the expert-collected (x, y) coordinate (provided by

NLM) of the posterior bottom point [point 4 in

Figure 1(b)] for C2 and C6 (or C5) vertebrae. The

slope of the straight line fit to the spine using

these points is taken as the ground truth of spine

orientation for each image in the test set. The ori-

entation of the line joining point 4 or point 5

(middle point of bottom face of vertebra body) of

each vertebrae will be the same as they are parallel.

We chose to connect point 4 of each vertebra,

Fig 3. The flowchart of the vertebrae segmentation process.
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which is on the posterior boundary, so that the

computed location accuracy also can be evaluated.

The error in orientation was computed by taking

the absolute difference of the spine orientation

computed using the proposed algorithm and that

obtained as the ground truth for each of the image

in the test set. From the literature, it is observed that

a tolerance up to 15- is permissible in orientation

estimation.14 The absolute error was found to be

within the tolerable limit of 15- for all the 100

images in the test set. For eight cases, the algo-

rithm had to undergo a second pass after removal

of the metallic objects present in them. Table 1

tabulates the percentage of the number of images

that fall in different ranges of the orientation error.

It is seen from the table that for more than 80% of

the cases, the error is less than 6-. The average

orientation error for 100 cases was found to be 4.6-.
The accuracy of the location of the point com-

puted can be calculated by computing the perpen-

dicular distance from the point to the straight line

approximated from the ground truth data using

analytical geometry. The maximum distance was

found to be in T30-pixel range, which is approxi-

mately 5.2 mm as the images are having a

resolution of 146 dpi. A straight line is approxi-

mated using the location and slope of the point

computed to draw a marker on the posterior bound-

ary of the spine using basic analytical geometry.

Figure 4 demonstrates the images at various stages

of the algorithm, and a marker is drawn on the

computed spine location. Figure 5 shows the case

of an image with a foreign object present.

The location of the posterior boundary of the

spine and its orientation information can be used

to define a bounding box containing the spine to

reduce the processing load in the finer level

segmentation. The image could be rotated for the

orientation of the spine, so that spine will align

parallel to the vertical axis. The width of the

bounding box should be chosen, based on the

resolution of the image, in such a way to include

the entire vertebra body in the box. For the 146-dpi

images, a width of 250 pixels (from posterior to

anterior boundary) was found to contain the vertebra

body, even in cases of spines with large curvature.

The length of the bounding box can be taken as the

length of the image itself.

CONCLUSION

A novel method using mathematical morpho-

logical operators for accurate determination of

vertebrae location and orientation in spine X-ray

images is discussed in this paper. This algorithm is

based on the spine morphometry and hence works

well even in smeared images, without any human

Fig 4. (a) Cervical spine image. (b) Segmented image using mathematical morphology. (c) A marker drawn using computed spine
location and orientation.

Table 1. Computed spine orientation accuracy

Serial number

Orientation error range

(Degrees)

Percentage of images

in the range

1 0Y3 57

2 3Y6 25

3 6Y9 12

4 9Y12 3

5 12Y15 3
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intervention. The maximum error in the computed

location of the spine posterior boundary was found

to be T5.2 mm and spine orientation T15-. The

average error in orientation was found to be 4.6-
for a test set of 100 spine images. This technique is

a robust one for use in the initial phase of the fine-

grained vertebrae segmentation. The boundary

points in the vertebra body are useful features for

spine image indexing for various pathologies such

as osteoarthritis, disk space narrowing, etc. We are

also investigating the applications of these bound-

ary descriptors of the vertebrae in various spine

regions for image indexing.
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