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The quality of ultrasound images is usually influenced by
speckle noise and the temporal decorrelation of the
speckle patterns. To reduce the speckle noise, com-
pounding techniques have been widely applied. Partially
correlated images scanned on the same subject cross-
section are combined to generate a compound image
with improved image quality. However, the compound-
ing technique might introduce image blurring if the
transducer or the target moves too fast. This blurring
effect becomes especially critical when assessing tissue
deformation in clinical motion examinations. In this
paper, an ultrasound motion compounding system is
proposed to improve the quality of ultrasound motion
sequences. The proposed motion compounding tech-
nique uses a hierarchical adaptive feature weighted
motion estimation method to realign the frames before
compounding. Each frame is first registered and warped
to the reference frame before being compounded to
reduce the speckle noise. Experimental results showed
that the motion could be assessed accurately and better
visualization could be achieved for the compound
images, with improved signal-to-noise and contrast-to-
noise ratios.
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INTRODUCTION

U ltrasound imaging is a real-time imaging
technique. It has been an important tool in

clinical investigations for many years. However,
the quality of ultrasound images is usually degraded
by coherent wave interference, known as speckle,
which shows up as small scale brightness fluctua-
tions or mottling superimposed on all parts of the
image, especially in homogeneous tissue regions.1,2

Furthermore, speckle patterns can also be temporally
decorrelated by out-of-plane motion or by the non-
uniformmovement of sub-resolution scatters. Hence,
speckle artifacts significantly impact imaging per-

formance by reducing contrast resolution and ob-
scuring small structures.
To reduce speckle noise, ultrasound compounding

techniques have been widely investigated.3–5 Ultra-
sound compounding aims to improve image quality
by averaging several coplanar ultrasound frames into
a single image. Conventionally, decorrelation be-
tween measurements can be introduced by imaging
using different spatial positions,6–8 frequency
ranges,9 or strain conditions.10 In principle, com-
pound imaging starts by scanning frames of the
target in the same imaging plane but from different
viewing angles (frequencies or strain conditions),
which produce different artifact patterns. Averaging
these independent frames suppresses the artifacts and
reinforces the real structures. Hence, the primary
assumption of compounding is that by averaging
partially correlated measurements, speckle brightness
variations can be reduced without affecting the
original image contrast.
In other words, the ultrasound compounding

mechanism integrates the aligned information from
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ultrasound signals to improve the ultrasound image
quality. This type of function is usually performed
with an ultrasound system specially designed for
compounding and is completed online at the
imaging stage. Previous tests with both experimen-
tal and commercial spatial compounding systems
have shown that ultrasound compounding can
improve some aspects of the appearance of breast
anomalies, carotid plaques, and so forth.11–14

Compound imaging provides various benefits, such
as a reduction in image clutter and an improvement
in the delineation of target objects. Usually, this
compounding technique is applied to static target
imaging and can suffer from blurring due to
misalignment between frames if the transducer or
the target moves too rapidly.15–17 This blurring
effect causes a significant reduction in the sharp-
ness of compound images, especially in ultrasound
motion sequences. Generally, the more frames
used for compounding, the greater the improve-
ment in image quality and the greater potential for
motion blurring. This results in a tradeoff between
improving image quality and minimizing motion
blurring.
In contrast with the existing compounding

methods, we designed a new software-based
ultrasound compounding system that improves
the quality of ultrasound images with moving
targets. In our setup, the temporal image sequences
acquired from a regular ultrasound system can be
further processed for compounding, which cannot
normally be done without a compound imaging
system. One major advantage of the proposed
method is the effectiveness and efficiency of
nonrigid registration, which does not require any
special hardware platform or acoustic probe. Thus,
the method can be implemented as standalone
image compounding software or as part of an
ultrasound compounding hardware system.
In the proposed system, we designed an adaptive

feature weighted mechanism with a hierarchical
structure to estimate the dense motion field from the
ultrasound image sequence. Adjacent frames are
first registered and warped to match the reference
frame and then averaged to generate the compound
image. In experiments, the speckle reduction and
contrast improvement performances were tested
based on several criteria. The compounding results
for both phantom and in vivo clinical images
showed significant improvement in both quantitative
and visual appearance.

METHODS

Generally, difficulties in accurately estimating
the motion field in ultrasound images arise from
speckle noises and speckle decorrelation. Several
matching criteria in block-matching algorithm
have been tested to recover the tissue motion from
ultrasound images.18 On the other hand, due to the
local homogeneity of motion, the smoothness
constraint that tissue motion is continuous is
usually adopted.19,20 In the following sections,
we will briefly introduce the hierarchical feature
weighting algorithm21 which is used to estimate
the motion fields in the proposed motion com-
pounding technique.
Let ai and bi represent the vectors for all

intensities of the processing and the reference
matching blocks displaced by the corresponding
motion vector vi=(ui, vi), respectively. The optimal
estimate of vi, v̂, is obtained by maximizing for
each i of the following conditional probability
density function:

v̂ ¼ argmax
vi

p aijbi; við Þ: ð1Þ

Assuming ai=bi+ni and pn(n) is the probability
density function of each element of the vector ni,
the maximization of Eq. 1 is equivalent to the
maximization of Eq. 2 22:

v̂ ¼ argmax
vi

Yk
j¼1

pn aij � bij
� �

; ð2Þ

where i is the index of corresponding positions in
the search window, and j is the index of pixels in
the matching block with size k. If n is a
generalized zero-mean Gaussian noise, the maxi-
mization of Eq. 2 is equivalent to the minimization
of the following objective function:

v̂ ¼ argmin
vi

Xk
j¼1

aij � bij
�� ��c: ð3Þ

That is, the estimated solution is defined as the
relative displacement of the block with the minimal
value of this objective function in a block-matching-
based algorithm. The most commonly used objective
functions is the sum of absolute difference which is
corresponding to c=1, because of its simplicity and
fast computation time.
To maintain both accuracy and efficiency,

Bayesian estimation is used for incorporating the
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a priori knowledge to restrict the space of possible
solutions. By using the maximum a posteriori
estimator,23 the optimal estimate v̂ can be obtained
by maximizing the following a posteriori likeli-
hood probability distribution:

v̂ ¼ argmax
vi

P vijai; bið Þ ¼ argmax
vi

P aijbi;við ÞP vijbið Þ
P aijbið Þ

/ argmax
vi

P aijbi;við ÞP vijbið Þ ;

ð4Þ
where P(ai|bi) is independent of the estimated
parameters and can be omitted. That is, restriction
of possible solutions is made, based on the a priori
information, P(vi|bi), to make the motion estimation
problem well-posed such that a stable and unique
solution can be found.
To reduce the computational complexity of the

full search block-matching algorithm, several fast
algorithms have been proposed.24–26 Here, a
hierarchical method is adopted in the system. First,
for each image, an image pyramid can be defined
as a sequence of image levels {L0,L1,...,Lk−1,Lk},
where the resolution superscript will span from 0
for the finest resolution to k for the coarsest one.
This reduction process can be formed by succes-
sively averaging over 2×2 neighboring pixels on
the lower levels. The block-matching algorithm

can then be performed on the corresponding image
pyramids based on a top-down strategy, as illustrated
in Figure 1. In the following experiments, three more
image levels (k=3) are generated to build the
pyramid.
Using this hierarchical structure, maximizing the

a posteriori likelihood probability defined in Eq. 4
can be rewritten as:

v̂l ¼ argmax
vli

P vli
��ali; bli� �

/ argmax
vli

P ali
��bli;vli� �

P vlijbli
� �

; ð5Þ

where l is the level index of the image pyramid. To
define possible search candidates inherited from
the hierarchical structure, an a priori distribution of
motion vectors given bli can be defined as:

P vli
��bli� � ¼ 1; if vli 2 N vlþ1

i0 "2
� �

0; otherwise

�
; ð6Þ

where i′ is the corresponding position of i in the
coarser level, vlþ1

i 0 "2 is the corresponding motion
vector projected (up-sampled) from the coarser
level of the pyramid, and N(v) is the neighboring
motion estimates around v. Thus, the a priori
distribution constrains the candidate motion field
space with respect to the projected motion vector,

Fig. 1. Illustration of the hierarchical motion estimation.
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and the a posteriori probability can be only
evaluated in the defined small search space. In
practical, a 3×3 search range is enough. That is, a
maximum search length one is enough because a
search length two implies a search length one
which has already been evaluated in the upper
level. Note that, in the coarsest level, this prior
information is not considered. Generally, duplica-
tion or a linear interpolation approximation is used
for projecting the motion field in the traditional
methods. However, homogeneous regions of con-
stant intensity give little motion information and
pixels may be unreliable in determining their
correspondences for reasons besides noise. To
cope with these problems, we adopt a new
adaptive feature weighted filtering method21 to
improve the estimation accuracy of the hierarchical
MAP estimator.
Usually, motion vectors associated with the

same object should be similar, resulting in motion
smoothness between neighboring pixels. There-
fore, the projected motion vector can be more

robustly estimated by the following weighting
operator:

vli¼ x;yð Þ ¼
X

i02Q x=2;y=2ð Þ
wlþ1
i0 � vlþ1

i0 ; ð7Þ

where image block Q is the filtering mask centered
at image position (x/2,y/2) in pyramid level l+1,
and vlþ1

i 0 represents the corresponding motion
vectors. The weighting factors wlþ1

i 0 are normalized
such that the sum of weights is equal to one which
implies the convex combination. Thus, the resultant
motion vector can be obtained as a weighted mean
vector which is within the convex hull of given
vectors. In this paper, motion estimation is based on
the assumptions that the motion field varies
smoothly within the tissue region and that the
motion estimates at feature pixels are much more
reliable. This weighting process can be illustrated in
Figure 2.
For this feature-based technique, feature identi-

fication is naturally the most important task and

Fig. 2. Illustration of the adaptive feature weighted filtering method.
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detection based on speckle statistics is the most
reliable way for identifying features. It has been
shown that the local mean of speckle noise in
ultrasound B-mode images is proportional to the
corresponding local variance.27–29 A local statistics,
αi, representing the ratio of local variance, �2

i , to
local mean, µi, at image location i, can hence be
calculated as the characteristic value:

�i ¼ �2
i

�i
: ð8Þ

The local statistics α can be easily measured on
the image and a smaller α indicates a higher
possibility that the processing pixel belongs to a
homogeneous region. Hence, α can be regarded as
the feature values and motion estimation with
these temporally stable features should be more
accurate and reliable.
In addition, an inversely distance-weighted

constraint in is adopted to preserve the smoothness
property. Based on the assumption that the tissue
motion field is continuous, the motion vector being
estimated is strongly influenced by the motion
vectors on the nearby tissues, but is less influenced
by those of the tissues further away. Therefore, the
weighting factor in Eq. 7, wlþ1

i 0 , is designed to
include both the local statistics, α, and the inverse
distance factor. This weighting process is per-
formed on a fixed running window with the
weights adaptively adjusted according to the local
statistics. The weighting factor can be defined as:

wlþ1
i0 ¼ g1 �

1
�

dlþ1
i0

� �aþb
� �

P
i002Q

1
�

dlþ1
i00

� �aþb
� � þ g2

� �lþ1
i0P

i002Q
�lþ1
i00

; ð9Þ

where g1 and g2 are scalar parameters, Q is the
filtering mask, d is the distance from the image
pixel to the center of the filtering mask, and α is
the local variance-to-mean ratio. In the following
experiments, the value of g1 and g2 are both
empirically selected as 0.5.
In Eq. 9, the first term is an inversely distance-

weighted parameter. In the experiments described
below, the selected value of a is 2, which means
the smoothness term is inversely square distance
weighted. The parameter b is given a small value

to avoid the problem caused by a zero distance.
The second term is a feature weighted value
dependent on the local variance-to-mean ratio of
the image pixel. When the value is large, the
corresponding pixel very likely belongs to some
stable patterns and is thus highly weighted.
Generally, pixels far from the center are less
related to the processing pixel and can be omitted
because the corresponding weighting values are
small according to the inversely distance-weighted
strategy. In practical, an 11×11 filtering mask is
large enough and performs well in the following
experiments.
In the proposed motion compounding technique,

as illustrated in Figure 3, the original image is
referred to as the reference image. Then, a motion-
compensated technique which is usually used in
video coding,30 is adopted to register and warp the
adjacent frames of reference image with the
estimated motion fields. As mentioned previously,
frame averaging can induce image blurring if the
transducer or the target moves too rapidly. With
the estimated motion fields, each frame is hence
spatially matched and tissue motion-corrected to
the reference frame before being added to the
compound image. The compound image can then
be created by some compounding strategies with
the recorded warped images.
Usually, this compounding task is solved by

frame averaging and the estimate of the original
signal X̂ based on N observations, X1, X2,..., XN,
can be given by averaging the warped speckle
images over all frames:

X̂ ¼ 1

N

XN
i¼1

Xi ð10Þ

Generally, the more frames used for compound-
ing, the greater the improvement in image quality.
In the following experiments, nine frames are
compounded to generate a single compound
image, that is, N=9.
To test performance of different compounding

strategies, several techniques such as mean, median,
and scaled L2 mean have also been investigat-
ed.17,31,32 In general, according to these researches,
there are no significant differences between the
resultant images using different compounding strat-
egies. In the system described, the compounding
operator is replaceable and a mean operator is
adopted for frame compounding. Generally, the
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intensity of a tracking material will not be consistent
because of speckle decorrelations. The intensity will
be degraded after applying the mean operator and the
compound image will hence be a little darker than the
original speckle image. To compensate for this
intensity-degrading effect, the resulting compound
image is normalized by multiplying a scale value, λ:

l ¼ �org

�cmd
; ð11Þ

where μorg and μcmd are the mean intensities of the
original speckle image and the compound image,
respectively. Thus, the mean intensity of the
compound image is consistent with the mean
intensity of the original speckle image. Note that,
the intensity value is assigned with 255 when the
normalized value is larger than 255.

EXPERIMENTAL RESULTS

Phantom Data Analysis

To show the motion compounding performance,
the system was applied to both phantom and in
vivo image sequences. First, in the phantom
experiment, an image sequence was acquired with

free-hand type compression using an increasing
downward force applied by the probe. Figure 4a
shows an example frame of this sequence. The B-
scans of the phantom cross-section contain two
regions with almost homogeneous statistical fea-
tures: inside the circular region and the outside
background. Figure 4b shows the estimated motion
field using the proposed motion estimation method.
The estimated motion field shows the overall
longitudinal compression and a small lateral shift,
which agreed with visual inspection. The compound
image of Figure 4a is shown in Figure 4c.
To investigate the effect of motion compound-

ing on image statistics, two regions were manually
defined. Region 1 was completely inside the circle
and region 2 was on the outside, as shown in
Figure 4d. Assuming that each region had a
uniform composition, all of the variance within a
given region was mainly due to speckle noise and
the amount of speckle noise present in each region
could be objectively quantified by the signal-to-
noise ratio (SNR). Specifically, the speckle SNR
was calculated as the mean intensity, μ, divided by
the standard deviation of intensity, σ, within the
region. A high SNR corresponded to a low degree
of speckle noise and thereby a smooth appearance.
Another useful measure is the contrast-to-noise
ratio (CNR), which is related to how easily
different materials can be distinguished. The

Fig. 3. Illustration of the motion compounding method.
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speckle CNR was defined by (μo−μb)/σb, where
μo and μb were the mean intensities within the
object and background, respectively, and σb was
the standard deviation of intensity within the
background. In this phantom experiment, the
SNRs of region 1 (object) and region 2 (back-
ground) before motion compounding were 5.89
and 4.54, respectively. After motion compounding,
the SNRs of region 1 and region 2 had increased to
7.00 and 5.38, respectively. The CNRs before and
after motion compounding were 1.52 and 1.79,
respectively. The proposed motion compounding
technique increased both the SNR and CNR by
around 18%.
Generally, common spatial filters can also

improve the SNR, but these decrease the spatial

resolution of the speckle images. Usually, object
segmentation is important in clinical use and
segmentation accuracy can hence be adopted to
evaluate the improvement in image quality. In
medical applications, the most commonly used
segmentation algorithm is the active contour model
(snake). However, snakes usually fail to extract an
accurate object boundary, resulting in a rather
irregular boundary because of speckle noise.
Therefore, an appropriate method of image pre-
processing, providing clear and accurate delineation
of object margins, is important for boundary
extraction. To show the advantages of motion
compounding for margin definition, the gradient
vector flow (GVF) snake33 was adopted to show its
ability to extract object boundaries with and without
applying motion compounding.
Figure 4e,f shows the extracted boundaries of

the original speckle image and the compound
image, respectively, by using the GVF snake with
the same parameters and initial contour. As shown
in Figure 4e,f, the extracted object boundaries
were substantially better defined in the compound
image. To validate the segmentation results, the
extracted object boundaries could normally be
compared with the ground truth. However, in this
case, the correct boundaries were unknown be-
cause the phantom was compressed and the shape
of the object was hence deformed. Therefore, a
substitute criterion, the local curvature, was calcu-
lated to evaluate the segmentation results because
the extracted shape of the object was supposed to
be smooth. If we let p1=(x1, y1), p2=(x2, y2), ...,
pn=(xn, yn) be n snake points along the extracted
contour, the local curvature of pi can be defined as
||di−di−1||, where di and di−1 are the normalized
vectors of pi+1−pi and pi−pi−1, respectively. In
this experiment, the average local curvature of the
GVF snake without motion compounding was
0.19±0.25 and was improved to 0.16±0.19 with
motion compounding. A smoother contour could
be extracted and both the average local curvature
and its standard deviation were decreased by
applying the motion compounding before boundary
detection.

Clinical Data Analysis

Motion analysis in ultrasound imaging is com-
monly used as a diagnostic tool for investigating

Fig. 4. Example frames of the phantom experiment: a the
original speckle image, b the estimated motion field, c the
compound image, d region definition of the phantom image, e
and f the extracted boundaries of (a) and (c) by using the GVF
snake, respectively.
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tissue deformation and providing a mathematical
description of tissue mechanics. However, a fast
acquisition speed might lead to a decrease in the
spatial resolution, with poor definition of anatom-
ical structures and high levels of speckle noise. To
demonstrate the usefulness of the proposed com-
pounding algorithm for in vivo image sequences,
we undertook several ultrasound examinations
with tissue motion, including musculoskeletal and
myocardial experiments. The proposed motion
compounding method was also compared with
the spatial Gaussian smooth filter and the adaptive
weighted median filter (AWMF),27 which uses the
local statistics weighting of the median filter to
remove the speckle and preserve the signal
boundary. These two methods are widely used in
smoothing the speckle noise in ultrasound images.
In the musculoskeletal experiment, images were

obtained by scanning the forearm in longitudinal
cross-section. The images were taken from the

muscle portion of the flexor digitorum profundus
when the subject’s middle finger moved from
extension to flexion. In the imaging process, the
probe was held by an expert and placed as parallel
to the moving direction of the observed muscle as
possible. An example frame is shown in Figure 5a
and the estimated motion field using the proposed
motion estimation method is shown in Figure 5b.
From the motion vectors, it is easy to differentiate
among the muscle groups involved in finger
contraction. The compound images with and
without applying the motion compensation are
shown in Figure 5c,d, respectively. As shown in
Figure 5c,d, the proposed motion estimation
method could correctly compensate for the motion
between frames, while the compound image
without motion compensation shows a large
number of artifacts caused by the motion blurring
effect. In addition, spatial filters were applied to
show their ability to enhance the speckle images.

Fig. 5. Example frames of the musculoskeletal experiment: a the original speckle image, b the estimated motion field, c the compound
image, d the compound image without motion compensation; e the Gaussian filtered image, f the AWMF filtered image.
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Figure 5e,f shows these Gaussian and AWMF
filtered images, respectively.
As can be seen in the experimental results, the

compound image shows the muscle texture more
clearly and preserves more details. The fibrillar
appearance of the muscle is more uniformly and
continuously displayed, as indicated by arrow A.
Also, the compound image shows a continuous
and contrast enhanced bone surface boundary, as
indicated by arrow B. Generally, the Gaussian and
AWMF filtered images are over smoothed, resulting
in a loss of some of the fine details and a reduction in
spatial image resolution. Image compounding is
more helpful in defining the object boundaries in
motion image analysis.
In the myocardial experiment, echocardiographic

images of the left ventricle (LV) were acquired.
Figure 6 shows an example of a short-axis view
echocardiography. In this data set, the speckle
decorrelations are particularly large due to cardiac
contraction. Figure 6a,e shows example frames of the
sequence during systolic and diastolic periods, re-
spectively, and Figure 6b,f shows the corresponding
estimated motion fields. The typical contraction
and expansion of a normal beating heart during
systole and diastole are captured and estimated as

the motion fields from sonographic image sequen-
ces. Although it was not possible to measure the
true motion vectors, the estimated motion vector
fields could fill the needs of inter-frame corre-
spondence in the compounding computation and
achieved good consistency with the observations
of the clinician. Figure 6c,g shows the compound
images and Figure 6d,h shows the AWMF-filtered
images of Figure 6a,e, respectively.
In the myocardial experiment, the given B-scan

image sequence generally contains two homoge-
neous regions: the myocardium and the ventricle
part. Therefore, the effect of motion compounding
on the image statistics could be investigated by
calculating the speckle SNR and CNR. Figure 7a
shows an example frame of an echocardiography
sequence and Figure 7b shows the compound
image. Figure 7c,d shows the Gaussian filtered
image with σ=1 and σ=5, respectively. Figure 7e
shows the AWMF filtered image. Table 1 shows
the calculated speckle SNRs and CNRs by using
different methods. As shown in Table 1, the
speckle SNR and CNR of the Gaussian filtered
images increase when the selected σ increases.
When σ=5, the CNR for the Gaussian filtering was
close to the compound image. However, the

Fig. 6. Example frames of the short-axis view echocardiography experiment during systole (top row) and diastole (bottom row): a and e
the original speckle images, b and f the estimated motion fields, c and g the compound images, d and h the AWMF filtered images.
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Gaussian-filtered images appeared to be signifi-
cantly over-smoothed and the texture details were
smoothed out. According to these results, the
proposed motion compounding technique outper-
formed the spatial filters, with a higher SNR and
CNR, while keeping more texture details.
Table 2 shows the calculated speckle SNRs and

CNRs of several echocardiography sequences.
According to the experimental results, the pro-
posed motion compounding provided a significant
improvement in both speckle SNR and CNR
compared to other spatial filters. Visual inspection
showed that the proposed motion compounding
technique also improved image quality by reducing
speckle noise and increasing ventricular border
definition. These improvements also help with further
image analysis, such as segmentation and tracking.
More clinical results are available on http://

vision.csie.ncku.edu.tw/~linjs/USCompound/.

DISCUSSIONS

In the proposed method, speckle tracking is used
to find the in-plane motion resulting from the
target movement and images can then be spatially
matched before being compounded. Therefore, one

Fig. 7. Example frames of the echocardiography experiment: a the original speckle image, b the compound image, c the Gaussian
filtered image (with σ=1); d the Gaussian filtered image (with σ=5); e the AWMF-filtered image.

Table 1. The Calculated SNRs and CNRs by Using Different
Methods

SNRmyo. SNRvent. CNR

Speckle image 2.31 1.42 4.71
Compound image 2.69 3.31 10.27
Gaussian filtered image (σ=1) 2.54 1.76 5.98
Gaussian filtered image (σ=2) 2.77 2.20 7.43
Gaussian Filtered Image (σ=3) 2.99 2.57 8.64
Gaussian filtered image (σ=4) 3.21 2.89 9.63
Gaussian filtered image (σ=5) 3.45 3.18 10.44
AWMF image 2.63 1.77 6.24
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potential problem of the proposed motion com-
pounding is the out-of-plane problem. When it
occurs, the observed object moves out of the
imaging plane during image acquisition. Thus,
pixels might not be correctly registered for com-
pounding and artifacts might be generated. There-
fore, in the experiments, the probe was placed as
parallel to the moving direction of the observed
muscle as possible to minimize the out-of-plane
problem.
On the other hand, modifying the compound

operator may help to solve the out-of-plane
problem. The compounding operator can be
modified by using a weighted mean or a weighted
median strategy. The weighting criteria can be
defined based on local characteristics or temporal
distance. Similar local characteristics or shorter
temporal distances are assigned higher weighting.
In myocardial experiments, a temporal realignment
might also be useful because of the periodicity of
cardiac motion. That is, image sequences can be
scanned with more cardiac cycles and then resorted
according to their corresponding time phases.
Frames in similar time phases, which correspond
to similar physical positions, can then be selected
for compounding. To further verify the out-of-plane
problem, a 4D compounding technique that is free
from the out-of-plane problem can be developed
and we are currently working on 4D cases.

CONCLUSION

In this paper, we proposed a new software-based
motion compounding system to improve the image

quality of ultrasound image sequences. The pro-
posed method does not require a special hardware
platform and can be implemented as a standalone
software system. The proposed motion compound-
ing concept can successfully average adjacent
frames, which are registered and warped to the
reference image, to generate a compound image with
reduced speckle noise and enhanced contrast. By
adopting a hierarchical structure, we apply the
adaptive feature weighted technique to estimate the
motion field in multiple resolutions. This approach
was found very effective in reliable motion tracking
for ultrasound images. Thus the compound images
can preserve correct texture details and reduce
artifacts generated by speckle noises and target
movement. The experiments also achieve signifi-
cantly higher SNR and CNR values that reflect the
improvements in speckle reduction and contrast
enhancement. Generally the proposed compounding
method is valuable in improving the quality of
regularly acquired ultrasound images for better
visualization, clinical assessment, and image post-
processing.
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Table 2. The Calculated SNRs and CNRs by Using Different Methods

Echocardiography sequences 6203 6204 6205 6206

Speckle image

SNRmyo 2.54 2.72 2.48 3.33
SNRvent. 0.90 1.01 0.91 1.02
CNR 6.86 6.17 5.92 7.03

Compound image

SNRmyo 3.27 3.39 3.49 4.52
SNRvent. 2.38 2.65 2.86 3.52
CNR 12.68 12.29 12.33 16.65

Gaussian filtered image (σ=1)

SNRmyo 2.75 3.00 2.79 3.77
SNRvent. 1.10 1.35 1.27 1.35
CNR 8.73 8.56 8.79 9.79

AWMF image

SNRmyo 2.86 3.11 2.80 3.96
SNRvent. 0.99 1.21 1.16 1.28
CNR 8.87 8.50 9.59 10.39
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