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Abstract Predicting methylation of the O6-methylguanine
methyltransferase (MGMT) gene status utilizing MRI imag-
ing is of high importance since it is a predictor of response and
prognosis in brain tumors. In this study, we compare three
different residual deep neural network (ResNet) architectures
to evaluate their ability in predicting MGMT methylation sta-
tus without the need for a distinct tumor segmentation step.
We found that the ResNet50 (50 layers) architecture was the
best performing model, achieving an accuracy of 94.90%
(+/— 3.92%) for the test set (classification of a slice as no
tumor, methylated MGMT, or non-methylated). ResNet34
(34 layers) achieved 80.72% (+/— 13.61%) while ResNet18
(18 layers) accuracy was 76.75% (+/— 20.67%). ResNet50
performance was statistically significantly better than both
ResNet18 and ResNet34 architectures (p < 0.001). We report
a method that alleviates the need of extensive preprocessing
and acts as a proof of concept that deep neural architectures
can be used to predict molecular biomarkers from routine
medical images.
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Background

Glioblastoma multiforme (GBM) is the most common primary
brain tumor accounting for 45% of all malignant primary cen-
tral nervous system tumors with a median survival of around
14.6 months [1]. GBMs are usually treated with surgical resec-
tion followed by radiation therapy (60 Gy in 30 fractions of
2 Gy) and temozolomide chemotherapy, improving median
survival by 3 months versus radiotherapy alone. MRI is most
commonly used to assess response due to its superior contrast
compared with other imaging modalities [2, 3]. More specifi-
cally, imaging biomarkers extracted from functional MRI
have been found to correlate with survival [4, 5].

Personalized medicine is an important new trend that at-
tempts to identify genetic or other properties of tumors that
allow more targeted therapy. Identification of these properties
may enable more patient-specific treatment, and thus results in
improved outcomes. Methylguanine methyltransferase
(MGMT) is a key gene that encodes for a protein that repairs
DNA. Several reports in the literature indicate that MGMT
promoter methylation is associated with longer survival [6]
as well as response to temozolomide [7, 8]. However, while
determination of MGMT methylation status has been standard
of care for some time, an accurate result is not always obtained
due to the requirement of large tissue specimens. Furthermore,
there are a limited number of laboratories that are able to
perform these tests.

An emerging hypothesis is that genetic and/or molecular
alteration within GBM manifests as specific, macroscopic,
observable changes in MRI anatomical imaging [9]. Visual
findings as well as texture features, originating from function-
al or anatomical MR imaging, have been investigated as im-
aging biomarkers to predict MGMT status [10—15]. However,
the results from these studies are contradictory. Moon et al.
[13] found that ill-defined tumor borders are associated with
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MGMT promoter methylation in a mixed group of WHO
grade III and IV patients. However, in a similar study by
Gupta et al. [15], no correlation between MGMT and either
ill-defined borders or perfusion imaging-based biomarkers
was found.

Most recently, Kanas et al. [16] highlighted the association
of quantitative and qualitative morphologic imaging bio-
markers extracted from preoperative imaging and MGMT
methylation status in GBM. However, qualitative imaging
feature estimation is a challenging task that depends on the
individual experience. In a study of 43 patients by Ahn et al.
[14], biomarkers based on ADC and fractional anisotropy
(FA) parametric maps were found to be poor predictors of
MGMT methylation, while capillary permeability (i.e.,
Ktrans) achieved an area under the receiver operating charac-
teristic (ROC) curve of 0.75 contradicting the results reported
by Moon et al. [13].

Texture features combined with classical machine learning
have been proven to predict MGMT status utilizing MR im-
aging [11, 17]. Korfiatis et al. [17] utilizing an SVM-based
classier achieved an area under the ROC curve of 0.85 (95%
CI: 0.78-0.91) using four texture features (correlation, energy,
entropy, and local intensity) originating from the T2 weighted
images.

Recent studies [18] also highlighted the importance of
using molecular biomarkers to group gliomas that have similar
clinical behavior, response to therapy, and outcome. These
findings highlight the significance of predicting molecular
biomarkers and the potential impact in clinical practice if this
could be done from MRI. One of the challenges in the texture-
based approaches or morphologic-based approaches is the re-
quirement for several preprocessing steps such as intensity
standardization, skull stripping, and tumor segmentation.
Segmentation of tumors is a challenging step often requiring
manual correction of tumor segmentations produced by auto-
mated algorithms. Manual corrections increase the cost and
time and can lead to inter-observer variation challenging algo-
rithm which requires a segmentation mask as an input.

Deep learning has been emerging as an important technol-
ogy in many different fields [19]. Convolutional neural net-
works (CNNs) are one form of deep learning that has been
proven to be useful for both diagnosis and image analysis
tasks [20-25]. In their simplest form, a CNN consists of a
series of layers of convolution filters followed by data reduc-
tion layers at the end of the network.

Objective

In this study, we show that (1) CNNs provide a means to
predict MGMT status and that (2) this can be done without
the need for a separate tumor localization step, which is a
common requirement in classical machine-learning

approaches. Furthermore, there is not much theoretical basis
for determining the optimal network architecture for a given
task. In this work, we compare three different residual deep
neural network (ResNet) architectures to evaluate their ability
in predicting methylation status without the need for a distinct
tumor segmentation step.

Dataset and Training, Validation, and Test-set
Creation

This study was reviewed and approved as minimal risk by our
institution’s Internal Review Board. Patients with newly diag-
nosed GBM (astrocytoma grade IV, WHO classification)
treated at Mayo Clinic between January 1, 2007, and
December 31, 2015, were identified. The inclusion criteria
were age > 18 years and preoperative MR scans that included
T2 and T1 weighted post-contrast images performed at Mayo
Clinic with known MGMT methylation status. All images
were anonymized utilizing CTP (http://mircwiki.rsna.org/
index.php?title=CTP-The RSNA Clinical Trial Processor)
and the image processing pipelines were managed with
MIRMAID [26].

One hundred fifty-five (155) presurgery MRI examinations
were utilized in this study (66 methylated and 89
unmethylated tumors). MGMT methylation status was based
on a review of histopathological analysis of tumor tissue. MRI
imaging was performed on 1.5T or 3T scanners and included
T2 weighted fast spin echo (TR, 40004800 ms; TE, 96—
107 ms; slice thickness, 3 mm); axial T1 weighted images
(TR, 20 ms; TE, 6 ms; slice thickness, 3 mm), with a FOV
of 24 cm and a matrix size of 256 x 256; and matching T1-
weighted post-contrast images. In all the exams, the contrast
agent was power injected at 5 ml per second followed by a
20 cm® saline chaser at the same flow rate. The contrast agent
was gadolinium at 0.1 mmol/kg.

From the 155 presurgery MRI examinations utilized in this
study, 66 patients had methylated and 89 patients had
unmethylated tumors. For the methylated group, 53 scans
were performed on a 1.5T scanner (40 GE and 13 Siemens),
while 13 were performed on a 3T scanner (5 GE and 8
Siemens). For the unmethylated group, 76 scans were per-
formed on a 1.5T scanner (54 GE and 21 Siemens), while 13
were performed on a 3T scanner (9 GE and 4 Siemens).

For the purpose of this study, only T2 images were used.
N4 was used for the bias field correction [27]. This step is
necessary since bias field signal is a low-frequency and very
smooth signal that corrupts MRI images and can potentially
affect image analysis steps following [28]. The slices from all
examinations were divided into three categories: MGMT
methylated tumors, MGMT unmethylated tumors, and the
third category containing non-tumor slices.
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Table 1  Results for all the ResNet variations utilized in this study during validation phase on a slice-by-slice basis

Recall Precision F1 score
ResNet18 0.77% (+/— 0.21%) 0.80% (+/— 0.09%) 0.73% (+/— 0.19%)
ResNet34 0.81% (+/— 0.22%) 0.93% (+/— 0.04%) 0.81% (+/— 0.20%)
ResNet50 0.95% (+/— 0.04%) 0.96% (+/— 0.03%) 0.95% (+/— 0.04%)

Forty-five (45) examinations were randomly selected for
testing, while the remaining 110 examinations were used to
create the training and validation dataset. This resulted in 7856
images (1621 unmethylated, 934 methylated, 5301 no tumor)
used for training and 2612 (335 unmethylated, 250 methylat-
ed, 2027 no tumor) used for testing. All analysis was per-
formed on a slice-by-slice basis assigning each slice the same
label for the same patient (i.e., methylated or unmethylated)
with subsequent “voting” applied to also evaluate at the pa-
tient level.

Methods
Classification Scheme

Models were developed and trained using the NVidia (NVidia
Corporation, Santa Clara, CA) graphical processing unit
(GPU) utilizing the Keras (https://keras.io/) Python package.
The model used was based on the deep residual learning
network (ResNet) model [29]. ResNet enables training of
deeper architectures, because the layers learn residual func-
tions with reference to the layer inputs, instead of learning
unreferenced functions. This enables the networks to be robust
to the vanishing gradient problem and deals with the degrada-
tion of accuracy appearing in conventional deep networks. A
shortcut connection allows for identity mapping ensuring that
each subsequent layer will have the necessary information to
learn additional features. ResNets consist of modularized ar-
chitectures that stack building blocks of the same connecting
shape. In this paper, we call these blocks “Residual Units”
[30].

For the purpose of this study, three ResNet architectures
were considered. The first consisted of 18 layers (referred to
as ResNetl18), the next consisted of 34 layers (referred to as
ResNet34), and the last consisted of 50 layers (referred to as
ResNet50). The He [31] weight initialization was used for all

the ResNets [32]. Batch normalization (BN) was used right
after each convolution and before activation [33]. As an ex-
tension to the original model, dropout was added at the fully
connected layer [29]. ReLU was used as an activation func-
tion. The optimizer used was also that described by He [31].

Model Training and Assessment

The networks during the training validation phase were
trained for 50 epochs utilizing stochastic gradient as optimizer
with a learning rate of 0.01, minibatch of 32, momentum 0.5,
and weight decay of 0.1. The learning rate was decreased by a
factor of 10 when the learning rate was stable for more than 10
epochs. The training was stopped when the validation accura-
cy during the training phase was stable for 10 epochs.

The overall accuracy, the precision, recall, and F1 scores
were used to evaluate the proposed model. A stratified cross-
validation (a variation of k-fold) that returns stratified folds
was utilized. The folds preserve the percentage of samples for
each class. A k-fold cross-validated paired ¢ test was per-
formed to assess the difference in the models considered
[34]. Each fold generated five different models for each one
of the three ResNets considered in this study. To obtain the
final result on the testing cases, the best model from the five
folds was retrained utilizing all the data. Bonferroni correction
was applied to account for multiple comparisons [35].
Selection of the best architecture was made from the F1 score
achieved on validation set.

Results

The ResNet50 architecture was able to achieve accuracy of
94.90% (+/— 3.92%) for the test set (classification of a slice as
no tumor, methylated MGMT, or non-methylated). ResNet34
achieved 80.72% (+/— 13.61%) while ResNet18 accuracy was
76.75% (+/— 20.67%) when the algorithms applied to the test

Table 2 Results for all the ResNet variations utilized in this study during testing phase on a slice-by-slice basis

Precision F1 score

Recall
ResNet18 0.78% (+/— 0.19%)
ResNet34 0.91% (+/— 0.04%)
ResNet50 0.97% (+/— 0.02%)

0.80% (+/~ 0.07%)
0.80% (+/— 0.18%)
0.97% (+/~ 0.02%)

0.75% (+/— 0.16%)
0.82% (+/~ 0.15%)
0.97% (+/~ 0.02%)
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Fig. 1 Visual depiction of the ResNet50 model. Conv, pool, and fc stand
for convolutional, pooling, and fully connected layer, respectively. The
pooling size used was 2 (denoted by “/2.” For instance, “256/2” means
that 256 filters were used and the size of pooling layer was 2). So the first
box (“7 x 7 conv, 64”) means that the convolutional kernel size was 7 x 7
and 64 filters. We then explicitly describe the following layer as a 2 x 2
pooling layer, but elsewhere in this figure we use the shorthand of “/2” in
the box showing the layer. Solid lines (—) indicate identity and dashed
lines (- - -) indicate cross-residual weighted connections

set. ResNet50 performance was statistically significantly bet-
ter than both ResNetl8 and ResNet34 architectures
(p <0.001). Table 1 captures the results in terms of precision,
recall, and F1 scores for the validation stage while Table 2
captures the results for each network trained during the
cross-validation stage when applied to the test set.

Figure 1 shows the ResNet18 layer model.

Table 1 summarizes the results for all three ResNet models
used in this study during validation, and Table 2 summarizes
the results for all three ResNet models used in this study dur-
ing testing. As observed from Table 2, comparing the trained
models during the cross-validation stage, ResNetl18 and
ResNet34 had the largest variation when applied on the test
sets. Table 3 depicts the confusion matrix for the final model
when evaluated on the slice basis in the testing dataset. The
classifier was able to correctly identify 98% of the slices with
no pathology.

Table 4 shows results when a majority vote was used for all
abnormal slices of a given subject, to decide whether that
subject was methylated or not, using the ResNet50 algorithm.
This also shows good performance, with the average values of
90% or better.

Figure 2 depicts the activation corresponding to the three
first layers of the ResNet50 for two different slices.

The computationally expensive part of the proposed algo-
rithm is the training phase, with total training time ranging
from 3 to 10 h. For all networks, the inference for a patient
scan takes less than 30 s for a scan including the preprocessing
steps utilized while no specialized hardware is needed.

Discussion

Deep neural network architectures are able to predict MGMT
status with high accuracy. Furthermore, it can also differenti-
ate between slices containing tumor versus those that do not,

Table 3 Normalized confusion matrices for ResNet50 model for the
final model on a slice-by-slice basis for the test set of 2221 slices

Unmethylated Methylated No tumor
Unmethylated 0.89 0.03 0.08
Methylated 0.01 0.90 0.09
No tumor 0.00 0.01 0.99
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Table 4 Normalized confusion matrices for ResNet50 model for the
final model on a patient basis. To create the final model, all the training
data were used. All slices labeled as having tumor for a subject “voted”
methylated or unmethylated, and the majority vote was assigned to that
patient

Unmethylated Methylated
Unmethylated 0.92 0.08
Unmethylated 0.92 0.08
Methylated 0.10 0.90

minimizing the need for human intervention. By combining
these into one network, we demonstrate that CNNs can learn
complex tasks beyond simple yes/no classification.

Several papers have reported encouraging results regarding
the importance of imaging-based features for predicting
MGMT status [11, 13, 14, 16, 17], but they were limited by
the significant preprocessing required to extract the imaging
biomarkers, which also degraded reproducibility.

Reducing manual steps required by computer-aided diag-
nosis systems is a key element to enable translation of such
systems into the clinical practice. The only preprocessing
steps required by our system are image normalization and bias
corrections, and both those steps are fully automated and the
calculations require less than 2 min for a typical desktop com-
puter. Our efforts were focused on a three-class problem rather
than a binary approach (methylated versus unmethylated) en-
abling our algorithm to operate without the need for a tumor
segmentation step.

In general, convolutional-based deep neural networks have
been the main tool used for winning many competitions on
publically available datasets [19]. ResNets enable training

networks with hundreds of layers, while classic CNN architec-
tures have poorer performance with addition of extra layers.
ResNets consist of residual blocks that are at the early stages
of the same dimensions as the data while in later stages, the data
down-sampled and the number of layers are increased. This is
generally attributed to the fact that early stages learn features
that are relatively simple (e.g., edges). Such architectures im-
proved the performance in many publicly available benchmarks
[29]. He et al. developed a 152-layer network that outperformed
the VGG net on the imagenet dataset [29]. Residual networks
behave like ensembles of relatively shallow networks [36].
From these networks, the ones with shorter paths are more
effective. Deeper architectures based on ResNet have been
reported to yield better results [29].

Our results demonstrate that the ResNet50 (the deepest
model considered in this study) outperformed all the shallower
architectures (ResNet18, ResNet34) for all the metrics consid-
ered in this study with statistically significant difference.
Table 3 shows performance on a patient basis; the perfor-
mance on a patient basis is very high, though we expected
the performance should be higher using patient-based votes
(Table 4), since there are likely a few slices at the edges of
tumors that may not have enough signal to produce an accu-
rate decision. By voting all slices in a patient, these “noise”
slices would be out-voted. This requires further investigation.

ResNet architectures and CNNs in general do not require
calculation of texture features. Avoiding the feature selection
step, which increases in complexity with the number of fea-
tures available, is challenging and can lead to poor perfor-
mance if the right features are not selected. With the proposed
system, each layer of the network learns unique features; thus,
there is no need for a feature reduction step. The proposed

Fig.2 Inputand activations (first 3 activation layers) of the selected ResNet50 network. Every box shows an activation map corresponding to the kernel
function found by the network. Most values are near zero, but visible activations appear to reflect edges as well as important tissues
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system’s performance, in terms of sensitivity and specificity, is
better than the one reported by Korfiatis et al. [17] where
conventional machine learning and second-order statistics
were used.

There is widespread belief that large datasets are required
to use deep-learning methods, particularly if the number of
network parameters is high, and no transfer learning is used.
Here we demonstrate that it is possible to achieve good results
with a relatively small number of examinations (N = 155).
This is particularly interesting because the “signal” is not so
obvious between methylated and unmethylated tumors. While
most humans can distinguish cats from dogs in a photograph,
it is often viewed that thousands or more example photos are
required for a deep neural algorithm to distinguish cats and
dogs. Our results show the power of ResNets to identify visu-
ally subtle features for the task of predicting MGMT methyl-
ation. We also note that this was achieved without any form of
data augmentation.

We applied no advanced intensity standardization tech-
nique, but a rather simple technique based on the mean value
of the image, since our goal was to avoid intensity as one of
the main features learned by the network [37]. This should
make the network a more generalizable solution.

Future efforts will focus on utilization of larger networks
hoping to achieve more accurate results. Deeper networks
could potentially improve the results as well as the generaliz-
ability of the model; however, more data will be needed to
minimize the effect of overfitting. Additional optimization
algorithms should be investigated since the optimizer utilized
here was the one proposed in the original paper by He et al.

One weakness of this study is the utilization of a dataset
originating from a single site. Future effort should include
dataset originating from multiple sites so the robustness of
the model can be fully evaluated. The moderate variation in
performance of folds in Tables 3 and 4 suggest some
overfitting, and more examples should improve performance.
Additionally, we considered only T2 weighted images, as pri-
or work with texture suggested these were the most useful.
The potential value of T1 post-contrast images or other image
types should be investigated.

Conclusion

We report a method that alleviates the need of extensive pre-
processing and acts as a proof of concept that deep neural
architectures can be used to predict molecular biomarkers
from routine medical images without labor-intensive user-de-
pendent analysis.
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