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Abstract
This study aimed to construct a breast ultrasound computer-aided prediction model based on the convolutional neural network
(CNN) and investigate its diagnostic efficiency in breast cancer. A retrospective analysis was carried out, including 5000 breast
ultrasound images (benign: 2500; malignant: 2500) as the training group. Different prediction models were constructed using
CNN (based on InceptionV3, VGG16, ResNet50, and VGG19). Additionally, the constructed prediction models were tested
using 1007 images of the test group (benign: 788; malignant: 219). The receiver operating characteristic curves were drawn, and
the corresponding areas under the curve (AUCs) were obtained. The model with the highest AUCwas selected, and its diagnostic
accuracy was compared with that obtained by sonographers who performed and interpreted ultrasonographic examinations using
683 images of the comparison group (benign: 493; malignant: 190). In the model test with the test group images, the AUCs of the
constructed InceptionV3, VGG16, ResNet50, and VGG19 models were 0.905, 0.866, 0.851, and 0.847, respectively. The
InceptionV3 model showed the largest AUC, with statistically significant differences compared with the other models
(P < 0.05). In the classification of the comparison group images, the AUC (0.913) of the InceptionV3 model was larger than
that (0.846) obtained by sonographers, showing a statistically significant difference (P < 0.05). The breast ultrasound computer-
aided prediction model based on CNN showed high accuracy in the prediction of breast cancer.
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Introduction

Breast cancer is the most common cause of tumor and cancer
deaths in females [1, 2]. Early detection, diagnosis, and treat-
ment are the key to the diagnosis and treatment of breast
cancer [2–4]. Ultrasonic examination is an important means
for breast cancer screening because of its noninvasion,
nonradiation, convenience, high efficiency, and low cost [4].
Ultrasound equipment has been widely used in China and is

the first choice for breast cancer screening. However, the un-
even distribution of medical resources and the uneven level of
employees affect the screening effect. In addition, although
the number of sonographers who perform ultrasonographic
examinations, interpret the images, and issue diagnostic re-
ports has increased currently, they cannot keep up with the
growth in the requirement of ultrasound examinations. This
has greatly increased the workload of sonographers and the
probability of errors. The rapid development of artificial intel-
ligence technology, such as deep learning, provides a new
way to solve the aforementioned deficiency.

Artificial intelligence technology has developed rapidly in
recent years. Image recognition is being widely used in daily
life. Convolutional neural networks (CNNs) play an important
role in image recognition [5]. Medical image data occupy the
majority of medical data and have increased rapidly [6]. Deep
learning, especially CNN, is being increasingly applied in this
field [7].
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At present, the application of deep learning in ultrasound
has not been certificated by the State Food and Drug
Administration of China, and not many products are available
in the field of breast ultrasound. Previous studies on the ap-
plication of deep learning in ultrasound achieved some results.
However, most data sets used were small, and the training and
validation sets were mostly data from the same institution.
Moreover, most medical information (such as the lesion size
and pathological type) was unknown, and the research results
were difficult to measure.

This study aimed to construct a computer-aided prediction
model based on ultrasound images mainly through breast ul-
trasound imaging and multiple classical CNNs. The predictive
accuracy of the constructed models was compared, and the
prediction model with the highest AUC was selected.
Moreover, the diagnostic accuracy of the selected model was
compared with that of previous sonographers.

Materials and Methods

Participants

This study was approved by the ethics committee of the rele-
vant institutions. The breast ultrasound images of the training
group were collected from other hospitals by the science and
technology team in advance, which could not be disclosed.
The breast ultrasound images of the test group were randomly
extracted from the ultrasound workstation of the hospital from
August 2016 to January 2017. The images of the comparison
group were partial data of the test group with diagnostic con-
clusions of sonographers. The inclusion criteria were as fol-
lows: all cases with breast ultrasound examination had punc-
ture biopsy or postoperative pathological conclusions, and the
ultrasound images corresponded to pathological conclusions.
The exclusion criteria were as follows: cases with the patho-
logical diagnosis of a borderline tumor, unclear pathological
diagnosis, or inconsistent pathological conclusions related to
the lesion location described in the ultrasound report, as well
as the cases receiving neoadjuvant chemotherapy for breast
cancer. In addition, the images with multiple-color Doppler
blood flow signals, markers for mass measurement, and traces
of interventional operation were excluded. All the images in-
cluded in this study were in Portable Network Graphics
(PNG) format (compression algorithm: DEFLATE
Compressed Data Format Specification version 1.3).

The breast ultrasound images included in this study were as
follows: 5000 breast ultrasound images (benign: 2500; malig-
nant: 2500) in the training group (for the construction of train-
ing and prediction model based on CNN); 1007 breast ultra-
sound images (benign: 788; malignant: 219) in the test group
(for the test and comparison of CNN-based models); and 683
breast ultrasound images (benign: 493; malignant: 190) in the

comparison group (for comparing CNN-based prediction
model with sonographers).

The patients in both the test and the comparison groups
were all female. The age of the patients in the test group was
12–76 years, with a mean age of 42.62 years. The mean age of
the patients in the comparison group was 42.71 years, ranging
from 12 to 76 years.

The masses in the test and comparison groups were classi-
fied according to the Breast Imaging Reporting and Data
System (BI-RADS) proposed by the American College of
Radiology (ACR) [8]. The BI-RADS classification and the
long-diameter distribution of the aforementioned masses are
shown in Tables 1 and 2. The main pathological types of all
the masses in the test group and the comparison group are
shown in Table 3.

Instruments and Methods

Instruments

The ultrasound instruments used in this study were Philips
iU22 and HDI 5000 (Philips Medical Systems, WA, USA),
VISION Preirus (Hitachi Medical, Tokyo, Japan), Esaote
MyLab 90 (Esaote, Genova, Italy), and GE Logiq E9
(General Electric Healthcare, WI, USA). A high-frequency
linear-array probe with a frequency of 5–15 MHz was used.
The following equipment were used for the construction of the
prediction models: a central processing unit, core I7-8700
(Intel, CA, USA); a graphics processing unit, GeForce GTX
1070 (NVIDIA, CA, USA); system, ubuntu 16.04; frame-
work, TensorFLow (https:/ /www.tensorflow.org);
application programming interface, Keras; programing
language, Python 3.6 (https://www.python.org); and
integrated development environment, PyCharm.

Treatment by the medical team

(1) Image labeling

Table 1 BI-RADS classification and long-diameter distribution of the
masses in the test group

Long-diameter of the masses Total

≤ 2 cm 2–
5 cm

≥ 5 cm

BI-RADS category 2 7 5 0 12

3 158 18 1 177

4A 363 141 4 508

4B 113 65 2 180

4C 42 78 4 124

5 0 4 2 6

Total 683 311 13 1007
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Considering pathological diagnosis as the gold standard,
each image was labeled as benign or malignant.

(2) Desensitization of image data

Sensitive information, such as name and examination num-
ber of the patients, obtained during the breast ultrasound im-
age acquisition was removed.

(3) Manual marking of the region of interest

The regions of interest (ROIs) were selected in the images
to reduce the processing time and increase the accuracy in

subsequent processing steps. The whole lesion was accommo-
dated in a rectangular frame (Fig. 1).

(4) Statistics of diagnostic efficacy of previous sonographers

The diagnostic results of benign and malignant cases ob-
tained by previous sonographers in the comparison group
were evaluated, and the accuracy, sensitivity, specificity, pos-
itive predictive value, negative predictive value, misdiagnosis
rate, and missed diagnosis rate were calculated.

Processing by the science and technology team

(1) Interception of ROI

ROIs were separated from the original image (Fig. 2).

(2) Data enhancement

Some random transformations were made for the
intercepted ROIs to increase the diversity of images, including
random flipping, random rotation, random brightness, and
random contrast.

(3) Scaling of intercepted ROI

The size of the intercepted ROI was scaled to 224 × 224
(algorithm: Bilinear Interpolation), facilitating the computer to
uniformly allocate the same computing resources so as to
improve the training speed of the CNNs.

(4) Construction of the prediction models

The images of the training group were input into the CNN-
based VGG16, VGG19, ResNet50, and InceptionV3 models.
In this study, two new full-connection layers were connected

Fig. 1 Manual marking of ROI (blue rectangular frame)

Table 3 Histologies of the masses in the test and comparison groups

Histology Test group
(n = 1007)

Comparison group
(n = 683)

Fibrocystic breast disease 320 195

Fibroadenoma 179 121

Adenosis 135 80

Inflammatory lesions 37 25

Proliferative breast lesions 17 12

Benign phyllodes tumor 7 7

Cyst 7 7

Intraductal papilloma 6 3

Benign (not further
specified)

80 43

Nonspecific invasive
carcinoma

172 151

Ductal carcinoma in situ 26 23

Invasive lobular
carcinoma

8 7

Mucinous carcinoma 5 4

Intraductal papillary
carcinoma

4 2

Lymphoma 2 2

Paget’s disease 1 1

Solid papillary carcinoma 1 0

Table 2 BI-RADS classification and long-diameter distribution of the
masses in the comparison group

Long-diameter of the masses Total

≤ 2 cm 2–5 cm ≥ 5 cm

BI-RADS category 2 7 5 0 12

3 92 14 0 106

4A 234 93 4 331

4B 68 48 2 118

4C 37 70 4 111

5 0 3 2 5

Total 438 233 12 683
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to the convolution layer of the original network. The softmax
classifier was used to classify the features of breast masses in
ultrasound images captured byCNN for the final classification
of benign and malignant tumors. This study used five-fold
cross-validation for transfer learning through ImageNet image
set pre-trained CNN to construct the breast ultrasound
computer-aided prediction model based on the aforemen-
tioned CNN.

(5) Test

The images of the test group which contained the compar-
ison group were input into the constructed breast ultrasound
computer-aided prediction model based on CNN, and the cor-
responding prediction probability of breast cancer was
obtained.

Statistical Methods

With the prediction probability of the prediction model for
breast cancer as the test variable and the image label as the
classification variable, the receiver operating characteristic
(ROC) curve was drawn, and the corresponding area under
the curve (AUC) was obtained. The AUCs of ROCs of differ-
ent prediction models were compared using the DeLong’s
nonparametric test. The diagnostic indicators of CNN (sensi-
tivity, specificity, accuracy, positive predictive value, negative
predictive value, misdiagnosis rate, and missed diagnosis rate)
were calculated using the maximum Youden index as the
critical point. The prediction model with the highest AUC
was selected, and its prediction probability to the images in
the comparison group was evaluated. Then, the ROC was
drawn and compared with the diagnostic accuracy of previous
sonographers, which was expressed as the AUC, just like the
comparisons between the models. The aforementioned ROC
analysis was performed using MedCalc 18.11, and the diag-
nostic index was calculated using SPSS 20.0. A P value <
0.05 was considered statistically significant.

Results

In the classification of breast lesions in the test group, the
AUCs of InceptionV3, VGG16, ResNet50, and VGG19
models were 0.905, 0.866, 0.851, and 0.847, respectively
(Fig. 3). Pairwise comparison showed statistical differences
in AUC values between the InceptionV3 model and the other
three models (P < 0.05), but no statistical differences were

Fig. 3 ROC of the prediction models (InceptionV3, VGG16, ResNet50,
and VGG19)

Fig. 2 Interception of ROI (red rectangular frame)

Fig. 4 ROC obtained by the sonographers and the prediction model
InceptionV3
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found in the AUCs among VGG16, ResNet50, and VGG19
models (P > 0.05). After that, in the diagnosis of breast lesions
in the comparison group, the AUC (0.913) of the InceptionV3
model was higher than that (0.846) obtained by the
sonographers (P < 0.05) (Fig. 4). The sensitivity, specificity,
accuracy, positive predictive value, negative predictive value,
misdiagnosis rate, and missed diagnosis rate of the
InceptionV3 model were 85.8%, 81.5%, 82.8%, 64.2%,
93.7%, 18.5%, and 14.2%, respectively, with the maximum
Youden index as the critical point. The corresponding diag-
nostic indicators obtained by the sonographers were 93.2%,
76.1%, 80.8%, 60.0%, 96.6%, 23.9%, and 6.8%, respectively.

Discussion

The findings of this study revealed that the prediction accura-
cy of the breast ultrasound computer-aided prediction model
constructed based on CNN was higher than that obtained by
sonographers, and it had high specificity but high missed di-
agnosis rate.

Deep learning network contains massive parameters and
needs considerable data training. It is very difficult to obtain
a large amount of medical data labeled by sonographers be-
cause of the particularity of medical data [9]. In addition to the
data enhancement methods, such as flipping and rotation, in-
creasing data volume, and improving model generalization
ability, this study adopted transfer learning. The parameters
of the pre-training model of nonmedical images, which were
labeled manually and considerably in the ImageNet dataset,
were transferred to the new model, and then the training of
professional images was supplemented to improve efficiency
and avoid starting from the beginning. Ting Xiao et al. [10]
believed that transferring parameters from a large-scale pre-
training network was superior to direct training of small-scale
ultrasound data, and the final accuracy could be improved by
7%–11%.

The InceptionV3 model showed the highest classification
accuracy in this study, and its AUC exceeded 0.90. Compared
with the findings by Xiao et al. [10], ResNet50 and
InceptionV3, which also received transfer learning, achieved
the same good results, and the AUC reached 0.91. In the study
by Becker et al. [11] using ViDi Suite v. 2.0 software based on
deep learning, the AUC was only 0.84. When Han et al. [12]
applied GoogLeNet to classify the benign and malignant tu-
mors in breast images, the AUC was as high as 0.96. These
might be caused by the differences in training data and CNN
models.

In recent years, the accuracy of medical image recognition
by artificial intelligence has exceeded that reported by
sonographers. However, sonographers cannot diagnose le-
sions only by observing medical images, but by combining
comprehensive information, such as inquiry and physical

examination. This study compared the predictive results of
the breast ultrasound computer-aided prediction model based
on deep learning technology with those obtained by previous
sonographers in the same samples (the comparison group).
The results demonstrated that the accuracy of the results ob-
tained by the InceptionV3model was significantly higher than
that obtained by the sonographers (AUC, 0.913 vs 0.846),
with a statistically significant difference. The sensitivity, spec-
ificity, and accuracy of the InceptionV3 model were all more
than 80% with the maximum Youden index as the critical
point, but the missed diagnosis rate was high. However, the
diagnostic sensitivity of the results obtained by sonographers
in the same samples was more than 90%, and the rate of
missed diagnosis was less than 10%. The sensitivity, specific-
ity, and accuracy of GoogLeNet were 83%, 95%, and 90%,
respectively, in the study of Han et al. [12] The sensitivity,
specificity, and accuracy of the ResNet50 model obtained by
Xiao et al. [10] were 77.39%, 88.74%, and 84.94%, respec-
tively, while the corresponding values of the InceptionV3
model were 77.44%, 89.06%, and 85.13%, respectively.
Although the differences in these diagnostic levels could not
be directly compared, the sensitivity of CNN diagnosis obtain-
ed in the aforementioned studies was mostly low, despite its
high accuracy. This was not in line with the needs of the actual
study. In the prediction of breast cancer, the harm of missed
diagnosis of breast cancer was far greater than that of misdi-
agnosis. Therefore, improving the sensitivity as far as possible
with certain specificity is necessary. Thus, it may need im-
provement in the practice of using the maximum Youden
index as the optimal critical point in research.

This study had some limitations. First, the ultrasound im-
ages included in this study were labeled by professionals,
which was inefficient and not conducive to future large-scale
data research. Second, the application of deep learning tech-
nology in interpretability was insufficient. What rules CNN
learned in training and what factors were used to determine
benign and malignant breast masses were unknown.
Additionally, as a retrospective study, the breast ultrasound
images included in this study were collected from a previous
study. Lack of uniform image acquisition standards might
have had a certain impact on the results of the study.
Although this study used breast ultrasound images from other
institutions for CNN training, unfortunately, in addition to the
amount of benign and malignant images, the specific patho-
logical type, mass size, and other information were not
known.

Conclusions

The breast ultrasound computer-aided prediction model based
on CNN had high accuracy for breast cancer prediction. It
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may be used in multicenter clinical research through the trans-
formation of scientific research results.
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