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Abstract

In this paper we investigate spline wavelets on the interval with homo-
geneous boundary conditions. Starting with a pair of families of B-splines on
the unit interval, we give a general method to explicitly construct wavelets
satisfying the desired homogeneous boundary conditions. On the basis of a
new development of multiresolution analysis, we show that these wavelets form
Riesz bases of certain Sobolev spaces. The wavelet bases investigated in this
paper are suitable for numerical solutions of ordinary and partial differential
equations.
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Spline Wavelets on the Interval with Homogeneous Boundary Conditions

§1. Introduction

In this paper we investigate spline wavelets on the interval [0, 1] with homogeneous
boundary conditions. In [3] Chui and Wang initiated the study of semi-orthogonal wavelets
generated from cardinal splines. Following their work, Chui and Quak [4] constructed semi-
orthogonal spline wavelets on the interval [0,1]. In [10] Jia modified the construction of
boundary wavelets in [4] and established the stability of wavelet bases in Sobolev spaces.
Concerning applications of wavelets to numerical solutions of ordinary and partial dif-
ferential equations, we are interested in wavelets on the interval [0, 1] with homogeneous
boundary conditions. Using Hermite cubic splines, Jia and Liu in [11] constructed wavelet
bases on the interval [0, 1] and applied those wavelets to numerical solutions of the Sturm-
Liouville equations with the Dirichlet boundary condition. In this paper, starting with
cardinal B-splines, we will construct a family of wavelets on the interval [0, 1] which satisfy
homogeneous boundary conditions of arbitrary order.

Let us introduce some notation. We use IN, ZZ, IR, and C to denote the set of positive
integers, integers, real numbers, and complex numbers, respectively. Let IN0 := IN ∪ {0}.
For a complex number c, we use c to denote its complex conjugate.

For a complex-valued (Lebesgue) measurable function f on IR, let

‖f‖p :=
(∫

IR

|f(x)|p dx
)1/p

for 1 ≤ p <∞,

and let ‖f‖∞ denote the essential supremum of |f | on IR. For 1 ≤ p ≤ ∞, by Lp(IR)
we denote the Banach space of all measurable functions f on IR such that ‖f‖p < ∞. In
particular, L2(IR) is a Hilbert space with the inner product given by

〈f, g〉 :=
∫

IR

f(x)g(x) dx, f, g ∈ L2(IR).

The Fourier transform of a function f ∈ L1(IR) is defined by

f̂(ξ) :=
∫

IR

f(x)e−ixξ dx, ξ ∈ IR.

The Fourier transform can be naturally extended to functions in L2(IR). For µ > 0, we
denote by Hµ(IR) the Sobolev space of all functions f ∈ L2(IR) such that the seminorm

|f |Hµ(IR) :=
(

1
2π

∫
IR

|f̂(ξ)|2|ξ|2µ dξ

)1/2

is finite. The space Hµ(IR) is a Hilbert space with the inner product given by

〈f, g〉Hµ(IR) :=
1
2π

∫
IR

f̂(ξ) ĝ(ξ)
(
1 + |ξ|2µ

)
dξ, f, g ∈ Hµ(IR).

1



The corresponding norm in Hµ(IR) is given by ‖f‖Hµ(IR) :=
√
‖f‖2

L2(IR) + |f |2Hµ(IR).

Let (a, b) be a nonempty open interval of the real line IR. By C∞c (a, b) we denote the
space of all infinitely differentiable functions on IR whose support is compact and contained
in (a, b). For µ > 0, we use Hµ

0 (a, b) to denote the closure of C∞c (a, b) in Hµ(IR). For
µ = 0, Hµ

0 (a, b) is interpreted as the closure of C∞c (a, b) in L2(IR). We identify this space
with L2(a, b).

Let J be a (finite or infinite) countable set. By `(J) we denote the linear space of
all complex-valued sequences (uj)j∈J . Let `0(J) denote the linear space of all sequences
(uj)j∈J with only finitely many nonzero terms. We use `2(J) to denote the linear space of
all sequences u = (uj)j∈J such that ‖u‖2 :=

(∑
j∈J |uj |2

)1/2
< ∞. For u = (uj)j∈J and

v = (vj)j∈J , the inner product of u and v is defined as

〈u, v〉 :=
∑
j∈J

ujvj .

Equipped with this inner product, `2(J) becomes a Hilbert space.
Let H be a Hilbert space. The inner product of two elements f and g in H is denoted

by 〈f, g〉. The norm of an element f in H is given by ‖f‖ :=
√
〈f, f〉. If 〈f, g〉 = 0,

we say that f is orthogonal to g and write f ⊥ g. For a subset G of H, we define
G⊥ := {f ∈ H : 〈f, g〉 = 0 ∀ g ∈ G}. It is easily seen that G⊥ is a closed subspace of H.

A countable set F in H is said to be a Riesz sequence if there exist two positive
constants A and B such that the inequalities

A

(∑
f∈F

|cf |2
)1/2

≤
∥∥∥∥∑

f∈F

cff

∥∥∥∥ ≤ B

(∑
f∈F

|cf |2
)1/2

(1.1)

hold true for every sequence (cf )f∈F in `0(F ). If this is the case, then the series
∑

f∈F cff
converges unconditionally for every (cf )f∈F in `2(F ), and the inequalities in (1.1) are valid
for all (cf )f∈F in `2(F ). We call A a Riesz lower bound and B a Riesz upper bound.
If F is a Riesz sequence in H, and if the linear span of F is dense in H, then F is a Riesz
basis of H.

In Section 2, we will establish a general theory of multiresolution analysis induced by
a pair of nested families of closed subspaces of a Hilbert space. This theory provides a
general method to construct Riesz bases of a Hilbert space.

For a positive integer m, let Mm denote the B-spline of order m, which is the convo-
lution of m copies of χ[0,1], the characteristic function of the interval [0, 1]. More precisely,
M1 := χ[0,1] and, for m ≥ 2,

Mm(x) =
∫ 1

0

Mm−1(x− t) dt, x ∈ IR.

It follows from the definition immediately that Mm is supported on [0,m], Mm(x) > 0 and
Mm(m− x) = Mm(x) for 0 < x < m. The Fourier transform of Mm is given by

M̂m(ξ) =
(1− e−iξ

iξ

)m

, ξ ∈ IR.
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For m ≥ 2, Mm has continuous derivatives of order up to m−2. Moreover, Mm ∈ Hµ
0 (0,m)

for 0 < µ < m− 1/2.
Suppose that r, s ∈ IN, r ≥ s, and r+ s is an even integer. Let n0 be the least integer

such that 2n0 ≥ r + s. For j ∈ ZZ, let

φn,j(x) := 2n/2Mr(2nx−j) and φ̃n,j(x) := 2n/2Ms(2nx−j−(r−s)/2), x ∈ IR. (1.2)

If n ≥ n0 and j ∈ In := {0, 1, . . . , 2n−r}, then φn,j(x) = 0 and φ̃n,j(x) = 0 for x ∈ IR\[0, 1].
Let Vn := span {φn,j : j ∈ In} and Ṽn := span {φ̃n,j : j ∈ In}, where spanE denotes the
linear span of the set E in a linear space. Then dim(Vn) = dim(Ṽn) = 2n − r + 1.
Evidently, Vn ⊂ Vn+1 and Ṽn ⊂ Ṽn+1 for n ≥ n0. Moreover, Vn is a subspace of Hµ

0 (0, 1)
for 0 ≤ µ < r− 1/2. For r ≥ 2, each function f in Vn satisfies the homogeneous boundary
conditions

f (k)(0) = f (k)(1) = 0, k = 0, 1, . . . , r − 2.

Some properties of the pair of families (φn,j)n≥n0,j∈In
and (φ̃n,j)n≥n0,j∈In

will be discussed
in Section 3.

For n ≥ n0, let Wn := Vn+1 ∩ Ṽ ⊥
n and W̃n := Ṽn+1 ∩ V ⊥

n . It is easily seen that Vn+1

is the direct sum of Vn and Wn, and Ṽn+1 is the direct sum of Ṽn and W̃n. Moreover,
dim(Wn) = dim(W̃n) = 2n. Let Jn := {1, . . . , 2n}. A desire to construct bases for Wn and
W̃n will lead us to study slant matrices in Section 4.

In Section 5, we will give a general method to construct a basis {ψn,j : j ∈ Jn} of Wn

for each n = n0, n0 + 1, . . .. Finally, in Sections 6 and 7, we will complete the proof of the
main result that the set

{2−n0µφn0,j : j ∈ In0} ∪ ∪∞n=n0
{2−nµψn,j : j ∈ Jn}

forms a Riesz basis of Hµ
0 (0, 1) for 0 ≤ µ < r − 1/2.

For the two important cases s = 1 and s = 2, we are able to give explicit formulation
of wavelet bases as follows. The corresponding wavelets on IR were first constructed by
Jia, Wang , and Zhou in [13].

Suppose r is an odd positive integer and s = 1. Let

ψ(x) :=
r∑

k=0

(−1)k

2
[
Mr+1(k) +Mr+1(k + 1)

]
Mr(2x− k), x ∈ IR.

For j = 1, . . . , (r − 1)/2, let

ψj(x) :=
2j−1∑
k=0

(−1)k

2
[
Mr+1(2j − 1− k) +Mr+1(2j − k)

]
Mr(2x− k), x ∈ IR.

For n ≥ n0 and x ∈ IR, define

ψn,j(x) =

 2n/2ψj(2nx) j = 1, . . . , (r − 1)/2,
2n/2ψ(2nx− j + (r + 1)/2) j = (r + 1)/2, . . . , 2n − (r − 1)/2,
2n/2ψ2n−j+1

(
2n(1− x)

)
j = 2n − (r − 3)/2, . . . , 2n.
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Theorem 1.1. For n ≥ n0 and j ∈ Jn, let ψn,j be the functions as constructed above.
Then the set

{2−n0µφn0,j : j ∈ In0} ∪ ∪∞n=n0
{2−nµψn,j : j ∈ Jn}

forms a Riesz basis of Hµ
0 (0, 1) for 0 ≤ µ < r − 1/2.

For example, in the case when r = 3 and s = 1, we have

ψ(x) =
1
12
M3(2x)−

5
12
M3(2x− 1) +

5
12
M3(2x− 2)− 1

12
M3(2x− 3), x ∈ IR,

and
ψ1(x) =

5
12
M3(2x)−

1
12
M3(2x− 1), x ∈ IR.

Now suppose that r is an even positive integer and s = 2. Let

a(k) :=
1
4

[
Mr+2(k − 1) + 2Mr+2(k) +Mr+2(k + 1)

]
, k ∈ ZZ,

and

ψ(x) :=
r+2∑
k=0

(−1)ka(k)Mr(2x− k), x ∈ IR.

For j = 1, . . . , r/2 and x ∈ IR, let

ψj(x) :=
2j∑

k=0

(−1)ka(2j − k)Mr(2x− k)− a(2j + 1)
a(1)

a(0)Mr(2x).

For n ≥ n0 and x ∈ IR, define

ψn,j(x) =

 2n/2ψj(2nx) j = 1, . . . , r/2,
2n/2ψ(2nx− j + r/2 + 1) j = r/2 + 1, . . . , 2n − r/2,
2n/2ψ2n−j+1

(
2n(1− x)

)
j = 2n − r/2 + 1, . . . , 2n.

Theorem 1.2. For n ≥ n0 and j ∈ Jn, let ψn,j be the functions as constructed above.
Then the set

{2−n0µφn0,j : j ∈ In0} ∪ ∪∞n=n0
{2−nµψn,j : j ∈ Jn}

forms a Riesz basis of Hµ
0 (0, 1) for 0 ≤ µ < r − 1/2.

For example, in the case when r = 2 and s = 2, we have

ψ(x) =
1
24
M2(2x)−

1
4
M2(2x−1)+

5
12
M2(2x−2)− 1

4
M2(2x−3)+

1
24
M2(2x−4), x ∈ IR,

and
ψ1(x) =

3
8
M2(2x)−

1
4
M2(2x− 1) +

1
24
M2(2x− 2), x ∈ IR.
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Let us consider the case when r = 4 and s = 2. In this case, we have

ψ(x) =
1

480
[
M4(2x)− 28M4(2x− 1) + 119M4(2x− 2)− 184M4(2x− 3)

+ 119M4(2x− 4)− 28M4(2x− 5) +M4(2x− 6)
]
, x ∈ IR.

Moreover, for x ∈ IR, we have

ψ1(x) =
1

480

[
787
7
M4(2x)− 28M4(2x− 1) +M4(2x− 2)

]
and

ψ2(x) =
1

480
[
118M4(2x)−184M4(2x−1)+119M4(2x−2)−28M4(2x−3)+M4(2x−4)

]
.

§2. Multiresolution Analysis

In this section we establish a general theory of multiresolution analysis induced by
a pair of nested families of closed subspaces of a Hilbert space. This theory is a further
development of the results in §2 of [13].

Let A = (ajk)j∈I,k∈J be a matrix with its entries being complex numbers, where I and
J are countable sets. The transpose of A is denoted by AT . For an element u = (uk)k∈J

in `(J), let v = (vj)j∈I be the element in `(I) given by

vj :=
∑
k∈J

ajkuk, j ∈ I,

provided the above series converges absolutely for every j ∈ I. We use the same letter A
to denote the linear mapping u 7→ v from `(J) to `(I). In particular, if J is a finite set,
then the linear mapping A is well defined. In this case, we use kerA to denote the linear
space of all elements u ∈ `(J) such that Au = 0.

Now suppose that Au is well defined and lies in `2(I) for every u in `2(J). Then A is
a linear mapping from `2(J) to `2(I) and its norm is defined by

‖A‖ := sup
‖u‖2≤1

‖Au‖2.

A sequence (fj)j∈J in a Hilbert space H is said to be a Bessel sequence if there
exists a constant K such that∑

j∈J

∣∣〈f, fj〉
∣∣2 ≤ K‖f‖2 ∀ f ∈ H,

or equivalently, the inequality ∥∥∥∥∑
j∈J

cjfj

∥∥∥∥2

≤ K
∑
j∈J

|cj |2
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holds for every sequence (cj)j∈J in `2(J). This happens if and only if the norm of the
matrix (〈fj , fk〉)j,k∈J is no bigger than K. Similarly, the norm of the inverse of the
matrix (〈fj , fk〉)j,k∈J is no bigger than K if and only if the inequality

∑
j∈J

|cj |2 ≤ K

∥∥∥∥∑
j∈J

cjfj

∥∥∥∥2

holds for every sequence (cj)j∈J in `2(J). See the book [18] for discussions on Bessel
sequences and Riesz sequences.

Let H be a Hilbert space. Suppose that (Vn)n=1,2,... and (Ṽn)n=1,2,... are two nested
families of closed subspaces of H:

V1 ⊂ V2 ⊂ · · · and Ṽ1 ⊂ Ṽ2 ⊂ · · · .

For n = 1, 2, . . ., let Wn := Vn+1∩ Ṽ ⊥
n and W̃n := Ṽn+1∩V ⊥

n . Let W0 := V1 and W̃0 := Ṽ1.
For each n ∈ IN, let In be a countable index set. We assume that I1 ⊂ I2 ⊂ · · ·. Let

J0 := I1 and Jn := In+1 \ In, n = 1, 2, . . .. For each n ∈ IN, suppose that {φn,j : j ∈ In}
and {φ̃n,j : j ∈ In} are Riesz bases of Vn and Ṽn, respectively. For each n ∈ IN0, suppose
that {ψn,j : j ∈ Jn} and {ψ̃n,j : j ∈ Jn} are Riesz bases of Wn and W̃n, respectively. We
assume that ψ0,j = φ1,j and ψ̃0,j = φ̃1,j for j ∈ J0 = I1.

Lemma 2.1. If there exists a constant K independent of n such that the norms of the
matrices (〈φn,j , φn,k〉)j,k∈In

, (〈φ̃n,j , φ̃n,k〉)j,k∈In
, (〈ψn,j , ψn,k〉)j,k∈Jn

, (〈ψ̃n,j , ψ̃n,k〉)j,k∈Jn
,

(〈φn,j , φ̃n,k〉)j,k∈In , and their inverses are bounded by K for all n ∈ IN, then the norms of

the matrix (〈ψn,j , ψ̃n,k〉)j,k∈Jn
and its inverse are bounded by a constant depending only

on K.

Proof. First, we assert that, for each n ∈ IN, {φn,j : j ∈ In} ∪ {ψn,j : j ∈ Jn} is a Riesz
basis of Vn+1 with Riesz bounds depending only on K.

Given f ∈ H, we consider the system of linear equations∑
j∈In

an,j〈φn,j , φ̃n,k〉 = 〈f, φ̃n,k〉, k ∈ In. (2.1)

Since the matrix (〈φn,j , φ̃n,k〉)j,k∈In is invertible and the norm of its inverse is bounded by
K, the above system of linear equations has a unique solution for (an,j)j∈In

, and∑
j∈In

|an,j |2 ≤ K2
∑
k∈In

∣∣〈f, φ̃n,k〉
∣∣2. (2.2)

Let g :=
∑

j∈In
an,jφn,j and h := f − g. Then (2.1) implies h ⊥ Ṽn. If f lies in Vn+1,

then h ∈ Vn+1 ∩ Ṽ ⊥
n = Wn. This shows that Vn+1 is the direct sum of Vn and Wn.

Similarly, Ṽn+1 is the direct sum of Ṽn and W̃n. We may write h =
∑

j∈Jn
bn,jψn,j .

6



By our assumption, the norms of the matrices (〈φn,j , φn,k〉)j,k∈In , (〈ψn,j , ψn,k〉)j,k∈Jn and
their inverses are bounded by K. Hence, we have

K−1
∑
j∈In

|an,j |2 ≤ ‖g‖2 ≤ K
∑
j∈In

|an,j |2 (2.3)

and
K−1

∑
j∈Jn

|bn,j |2 ≤ ‖h‖2 ≤ K
∑
j∈Jn

|bn,j |2. (2.4)

Consequently,

‖f‖2 = ‖g + h‖2 ≤ 2‖g‖2 + 2‖h‖2 ≤ 2K
[∑

j∈In

|an,j |2 +
∑
j∈Jn

|bn,j |2
]
. (2.5)

Moreover, since the norm of the matrix (〈φ̃n,j , φ̃n,k〉)j,k∈In
is bounded by K, we have∑

k∈In
|〈f, φ̃n,k〉|2 ≤ K‖f‖2. This together with (2.2) yields∑

j∈In

|an,j |2 ≤ K3‖f‖2. (2.6)

Taking (2.3) into account, we obtain ‖g‖2 ≤ K4‖f‖2. It follows that ‖g‖ ≤ K2‖f‖ and
‖h‖ ≤ ‖f‖+ ‖g‖ ≤ (1 +K2)‖f‖. This in connection with (2.4) gives∑

j∈Jn

|bn,j |2 ≤ K‖h‖2 ≤ K(1 +K2)2‖f‖2. (2.7)

Thus, our assertion is verified by (2.5), (2.6), and (2.7). In the same fashion it can be
proved that {φ̃n,j : j ∈ In} ∪ {ψ̃n,j : j ∈ Jn} is a Riesz basis of Ṽn+1 with Riesz bounds
depending only on K.

In order to complete the proof, we set

Φn :=
(
〈φn,j , φ̃n,k〉

)
j,k∈In

and Ψn :=
(
〈ψn,j , ψ̃n,k〉

)
j,k∈Jn

.

There exists a complex-valued matrix Dn+1 = (djk)j,k∈In+1 such that

φn,j =
∑

k∈In+1

djkφn+1,k, j ∈ In and ψn,j =
∑

k∈In+1

djkφn+1,k, j ∈ Jn.

We observe that the set {φn+1,j : j ∈ In+1} is a Riesz basis of Vn+1 with Riesz bounds
depending only on K, and so is the set {φn,j : j ∈ In} ∪ {ψn,j : j ∈ Jn}. Therefore, the
norms of Dn+1 and its inverse are bounded by a constant depending only on K. Similarly,
there exists a complex-valued matrix D̃n+1 = (d̃jk)j,k∈In+1 such that

φ̃n,j =
∑

k∈In+1

d̃jkφ̃n+1,k, j ∈ In and ψ̃n,j =
∑

k∈In+1

d̃jkφ̃n+1,k, j ∈ Jn.
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The norms of D̃n+1 and its inverse are bounded by a constant depending only on K.
Taking account of the fact that Vn ⊥ W̃n and Ṽn ⊥Wn, we obtain

[
Φn 0
0 Ψn

]
= Dn+1Φn+1D̃n+1

T
.

This shows that the norms of Ψn and Ψ−1
n are bounded by a constant depending only

on K.

The following lemma extends Theorem 3.1 of [13] to the general case.

Lemma 2.2. Suppose that (ψn,j)n∈IN0,j∈Jn and (ψ̃n,j)n∈IN0,j∈Jn are Bessel sequences in

a Hilbert space H with the property that ψm,j ⊥ ψ̃n,k whenever m 6= n. If the norm of

the inverse of the matrix (〈ψn,j , ψ̃n,k〉)j,k∈Jn
is bounded by a constant independent of n,

then {ψn,j : n ∈ IN0, j ∈ Jn} is a Riesz sequence in H.

Proof. By our assumption, there exists a positive constant C1 such that the inequalities

∞∑
n=0

∑
j∈Jn

∣∣〈f, ψn,j〉
∣∣2 ≤ C1‖f‖2 and

∞∑
n=0

∑
j∈Jn

∣∣〈f, ψ̃n,j〉
∣∣2 ≤ C1‖f‖2

are valid for all f ∈ H. Let f =
∑∞

n=0

∑
j∈Jn

bn,jψn,j . Since ψm,j ⊥ ψ̃n,k for m 6= n, we
have

〈f, ψ̃n,k〉 =
∑
j∈Jn

bn,j〈ψn,j , ψ̃n,k〉.

But the norm of the inverse of the matrix (〈ψn,j , ψ̃n,k〉)j,k∈Jn is bounded by a constant
independent of n. Hence, there exists a positive constant C2 such that

∑
j∈Jn

|bn,j |2 ≤ C2

∑
k∈Jn

∣∣〈f, ψ̃n,k〉
∣∣2 ∀n ∈ IN0.

It follows that

∞∑
n=0

∑
j∈Jn

|bn,j |2 ≤ C2

∞∑
n=0

∑
k∈Jn

∣∣〈f, ψ̃n,k〉
∣∣2 ≤ C1C2‖f‖2.

This shows that {ψn,j : n ∈ IN0, j ∈ Jn} is a Riesz sequence in H.
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§3. Splines on the Interval

Suppose that r and s are positive integers and r ≥ s. Recall that n0 is the least
integer such that 2n0 ≥ r + s, and In = {0, 1, . . . , 2n − r}. For n ≥ n0 and j ∈ ZZ, let
φn,j and φ̃n,j be the functions defined in (1.2). Under the condition that r + s is an even
integer, we will show that the norms of the matrices (〈φn,j , φn,k〉)j,k∈In

, (〈φn,j , φ̃n,k〉)j,k∈In
,

(〈φ̃n,j , φ̃n,k〉)j,k∈In and their inverses are bounded by a constant independent of n.
Let us recall the concept of bracket products from [12] and [1]. The bracket product

of two compactly supported functions f and g in L2(IR) is given by

[f, g](ξ) :=
∑
j∈ZZ

〈f, g(· − j)〉e−ijξ =
∑
k∈ZZ

f̂(ξ + 2kπ)ĝ(ξ + 2kπ), ξ ∈ IR.

Clearly, [f, g] is a 2π-periodic function on IR.
For a compactly supported function φ in L2(IR), define

γφ := min
ξ∈[0,2π]

{√
[φ, φ](ξ)

}
and Γφ := max

ξ∈[0,2π]

{√
[φ, φ](ξ)

}
.

We have

γφ‖u‖2 ≤
∥∥∥∥∑

j∈ZZ

u(j)φ(· − j)
∥∥∥∥

2

≤ Γφ‖u‖2 ∀u ∈ `2(ZZ).

In particular, if φ is the B-spline Mr, then Γφ = 1 and

γ2
φ =

∑
k∈ZZ

∣∣φ̂(π + 2kπ)
∣∣2 = 2

( 2
π

)2r ∞∑
k=0

1
(2k + 1)2r

=: γ2r.

This shows that {Mr(· − j) : j ∈ ZZ} is a Riesz sequence in L2(IR).
Consider the matrix

Φn :=
(
〈φn,j , φ̃n,k〉

)
j,k∈In

.

We have

〈φn,j , φ̃n,k〉 =
∫

IR

Mr(x− j)Ms(x− k − (r − s)/2) dx

= Mr+s(r + j − k − (r − s)/2) = Mr+s((r + s)/2 + j − k).

Consequently, Φn is a real symmetric matrix.

Lemma 3.1. The matrix Φn and its inverse are bounded. More precisely, for all n,
‖Φn‖ ≤ 1 and ‖Φ−1

n ‖ ≤ 1/γr+s.

Proof. For u = (uj)j∈In ∈ `2(In) we have∥∥∥∥∑
j∈In

ujM(r+s)/2(· − j)
∥∥∥∥2

2

=
∑
j∈In

∑
k∈In

ujMr+s((r + s)/2 + j − k)uk.

9



It follows that

γr+s‖u‖2
2 ≤

∑
j∈In

∑
k∈In

ujMr+s((r + s)/2 + j − k)uk ≤ ‖u‖2
2 ∀u ∈ `2(In).

Therefore, ‖Φn‖ ≤ 1 and ‖Φ−1
n ‖ ≤ 1/γr+s.

Similarly, we see that the norms of the matrices (〈φn,j , φn,k〉)j,k∈In
, (〈φ̃n,j , φ̃n,k〉)j,k∈In

,
and their inverses are bounded by a constant independent of n.

Let Vn be the linear span of {φn,j : j ∈ In} and let Ṽn be the linear span of {φ̃n,j : j ∈
In}. Clearly, {φn,j : j ∈ In} and {φ̃n,j : j ∈ In} are Riesz bases of Vn and Ṽn, respectively.
For n ≥ n0, let Wn := Vn+1 ∩ Ṽ ⊥

n and W̃n := Ṽn+1 ∩ V ⊥
n . A function g in Vn+1 is a linear

combination of {φn+1,k : k ∈ In+1}. It lies in Wn if and only if g is orthogonal to φ̃n,j for
all j ∈ In. This motivates us to consider the inner product 〈φn+1,k, φ̃n,j〉. We have

〈φn+1,k, φ̃n,j〉 = 2n+1/2

∫
IR

Mr(2n+1x− k)Ms(2nx− j − (r − s)/2) dx

= 21/2

∫
IR

Mr(2x− k)Ms(x− j − (r − s)/2) dx

= 21/2

∫
IR

Mr(2x+ 2j + r − s− k)Ms(x) dx

= 21/2a(s− 1 + k − 2j),

where a is the sequence on ZZ given by

a(k) :=
∫

IR

Mr(2x+ r − 1− k)Ms(x) dx, k ∈ ZZ. (3.1)

It is easily seen that a(k) > 0 for k = 0, 1, . . . ,m, where m := r + 2s − 2. Moreover,
a(k) = 0 for k < 0 or k > m, and a(k) = a(m− k) for all k ∈ ZZ. Consequently,

〈φn+1,k, φ̃n,j〉 = a(r + s− 1 + 2j − k).

Let
Sn :=

(
a(r + s− 1 + 2j − k)

)
j∈In,k∈In+1

. (3.2)

Lemma 3.2. The matrix Sn is of full rank. Consequently, the dimension of its kernel
space is 2n.

The proof of this lemma is based on properties of Euler-Frobenius polynomials. For
r = 1, 2, . . ., let

Er(z) := r!
r∑

j=1

Mr+1(j)zj−1, z ∈ C.

10



Then Er(z) is called the Euler-Frobenius polynomial of degree r−1. The leading coefficient
of Er(z) is 1. The zeros λ1, . . . , λr−1 of Er(z) are simple and negative. We label them so
that

λr−1 < λr−2 < · · · < λ1 < 0.

Moreover, λjλr−j = 1 for j = 1, . . . , r− 1. If r is an odd integer, all the zeros of Er(z) are
different from −1. For these results and other properties of Euler-Frobenius polynomials,
the reader is referred to the book [16] of Schoenberg.

The B-spline Ms satisfies the following refinement equation:

Ms(x) =
∑
k∈ZZ

21−s

(
s

k

)
Ms(2x− k), x ∈ IR. (3.3)

By (3.1) and (3.3) we have

a(j) =
∫

IR

Ms(x)Mr(2x+ r − 1− j) dx

=
∫

IR

∑
k∈ZZ

21−s

(
s

k

)
Ms(2x− k)Mr(2x+ r − 1− j) dx

=
1
2

∫
IR

∑
k∈ZZ

21−s

(
s

k

)
Ms(x− k)Mr(x+ r − 1− j) dx

=
1
2

∑
k∈ZZ

21−s

(
s

k

)
Mr+s(1 + j − k).

Consider the polynomial P (z) :=
∑

j∈ZZ a(j)z
j . We have

P (z) =
1
2

∑
k∈ZZ

21−s

(
s

k

) ∑
j∈ZZ

Mr+s(1 + j − k)zj

=
1
2

∑
k∈ZZ

21−s

(
s

k

)
zk

∑
j∈ZZ

Mr+s(1 + j − k)zj−k

=
(1 + z

2

)s Er+s−1(z)
(r + s− 1)!

.

Since all of the zeros of the Euler-Frobenius polynomial are negative real numbers, P (z)
and P (−z) do not have common zeros. Hence, the polynomials∑

j∈ZZ

a(2j)zj and
∑
j∈ZZ

a(2j − 1)zj

do not have common zeros. Moreover, it follows from P (−1) = 0 that∑
j∈ZZ

(−1)ja(j) = 0. (3.4)

11



§4. Slant Matrices

The matrix Sn is a slant matrix, according to the definition given by Goodman, Jia,
and Micchelli in [5], where the spectral properties of slant matrices were investigated. In
this section, on the basis of the work of Micchelli [15] on banded matrices with banded
inverses, we give a self-contained treatment of invertibility of slant matrices. Also, see the
work of Goodman and Micchelli [6] on refinement equations related to slant matrices.

Let C[z] denote the ring of polynomials over C. If p(z) = c0 + c1z + · · · + ckz
k with

ck 6= 0, then we say that k is the degree of p and write k = deg p. If p is the zero polynomial,
then we shall use the convention that deg p = −∞. For k ∈ IN0, we use Πk to denote the
linear space of all polynomials of degree at most k.

Lemma 4.1. Let p0, p1, and f be polynomials in C[z] such that deg p0 = m0 ≥ 0,
deg p1 = m1 ≥ 0, and deg f < m0 +m1. If p0 and p1 have no common zeros, then there
exist q0, q1 ∈ C[z] with deg q0 < m1 and deg q1 < m0 such that

f = p0q0 + p1q1.

Proof. The proof proceeds with induction on m := m0 +m1. Suppose that f ∈ C[z] and
deg f < m0 +m1. If m = 0, then f = 0. In this case, one may choose q0 = 0 and q1 = 0.

Let m > 0 and suppose the lemma has been established for m′ < m. Without loss of
any generality we may assume m1 ≤ m0. If m1 = 0, then p1 is a nonzero constant; hence
we may write f = p1q1 with q1 := p−1

1 f ∈ C[z] and deg q1 = deg f < m0. Thus, in what
follows, we assume 1 ≤ m1 ≤ m0. By using the Euclidean algorithm, we can find g and h
in C[z] such that

f = p1g + h,

with deg g ≤ deg f − deg p1 < m0 and deg h < deg p1 = m1. Furthermore, we can find η
and θ in C[z] such that

p0 = p1η + θ

with deg η ≤ deg p0 − deg p1 = m0 −m1 and deg θ < deg p1 = m1. Since p0 and p1 have
no common zeros, we deduce that θ 6= 0 and the polynomials p1 and θ have no common
zeros. We have deg h < m1 = deg p1. By the induction hypothesis, there exist τ0 and τ1
in C[z] with deg τ0 < m1 and deg τ1 < m0 such that

h = θτ0 + p1τ1.

It follows that
f = p1g + θτ0 + p1τ1 = p1g + (p0 − p1η)τ0 + p1τ1

= p0τ0 + p1(g + τ1 − ητ0).

Choose q0 := τ0 and q1 := g+τ1−ητ0. Then deg q0 < m1 and deg q1 < m0. This completes
the induction procedure.

Let a be a sequence of complex numbers on ZZ. Suppose that a(0) 6= 0, a(m) 6= 0 for
some m ∈ IN, and a(j) = 0 for j < 0 or j > m. Let

p0(z) :=
∑
j∈ZZ

a(2j)zj and p1(z) :=
∑
j∈ZZ

a(2j − 1)zj , z ∈ C.
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Lemma 4.2. Let n be an integer such that n ≥ m. If the polynomials p0 and p1 have no
common zeros, then the matrices(

a(2j − k)
)
0≤j≤n,0≤k≤2n−m

and
(
a(1 + 2j − k)

)
0≤j≤n−1,0≤k≤2n−m

are of full rank.

Proof. Let us first consider the matrix (a(2j−k))0≤j≤n,0≤k≤2n−m. Note that 2n−m ≥ n.
In order to prove that this matrix is of full rank, it suffices to show that its column vectors
span C{0,1,...,n}. We associate each column vector [c0, c1, . . . , cn]T with the polynomial∑n

j=0 cjz
j . Thus, it suffices to show that the polynomials corresponding to the columns

of the matrix span Πn. Let f ∈ Πn.
Suppose m = 2l is an even integer. Then the polynomials corresponding to the

columns of the matrix are

p0(z), p1(z), zp0(z), zp1(z), . . . , zn−l−1p1(z), zn−lp0(z). (4.1)

We have deg p0 = l and deg p1 ≤ l. By using the Euclidean algorithm, we may write
f = p0g + h, where deg g = deg f − deg p0 ≤ n − l and deg h < l. By Lemma 4.1, there
exist q0, q1 ∈ C[z] such that h = p0q0 + p1q1, where deg q0 < l and deg q1 < l. Hence, the
polynomials in (4.1) span f .

Suppose m = 2l + 1 is an odd integer. Then the polynomials corresponding to the
columns of the matrix are

p0(z), p1(z), zp0(z), zp1(z), . . . , zn−l−1p0(z), zn−l−1p1(z). (4.2)

We have deg p0 ≤ l and deg p1 = l + 1. By using the Euclidean algorithm, we may write
f = p1g + h, where deg g = deg f − deg p1 ≤ n − (l + 1) = n − l − 1 and deg h ≤ l. By
Lemma 4.1, there exist q0, q1 ∈ C[z] such that h = p0q0 + p1q1, where deg q0 ≤ l and
deg q1 < l. Hence, the polynomials in (4.2) span f .

An analogous argument shows that the matrix (a(1 + 2j− k))0≤j≤n−1,0≤k≤2n−m is of
full rank.

Lemma 3.2 is a consequence of Lemma 4.2. Indeed, let us consider the following
augmented matrix of Sn:

Tn :=
(
a(r + s− 1 + 2j − k)

)
−t≤j≤2n−r+t,0≤k≤2n+1−r

,

where t := (r + s− 2)/2. We have

Tn =
(
a(1 + 2j − k)

)
0≤j≤2n+s−2,0≤k≤2n+1−r

.

Note that 2n +s−1 ≥ (r+s)+s−1 > r+2s−2 = m and 2(2n +s−1)−m = 2n+1−r. By
Lemma 4.2, the matrix Tn is of full rank, that is, its row vectors are linearly independent.
Consequently, the row vectors of Sn are linearly independent.

Choosing n = m in Lemma 4.2, we see that the matrix (a(2j−k))0≤j,k≤m is invertible.
But a(2m− k) = 0 for 0 ≤ k < m. In other words, the last row of this matrix has exactly
one nonzero entry at the position (m,m). Therefore, the matrix (a(2j − k))0≤j,k≤m−1 is
also invertible. This result was already established in Lemma 1 of [17].
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§5. Spline Wavelets on the Interval

Various methods of construction of spline wavelets on the real line were discussed in
[3], [14], [13], and [7]. In this section, we give a general method to construct spline wavelets
on the interval [0, 1] with homogeneous boundary conditions.

Let r and s be two positive integers such that r ≥ s and r+s is even. Recall that n0 is
the least integer satisfying 2n0 ≥ r+s. For n ≥ n0, Vn is the linear span of {φn,j : j ∈ In},
where In = {0, . . . , 2n − r}, and φn,j(x) = 2n/2Mr(2nx − j), x ∈ IR. Moreover, Ṽn is
the linear span of {φ̃n,j : j ∈ In}, where φ̃n,j(x) = 2n/2Ms(2nx − j − (r − s)/2), x ∈ IR.
For n ≥ n0, Wn = Vn+1 ∩ Ṽ ⊥

n and W̃n = Ṽn+1 ∩ V ⊥
n . By Lammas 2.1 and 3.1, Vn+1 is

the direct sum of Vn and Wn, and Ṽn+1 is the direct sum of Ṽn and W̃n. Consequently,
dim(Wn) = dim(W̃n) = 2n. In this section we will give a method to construct a basis for
Wn. Let g ∈ Vn+1. Then g can be represented as

∑
k∈In+1

w(k)φn+1,k. According to the
analysis given in §3, g lies in Wn if and only if w ∈ kerSn, where Sn is the matrix given
in (3.2). Thus, for our purpose, it suffices to find a suitable basis for kerSn.

Let a ∈ `0(ZZ). Then we have∑
k∈ZZ

(−1)ka(2j + 1− k)a(k) = 0 ∀ j ∈ ZZ. (5.1)

Indeed, making the change of indices k → 2j + 1− k in the above sum, we obtain∑
k∈ZZ

(−1)ka(2j+1−k)a(k) =
∑
k∈ZZ

(−1)2j+1−ka(k)a(2j+1−k) = −
∑
k∈ZZ

(−1)ka(k)a(2j+1−k),

from which (5.1) follows.
Now let a be the sequence given in (3.1). With m = r + 2s− 2 we have a(k) > 0 for

0 ≤ k ≤ m and a(k) = 0 for k < 0 or k > m. Let b be the sequence on ZZ given by

b(k) := (−1)ka(k), k ∈ ZZ.

It follows from (3.4) that
∑

k∈ZZ b(k) = 0. Moreover, by (5.1) we have∑
k∈ZZ

a(2j + 1− k)b(k) = 0 ∀ j ∈ ZZ. (5.2)

It was demonstrated in §3 that
∑∞

k=0 a(2k)z
k and

∑∞
k=0 a(2k + 1)zk are two polynomials

having no common zeros. Consequently,
∑∞

k=0 b(2k)z
k and

∑∞
k=0 b(2k + 1)zk are two

polynomials having no common zeros.
For a real number x, we use bxc to denote the integer such that bxc ≤ x < bxc + 1.

For n ≥ n0 and j ∈ ZZ, let un,j and vn,j be the elements in `(In+1) given by

un,j(k) := a(r + s− 1 + 2j − k) and vn,j(k) := b(r + s− 2j + k), k ∈ In+1. (5.3)

We claim that the vectors vn,j (j = b(3− s)/2c, . . . , 2n + bs/2c) are linearly independent.
In order to justify our claim, it suffices to show that the matrix

Bn :=
(
b(r + s− 2j + k)

)
b(3−s)/2c≤j≤2n+bs/2c,0≤k≤2n+1−r
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is of full rank. In light of the definition of the sequence b, this is equivalent to saying that
the matrix

An :=
(
a(r + s− 2j + k)

)
b(3−s)/2c≤j≤2n+bs/2c,0≤k≤2n+1−r

is of full rank. Note that a(r + s− 2j + k) = a(m− (r + s− 2j + k)) = a(s− 2 + 2j − k).
If both r and s are even integers, then

An =
(
a(s−2+2j−k)

)
(2−s)/2≤j≤2n+s/2,0≤k≤2n+1−r

=
(
a(2j−k)

)
0≤j≤2n+s−1,0≤k≤2n+1−r

.

If both r and s are odd integers, then

An =
(
a(1 + 2j − k)

)
0≤j≤2n+s−2,0≤k≤2n+1−r

.

By Lemma 4.2, the matrix An is of full rank in both cases. This justifies our claim.
We observe that un,j (j ∈ In) are the row vectors of the matrix Sn. Note that

b(r+ s− 2j + k) = 0 for k /∈ In+1 and (r+ s)/2 ≤ j ≤ 2n − (r+ s)/2 + 1. Hence, by (5.2)
we have

〈un,j′ , vn,j〉 =
∑
k∈ZZ

a(r + s− 1 + 2j′ − k)b(r + s− 2j + k) = 0 ∀ j′ ∈ In.

This shows vn,j ∈ kerSn for (r + s)/2 ≤ j ≤ 2n − (r + s)/2 + 1.
Let J := {j ∈ ZZ : b(3 − s)/2c ≤ j ≤ (r + s)/2 − 1}. For j ∈ J and k > 2n+1 − r we

have
r + s− 2j + k ≥ k + 2 ≥ 2n+1 − r + 3 ≥ 2(r + s)− r + 3 = m+ 1,

and hence b(r + s − 2j + k) = 0. Moreover, for j′ > b(s − 2)/2c and k < 0 we have
a(r + s− 1 + 2j′ − k) = 0. Consequently, for j′ > b(s− 2)/2c and j ∈ J ,

〈un,j′ , vn,j〉 =
∑
k∈ZZ

a(r + s− 1 + 2j′ − k)b(r + s− 2j + k) = 0,

where (5.2) has been used to derive the last equality. This shows

span {vn,j : j ∈ J} ∩ kerSn = span {vn,j : j ∈ J} ∩
(
span {un,j : j = 0, . . . , b(s− 2)/2c}

)⊥
.

For j ∈ J , let vj be the sequence on ZZ given by vj(k) := b(r + s − 2j + k) for k ≥ 0
and vj(k) = 0 for k < 0. Then vn,j = vj |In+1 . For j = 0, . . . , b(s − 2)/2c, let uj be the
sequence on ZZ given by uj(k) := a(r + s− 1 + 2j − k) for k ≥ 0 and uj(k) = 0 for k < 0.
Then un,j = uj |In+1 . Consider the linear space

span {vj : j ∈ J} ∩
(
span {uj : j = 0, . . . , b(s− 2)/2c}

)⊥
.

Choose a basis {w1, . . . , wt} for this space. Then we have

t ≥ (r + s)/2− b(3− s)/2c − b(s− 2)/2c − 1 = (r + s− 2)/2.
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For n ≥ n0 and j = 1, . . . , t, let wn,j := wj |In+1 . In light of the above discussion,
{wn,1, . . . , wn,t} is a basis of the linear space

span {vn,j : j ∈ J} ∩ kerSn.

For j = 2n − t+ 1, . . . , 2n, let

wn,j(k) := w2n+1−j(2n+1 − r − k), k ∈ In+1.

By symmetry, we see that {wn,2n−t+1, . . . , wn,2n} is a basis of the linear space

span {vn,2n+1−j : j ∈ J} ∩ kerSn.

Consequently,

{wn,1, . . . , wn,t} ∪ {vn,(r+s)/2, . . . , vn,2n−(r+s)/2+1} ∪ {wn,2n−t+1, . . . , wn,2n}

is a linearly independent set of vectors in the kernel space kerSn. Since dim(kerSn) = 2n,
we have 2t+ 2n − (r + s) + 2 ≤ 2n. It follows that t ≤ (r + s− 2)/2. On the other hand,
t ≥ (r + s− 2)/2. Therefore, t = (r + s− 2)/2. Let wn,j := vn,j for j = t+ 1, . . . , 2n − t.
Thus, {wn,1, . . . , wn,2n} is a basis of kerSn. For j ∈ Jn = {1, . . . , 2n}, let

ψn,j :=
∑

k∈In+1

wn,j(k)φn+1,k.

We conclude that {ψn,j : j ∈ Jn} is a basis of Wn.
The above discussion can be summarized as follows. Let {w1, . . . , wt} be a basis of

the linear space

span {vj : j = b(3− s)/2c, . . . , (r + s)/2− 1} ∩
(
span {uj : j = 0, . . . , b(s− 2)/2c}

)⊥
.

Then t = (r + s)/2− 1. For j = 1, . . . , t, let

ψj(x) :=
∑
k∈ZZ

wj(k)21/2Mr(2x− k), x ∈ IR.

Let
ψ(x) :=

∑
k∈ZZ

b(k)21/2Mr(2x− k), x ∈ IR.

For n ≥ n0 and x ∈ IR, let

ψn,j(x) =

 2n/2ψj(2nx) for j = 1, . . . , t,
2n/2ψ(2nx− j + t+ 1) for j = t+ 1, . . . , 2n − t,
2n/2ψ2n+1−j

(
2n(1− x)

)
for j = 2n − t+ 1, . . . , 2n.

Theorem 5.1. The set {φn0,j : j ∈ In0} ∪ ∪∞n=n0
{ψn,j : j ∈ Jn} forms a Riesz basis of

L2(0, 1).

First, we claim that (φn0,j)j∈In0
and (ψn,j)n≥n0,j∈Jn are Bessel sequences in L2(0, 1).

Indeed, [9, Lemma 3.2] tells us that (φn0,j)j∈In0
is a Bessel sequence in L2(0, 1). Since∑

k∈ZZ b(k) = 0, we have
∫ 1

0
ψn,j(x) dx = 0 for n ≥ n0 and j = t+ 1, . . . , 2n − t. Hence, by

[9, Theorem 1.1], (ψn,j)n≥n0,j=t+1,...,2n−t is a Bessel sequence in L2(0, 1). The following
lemma shows that (ψn,j)n≥n0,j∈{1,...,t} is a Bessel sequences in L2(0, 1). By symmetry,
(ψn,j)n≥n0,j∈{2n−t+1,...,2n} is also a Bessel sequence in L2(0, 1). This justifies our claim.
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Lemma 5.2. Let φ be a compactly supported function on IR and K := ‖φ‖∞ <∞. For
n ∈ IN, let φn(x) := 2n/2φ(2nx), x ∈ IR. Then (φn)n∈IN is a Bessel sequence in L2(IR).

Proof. Suppose that φ is supported on an interval [a, b] and L := b− a. For n, n′ ∈ IN we
have

〈φn, φn′〉 = 2(n+n′)/2

∫
IR

φ(2nx)φ(2n′x) dx = 2(n−n′)/2

∫
IR

φ(2n−n′
x)φ(x) dx.

It follows that ∣∣〈φn, φn′〉
∣∣ ≤ 2(n−n′)/2K2L.

Similarly, ∣∣〈φn, φn′〉
∣∣ ≤ 2(n′−n)/2K2L.

Hence, there exists a positive constant C such that∑
n′∈IN

∣∣〈φn, φn′〉
∣∣ ≤ C ∀n ∈ IN and

∑
n∈IN

∣∣〈φn, φn′〉
∣∣ ≤ C ∀n′ ∈ IN.

By [9, Lemma 4.1], the norm of the matrix (〈φn, φn′〉)n,n′∈IN is no bigger than C. Therefore,
(φn)n∈IN is a Bessel sequence in L2(IR).

In §6 we will prove that there exist two positive constants C1 and C2 independent of
n such that, for all n ≥ n0, C1 is a lower Riesz bound for the basis {ψn,j : j ∈ Jn} of the
space Wn and C2 is an upper Riesz bound for this basis.

By using an analogous argument, for n ≥ n0, we can find a Riesz basis {ψ̃n,j : j ∈ Jn}
for W̃n with Riesz bounds being independent of n. Moreover, the bases can be so chosen
that (φ̃n0,j)j∈In0

and (ψ̃n,j)n≥n0,j∈Jn
are Bessel sequences in L2(0, 1). Thus, in light of

Lemmas 2.1 and 2.2, {φn0,j : j ∈ In0} ∪ ∪∞n=n0
{ψn,j : j ∈ Jn} is a Riesz sequence in

L2(0, 1). The proof of Theorem 5.1 will be complete after we establish in §7 the result that
∪∞n=n0

Vn is dense in L2(0, 1).
Before concluding this section we investigate two important cases: s = 1 and s = 2.

For the case s = 1, we have t = (r − 1)/2. In this case, we may choose wj as vj for
j = 1, . . . , t. More precisely, wj(k) = 0 for k < 0 and, for k ≥ 0,

wj(k) = b(k + r + 1− 2j) = (−1)ka(k + r + 1− 2j) = (−1)ka(2j − 1− k).

For the case s = 2, we have m = r + 2. In this case, for k ≥ 0,

vj(k) = b(r + 2− 2j + k) = (−1)ka(r + 2− 2j + k) = (−1)ka(2j − k)

and u0(k) = a(r + 1− k) = a(k + 1). A basis {w1, . . . , wt} of the linear space

span {vj : j = 0, . . . , r/2} ∩ (span {u0})⊥

can be constructed as follows:

wj := vj −
b(2j + 1)
b(1)

v0 = vj −
a(2j + 1)
a(1)

v0, j = 1, . . . , t,
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where t = r/2. Indeed, since a(k + 1) = 0 for k < −1, we have

〈u0, vj〉 =
∞∑

k=0

a(k + 1)b(2j − k) =
∞∑

k=−∞

a(k + 1)b(2j − k)− a(0)b(2j + 1).

By (5.2),
∑∞

k=−∞ a(k + 1)b(2j − k) = 0. It follows that

〈u0, vj〉 = −a(0)b(2j + 1).

Consequently, w1, . . . , wt are linearly independent vectors orthogonal to u0.

§6. Riesz Sequences

In this section we will prove that {ψn,j : j ∈ Jn} is a Riesz basis of Wn for n ≥ n0 with
Riesz bounds being independent of n. For this purpose, it suffices to show that (wn,j)j∈Jn

is a Riesz sequence in `2(In+1) with Riesz bounds being independent of n.
Let vn,j (j ∈ ZZ) be the elements in `2(In+1) given in (5.3). Recall that wn,j = vn,j for

j = t+1, . . . , 2n− t, where t = (r+ s−2)/2. In what follows, δjk stands for the Kronecker
sign: δjk = 1 for j = k and δjk = 0 for j 6= k.

Lemma 6.1. There exists a sequence d on ZZ with the following properties: d(j) = 0 for
j < 0 or j > m− 1, and the sequences yn,j (j ∈ ZZ) given by

yn,j(k) := d(r + s− 2j + k), k ∈ In+1,

satisfy 〈vn,j′ , yn,j〉 = δj′j for all j′ ∈ ZZ and j = t+ 1, . . . , 2n − t.

Proof. We divide our attention into two cases: both r and s are odd, and both r and s
are even.

First, suppose that both r and s are odd integers. In this case, m = r+ 2s− 2 is also
an odd integer. Let l := (m−1)/2. We claim that the matrix (b(m−1−2j+k))0≤j,k≤m−1

is invertible. Indeed, by making change of indices j → m− 1− j′ and k → m− 1− k′, we
see that m − 1 − 2j + k = 2j′ − k′. By Lemma 4.2, the matrix (a(2j′ − k′))0≤j′,k′≤m−1

is invertible. It follows that the matrix (b(2j′ − k′))0≤j′,k′≤m−1 is invertible. Hence, the
matrix (b(m − 1 − 2j + k))0≤j,k≤m−1 is invertible. Thus, there exists a sequence d on ZZ
such that d(k) = 0 for k < 0 or k > m− 1 and, for j = 0, . . . ,m− 1,

m−1∑
k=0

b(m− 1− 2j + k)d(k) = δjl. (6.1)

For j < 0 and k ≥ 0, we have m− 1− 2j + k ≥ m+ 1, and hence b(m− 1− 2j + k) = 0.
For j > m− 1 and k ≤ m− 1, we have m− 1− 2j + k ≤ m− 1− 2m+m− 1 ≤ −2, and
hence b(m− 1− 2j + k) = 0. This shows that (6.1) is valid for all j ∈ ZZ.

For j, j′ ∈ ZZ we have

〈vn,j′ , yn,j〉 =
∑

k∈In+1

b(r + s− 2j′ + k)d(r + s− 2j + k).
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But, for j = t+ 1, . . . , 2n − t, d(k + r + s− 2j) = 0 for k < 0 or k > 2n+1 − r. Therefore,

〈vn,j′ , yn,j〉 =
∑
k∈ZZ

b(r + s− 2j′ + k)d(r + s− 2j + k)

=
∑
k∈ZZ

b(2j − 2j′ + k)d(k)

=
∑
k∈ZZ

b
(
m− 1− 2(j′ + l − j) + k

)
d(k)

= δj′+l−j,l = δj′j .

Second, suppose that both r and s are even integers. In this case, m = r + 2s − 2 is
also an even integer. Let l := m/2. By Lemma 4.2, the matrix (b(m− 2j + k))0≤j,k≤m−1

is invertible. There exists a sequence d on ZZ such that d(k) = 0 for k < 0 or k > m − 1
and, for j = 0, . . . ,m− 1,

m−1∑
k=0

b(m− 2j + k)d(k) = δjl. (6.2)

It is easily seen that (6.2) is valid for all j ∈ ZZ. In the same way as above, we can show
that 〈vn,j′ , yn,j〉 = δj′j for all j′ ∈ ZZ and j = t+ 1, . . . , 2n − t.

Recall that
wn,j ∈ span {vn,k : k ∈ J} for j = 1, . . . , t,

where J = {k ∈ ZZ : b(3− s)/2c ≤ k ≤ (r + s)/2− 1}. Moreover,

wn,j ∈ span {vn,2n+1−k : k ∈ J} for j = 2n − t+ 1, . . . , 2n.

Therefore, by Lemma 6.1 we obtain

〈wn,j′ , yn,j〉 = δj′j for j′ ∈ Jn and j = t+ 1, . . . , 2n − t. (6.3)

Lemma 6.2. For n ≥ n0, (wn,j)j∈Jn
is a Riesz sequence in `2(In+1) with Riesz bounds

being independent of n.

Proof. By using the method in the proof of Lemma 3.2 of [9], we assert that there exists
a constant B independent of n such that the inequality∥∥∥∥ ∑

j∈Jn

cn,jwn,j

∥∥∥∥
2

≤ B

( ∑
j∈Jn

|cn,j |2
)1/2

(6.4)

holds true for every sequence (cn,j)j∈Jn
in `2(Jn).

In order to establish the lower bound, we set g :=
∑

j∈Jn
cn,jwn,j . Then it follows

from (6.3) that cn,j = 〈g, yn,j〉 for j = t+ 1, . . . , 2n − t. By using the method in the proof
of Lemma 3.1 of [9], we see that there exists a constant C1 independent of n such that( 2n−t∑

j=t+1

|cn,j |2
)1/2

=
( 2n−t∑

j=t+1

∣∣〈g, yn,j〉
∣∣2)1/2

≤ C1‖g‖2. (6.5)
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Let

g0 :=
2n−t∑

j=t+1

cn,jwn,j and g1 :=
t∑

j=1

cn,jwn,j +
2n∑

j=2n−t+1

cn,jwn,j .

Then g = g0 +g1. The total number of terms in the last two sums is equal to 2t = r+s−2,
which is independent of n. Since {wn,j : j ∈ {1, . . . , t} ∪ {2n − t + 1, . . . , 2n}} is linearly
independent, there exists a constant C2 independent of n such that

( t∑
j=1

|cn,j |2 +
2n∑

j=2n−t+1

|cn,j |2
)1/2

≤ C2‖g1‖2 ≤ C2

(
‖g‖2 + ‖g0‖2

)
. (6.6)

But it follows from (6.4) that

‖g0‖2 ≤ B

( 2n−t∑
j=t+1

|cn,j |2
)1/2

. (6.7)

Combining the estimates (6.5), (6.6), and (6.7) together, we conclude that there exists a
constant C independent of n such that( ∑

j∈Jn

|cn,j |2
)1/2

≤ C‖g‖2.

This together with (6.4) shows that (wn,j)j∈Jn
is a Riesz sequence with Riesz bounds being

independent of n.

§7. Wavelet Bases in Sobolev Spaces

In this section we first establish some approximation properties of a scaled family
of B-splines on the interval [0, 1]. This study is based on the work of de Boor and Fix
[2] on quasiinterpolants, and the work of Jia [8] on quasi-projection operators. With the
help of the results on spline approximation, we complete the proof of the main result that
{2−n0µφn0,j : j ∈ In0}∪∪∞n=n0

{2−nµψn,j : j ∈ Jn} forms a Riesz basis of the spaceHµ
0 (0, 1)

for 0 ≤ µ < r − 1/2.
For a function f ∈ Lp(IR) (1 ≤ p ≤ ∞), the modulus of continuity of f is defined by

ω(f, t)p := sup
|h|≤t

‖∇hf‖p, 0 ≤ t <∞,

where ∇h is the difference operator given by ∇hf := f − f(· − h). For m ∈ IN, the m-th
order modulus of smoothness of f is defined by

ωm(f, t)p := sup
|h|≤t

‖∇m
h f‖p, 0 ≤ t <∞.
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We observe that the B-spline Mr is supported on [0, r]. Consequently, Mr(· − k)
vanishes on (0, 1) for k ≤ −r or k ≥ 1. But the set {Mr(· − k)|(0,1) : 1 − r ≤ k ≤ 0} is
linearly independent (see [2]). Hence, we can find a function u ∈ C(IR) supported on [0, 1]
such that 〈u,Mr(· − k)〉 = δ0k for all k ∈ ZZ. Similarly, we can find a function v ∈ C(IR)
supported on [r − 1, r] such that 〈v,Mr(· − k)〉 = δ0k for all k ∈ ZZ.

For n ∈ IN and j ∈ ZZ, let φn,j and φ̃n,j be the functions defined in (1.2). For n ∈ IN
and k ∈ ZZ, let

ϕ̃n,k(x) :=
{

2n/2u(2nx− k) for k ≤ 2n − r,
2n/2v(2nx− k) for k > 2n − r.

It is easily seen that 〈φn,j , ϕ̃n,k〉 = δjk.
Let us consider the quasi-projection operator Qn given by

Qnf :=
∑
j∈ZZ

〈f, ϕ̃n,j〉φn,j ,

where f is a locally integrable function on IR. We have Qn(φn,j) = φn,j . Moreover, the
splines φn,j (j ∈ ZZ) reproduce all polynomials of degree at most r − 1. Hence, Qnp = p
for all p ∈ Πr−1. By using the method in the proof of [8, Theorem 3.2] we see that there
exists a constant C1 independent of n such that

‖f −Qnf‖2 ≤ C1ωr(f, 2−n)2 ∀ f ∈ L2(IR). (7.1)

We claim that ∪∞n=n0
Vn is dense in L2(0, 1), where Vn = span {φn,j : j ∈ In}. Indeed,

for k < 0 and x ≥ 0, we have 2nx − k ≥ 1; hence ϕ̃n,k(x) = 2n/2u(2nx − k) = 0.
For k > 2n − r and x ≤ 1, we have 2nx − k ≤ 2n − (2n − r + 1) = r − 1; hence
ϕ̃n,k(x) = 2n/2v(2nx− k) = 0. This shows that ϕ̃n,k(x) = 0 for x ∈ [0, 1], provided k < 0
or k > 2n − r. Thus, if f is a function in L2(IR) supported on [0, 1], then 〈f, ϕ̃n,k〉 = 0
unless 0 ≤ k ≤ 2n − r. Therefore, Qnf ∈ Vn. It follows from (7.1) that

lim
n→∞

‖Qnf − f‖2 = 0.

This justifies our claim.
For f ∈ L2(0, 1) and n ≥ n0, let Pnf be the unique element in Vn such that

〈Pnf, φ̃n,k〉 = 〈f, φ̃n,k〉 ∀ k ∈ In.

It is easily seen that Pn is a projector from L2(0, 1) onto Vn. Since the norms of the
matrices (〈φn,j , φn,k〉)j,k∈In

, (〈φn,j , φ̃n,k〉)j,k∈In
, (〈φ̃n,j , φ̃n,k〉)j,k∈In

and their inverses are
bounded by a constant independent of n, we have K := supn≥n0

‖Pn‖ <∞. Moreover,

‖f − Pnf‖2 = ‖(f −Qnf)− Pn(f −Qnf)‖2 ≤ (1 + ‖Pn‖)‖f −Qnf‖2.

This together with (7.1) gives

‖f − Pnf‖2 ≤ (1 +K)C1ωr(f, 2−n)2 ∀n ≥ n0. (7.2)

21



For n ≥ n0, Pn+1f−Pnf lies in Vn+1∩Ṽ ⊥
n = Wn. Hence, there exist complex numbers

cn,j (j ∈ Jn) such that
Pn+1f − Pnf =

∑
j∈Jn

cn,jψn,j .

Moreover, there exist complex numbers bn0,j (j ∈ In0) such that

Pn0f =
∑

j∈In0

bn0,jφn0,j .

By (7.2) we have

f = Pn0f +
∞∑

n=n0

(Pn+1f − Pnf) =
∑

j∈In0

bn0,jφn0,j +
∞∑

n=n0

∑
j∈Jn

cn,jψn,j , (7.3)

with the convergence being in the L2-norm.
If µ > 0 and m is an integer greater than µ, the Besov space Bµ

2,2(IR) is the collection
of those functions f ∈ L2(IR) for which the following seminorm is finite:

|f |Bµ
2,2(IR) :=

(∑
k∈ZZ

[
2kµωm(f, 2−k)2

]2)1/2

.

It is well known that Hµ(IR) = Bµ
2,2(IR). Moreover, the seminorms |f |Hµ(IR) and |f |Bµ

2,2(IR)

are equivalent.
Recall that Hµ

0 (0, 1) is the closure of C∞c (0, 1) in Hµ(IR). We have Vn ⊂ Hµ
0 (0, 1) for

0 < µ < r − 1/2.

Theorem 7.1. The set

{2−n0µφn0,j : j ∈ In0} ∪ ∪∞n=n0
{2−nµψn,j : j ∈ Jn} (7.4)

is a Riesz basis of the Sobolev space Hµ
0 (0, 1) for 0 < µ < r − 1/2.

Proof. Let f ∈ Hµ
0 (0, 1). Suppose f has a representation as in (7.3). By Theorem 1.2 of

[9], there exists a constant B such that

|f |Hµ ≤ B

( ∑
j∈In0

∣∣2n0µbn0,j

∣∣2 +
∞∑

n=n0

∑
j∈Jn

∣∣2nµcn,j

∣∣2)1/2

, (7.5)

provided the right-hand side of the above inequality is finite.
By (7.2) we have

‖Pn+1f − Pnf‖2 ≤ ‖Pn+1f − f‖2 + ‖f − Pnf‖2 ≤ 2(1 +K)C1ωr(f, 2−n)2.
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Hence, there exists a constant C2 such that( ∞∑
n=n0

[
2nµ‖Pn+1f − Pnf‖2

]2)1/2

≤ 2(1 +K)C1

( ∞∑
n=n0

[
2nµωr(f, 2−n)2

]2)1/2

≤ C2|f |Hµ .

Since {ψn,j : j ∈ Jn} is a Riesz basis of Wn with Riesz bounds being independent of n,
there exists a constant C3 independent of n such that( ∑

j∈Jn

|cn,j |2
)1/2

≤ C3‖Pn+1f − Pnf‖2.

It follows that( ∞∑
n=n0

∑
j∈Jn

∣∣2nµcn,j

∣∣2)1/2

≤ C3

( ∞∑
n=n0

[
2nµ‖Pn+1f − Pnf‖2

]2)1/2

≤ C2C3|f |Hµ . (7.6)

Furthermore, there exists a constant C4 such that( ∑
j∈In0

|bn0,j |2
)1/2

≤ C4‖Pn0f‖2 ≤ C4K‖f‖2. (7.7)

Combining (7.5), (7.6) and (7.7) together, we conclude that the set in (7.4) is a Riesz
sequence in Hµ

0 (0, 1). The following theorem shows that ∪∞n=n0
Vn is sense in Hµ

0 (0, 1).
This completes the proof of the theorem.

Theorem 7.2. For f ∈ Hµ
0 (0, 1), 0 < µ < r − 1/2,

lim
n→∞

‖Pnf − f‖Hµ = 0. (7.8)

Consequently, ∪∞n=n0
Vn is dense in Hµ

0 (0, 1).

Proof. Let f ∈ Hµ
0 (0, 1), 0 < µ < r− 1/2. Suppose that N1 and N2 are two integers with

N2 > N1 ≥ n0. We have

PN2f − PN1f =
N2−1∑
n=N1

(Pn+1f − Pnf) =
N2−1∑
n=N1

∑
j∈Jn

cn,jψn,j .

By (7.5) we have

|PN2f − PN1f |Hµ ≤ B

(N2−1∑
n=N1

∑
j∈Jn

∣∣2nµcn,j

∣∣2)1/2

.

But (7.6) tells us that the series
∑∞

n=n0

∑
j∈Jn

|2nµcn,j |2 converges. Hence,

lim
N1,N2→∞

|PN2f − PN1f |Hµ = 0.

In other words, (Pnf)n≥n0 is a Cauchy sequence in Hµ
0 (0, 1). Consequently, there exists a

function g ∈ Hµ
0 (0, 1) such that

lim
n→∞

‖fn − g‖Hµ = 0,

where fn := Pnf ∈ Vn. On the other hand, limn→∞ ‖fn − f‖2 = 0. Therefore, g = f and
limn→∞ ‖fn − f‖Hµ = 0. This shows that ∪∞n=n0

Vn is dense in Hµ
0 (0, 1).
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sequences, SIAM Math. Anal. 23 (1992), 766–784.

[7] B. Han and Z. W. Shen, Wavelets with short support, SIAM Journal of Mathematical
Analysis 38 (2006), 530-556.

[8] R. Q. Jia, Approximation with scaled shift-invariant spaces by means of quasi-
projection operators, Journal of Approximation Theory 131 (2004), 30–46.

[9] R. Q. Jia, Bessel Sequences in Sobolev Spaces, Applied and Computational Harmonic
Analysis 20 (2006), 298–311.

[10] R. Q. Jia , Stable bases of spline wavelets on the interval, in Wavelets and Splines,
G. R. Chen and M. J. Lai (eds.), Nashboro Press, Brentwood, 2006, pp. 244–259.

[11] R. Q. Jia and S. T. Liu, Wavelet bases of Hermite cubic splines on the interval,
Advances in Computational Mathematics 25 (2006), 23–39.

[12] R. Q. Jia and C. A. Micchelli, Using the refinement equations for the construction of
pre-wavelets II: Powers of two, in Curves and Surfaces, P. J. Laurent, A. Le Méhauté,
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