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UPMC Université Paris 06
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Abstract

We consider the problem of solving dual monotone inclusions involving sums of composite
parallel-sum type operators. A feature of this work is to exploit explicitly the cocoercivity of
some of the operators appearing in the model. Several splitting algorithms recently proposed
in the literature are recovered as special cases.
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1 Introduction

Monotone operator splitting methods have found many applications in applied mathematics, e.g.,
evolution inclusions [2], partial differential equations [1, 20, 23], mechanics [21], variational inequal-
ities [6, 19], Nash equilibria [8], and various optimization problems [7, 9, 10, 14, 15, 17, 25, 29].
In such formulations, cocoercivity often plays a central role; see for instance [2, 6, 11, 13, 19, 20,
21, 23, 28, 29, 30]. Recall that an operator C : H → H is cocoercive with constant β ∈ ]0,+∞[ if
its inverse is β-strongly monotone, that is,

(∀x ∈ H)(∀y ∈ H) 〈x− y | Cx− Cy〉 ≥ β‖Cx− Cy‖2. (1.1)

∗This work was supported by the Agence Nationale de la Recherche under grant ANR-08-BLAN-0294-02 and

the Vietnam National Foundation for Science and Technology Development.
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In this paper, we revisit a general primal-dual splitting framework proposed in [16] in the presence
Lipschitzian operators in the context of cocoercive operators. This will lead to a new type of
splitting technique and provide a unifying framework for some algorithms recently proposed in
the literature. The problem under investigation is the following, where the parallel sum operation
is denoted by � (see (2.4)).

Problem 1.1 Let H be a real Hilbert space, let z ∈ H, let m be a strictly positive integer, let
(ωi)1≤i≤m be real numbers in ]0, 1] such that

∑m
i=1

ωi = 1, let A : H → 2H be maximally monotone,
and let C : H → H be µ-cocoercive for some µ ∈ ]0,+∞[. For every i ∈ {1, . . . ,m}, let Gi be a real
Hilbert space, let ri ∈ Gi, let Bi : Gi → 2Gi be maximally monotone, let Di : Gi → 2Gi be maximally
monotone and νi-strongly monotone for some νi ∈ ]0,+∞[, and suppose that Li : H → Gi is a
nonzero bounded linear operator. The problem is to solve the primal inclusion

find x ∈ H such that z ∈ Ax+

m
∑

i=1

ωiL
∗
i

(

(Bi � Di)(Lix− ri)
)

+ Cx, (1.2)

together with the dual inclusion

find v1 ∈ G1, . . . , vm ∈ Gm such that (∃ x ∈ H)

{

z −∑m
i=1

ωiL
∗
i vi ∈ Ax+ Cx

(

∀i ∈ {1, . . . ,m}
)

vi ∈ (Bi � Di)(Lix− ri).

(1.3)
We denote by P and D the sets of solutions to (1.2) and (1.3), respectively.

In the case when (D−1

i )1≤i≤m and C are general monotone Lipschitzian operators, Problem 1.1
was investigated in [16]. Here are a couple of special cases of Problem 1.1.

Example 1.2 In Problem 1.1, set z = 0 and

(

∀i ∈ {1, . . . ,m}
)

Bi : v 7→ {0} and Di : v 7→
{

Gi if v = 0,

0 if v 6= 0.
(1.4)

The primal inclusion (1.2) reduces to

find x ∈ H such that 0 ∈ Ax+ Cx. (1.5)

This problem is studied in [2, 11, 13, 17, 23, 28, 29].

Example 1.3 Suppose that in Problem 1.1 the operators (Di)1≤i≤m are as in (1.4), and that

A : x 7→ {0} and C : x 7→ 0. (1.6)

Then we obtain the primal-dual pair

find x ∈ H such that z ∈
m
∑

i=1

ωiL
∗
i

(

Bi(Lix− ri)
)

, (1.7)

and

find v1 ∈ G1, . . . , vm ∈ Gm such that

{

∑m
i=1

ωiL
∗
i vi = z,

(∃ x ∈ H)
(

∀i ∈ {1, . . . ,m}
)

vi ∈ Bi(Lix− ri).
(1.8)

2



This framework is considered in [7], where further special cases will be found. In particular, it
contains the classical Fenchel-Rockafellar [27] and Mosco [24] duality settings, as well as that of
[3].

The paper is organized as follows. Section 2 is devoted to notation and background. In
Section 3, we present our algorithm, prove its convergence, and compare it to existing work.
Applications to minimization problems are provided in Section 4, where further connections with
the state-of-the-art are made.

2 Notation and background

We recall some notation and background from convex analysis and monotone operator theory (see
[6] for a detailed account).

Throughout, H, G, and (Gi)1≤i≤m are real Hilbert spaces. The scalars product and the associ-
ated norms of both H and G are denoted respectively by 〈· | ·〉 and ‖ · ‖. For every i ∈ {1, . . . ,m},
the scalar product and associated norm of Gi are denoted respectively by 〈· | ·〉Gi

and ‖ · ‖Gi
. We

denote by B(H,G) the space of all bounded linear operators from H to G. The symbols ⇀ and
→ denote respectively weak and strong convergence. Let A : H → 2H be a set-valued opera-
tor. The domain and the graph of A are respectively defined by domA =

{

x ∈ H | Ax 6= ∅
}

and graA =
{

(x, u) ∈ H×H | u ∈ Ax
}

. We denote by zerA =
{

x ∈ H | 0 ∈ Ax
}

the set of
zeros of A, and by ranA =

{

u ∈ H | (∃ x ∈ H) u ∈ Ax
}

the range of A. The inverse of A is
A−1 : H 7→ 2H : u 7→

{

x ∈ H | u ∈ Ax
}

. The resolvent of A is

JA = (Id+A)−1, (2.1)

where Id denotes the identity operator on H. Moreover, A is monotone if

(∀(x, y) ∈ H ×H) (∀(u, v) ∈ Ax×Ay) 〈x− y | u− v〉 ≥ 0, (2.2)

and maximally monotone if it is monotone and there exists no monotone operator B : H → 2H

such that graB properly contains graA. We say that A is uniformly monotone at x ∈ domA if
there exists an increasing function φ : [0,+∞[ → [0,+∞] vanishing only at 0 such that

(

∀u ∈ Ax
)(

∀(y, v) ∈ graA
)

〈x− y | u− v〉 ≥ φ(‖x− y‖). (2.3)

If A − α Id is monotone for some α ∈ ]0,+∞[, then A is said to be α-strongly monotone. The
parallel sum of two set-valued operators A and B from H to 2H is

A � B = (A−1 +B−1)−1. (2.4)

The class of all lower semicontinuous convex functions f : H → ]−∞,+∞] such that dom f =
{

x ∈ H | f(x) < +∞
}

6= ∅ is denoted by Γ0(H). Now, let f ∈ Γ0(H). The conjugate of f is
the function f∗ ∈ Γ0(H) defined by f∗ : u 7→ supx∈H(〈x | u〉 − f(x)), and the subdifferential of
f ∈ Γ0(H) is the maximally monotone operator

∂f : H → 2H : x 7→
{

u ∈ H | (∀y ∈ H) 〈y − x | u〉+ f(x) ≤ f(y)
}

(2.5)
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with inverse given by
(∂f)−1 = ∂f∗. (2.6)

Moreover, the proximity operator of f is

proxf : H → H : x 7→ argmin
y∈H

f(y) +
1

2
‖x− y‖2. (2.7)

We have
J∂f = proxf . (2.8)

The infimal convolution of two functions f and g from H to ]−∞,+∞] is

f � g : H → ]−∞,+∞] : x 7→ inf
y∈H

(f(x) + g(x − y)). (2.9)

Finally, let S be a convex subset of H. The relative interior of S, i.e., the set of points x ∈ S such
that the cone generated by x+ S is a vector subspace of H, is denoted by riS.

3 Algorithm and convergence

Our main result is the following theorem, in which we introduce our splitting algorithm and prove
its convergence.

Theorem 3.1 In Problem 1.1, suppose that

z ∈ ran

(

A+

m
∑

i=1

ωiL
∗
i

(

(Bi � Di)(Li · −ri)
)

+ C

)

. (3.1)

Let τ and (σi)1≤i≤m be strictly positive numbers such that

2ρmin{µ, ν1, . . . , νm} > 1,where ρ = min
{

τ−1, σ−1

1
, . . . , σ−1

m

}

(

1−

√

√

√

√τ

m
∑

i=1

σiωi‖Li‖2
)

. (3.2)

Let ε ∈ ]0, 1[, let (λn)n∈N be a sequence in [ε, 1], let x0 ∈ H, let (a1,n)n∈N and (a2,n)n∈N be

absolutely summable sequences in H. For every i ∈ {1, . . . ,m}, let vi,0 ∈ Gi, and let (bi,n)n∈N and

(ci,n)n∈N be absolutely summable sequences in Gi. Let (xn)n∈N and (v1,n, . . . , vm,n)n∈N be sequences

generated by the following routine

(∀n ∈ N)

























pn = JτA

(

xn − τ
(

∑m
i=1

ωiL
∗
i vi,n +Cxn + a1,n − z

))

+ a2,n

yn = 2pn − xn
xn+1 = xn + λn(pn − xn)
for i = 1, . . . ,m
⌊

qi,n = J
σiB

−1

i

(

vi,n + σi

(

Liyn −D−1

i vi,n − ci,n − ri

))

+ bi,n

vi,n+1 = vi,n + λn(qi,n − vi,n).

(3.3)

Then the following hold for some x ∈ P and (v1, . . . , vm) ∈ D.
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(i) xn ⇀ x and (v1,n, . . . , vm,n) ⇀ (v1, . . . , vm).

(ii) Suppose that C is uniformly monotone at x. Then xn → x.

(iii) Suppose that D−1

j is uniformly monotone at vj for some j ∈ {1, . . . ,m}. Then vj,n → vj.

Proof. We define G as the real Hilbert space obtained by endowing the Cartesian product G1 ×
. . . × Gm with the scalar product and the associated norm respectively defined by

〈· | ·〉G : (v,w) 7→
m
∑

i=1

ωi 〈vi | wi〉Gi
and ‖ · ‖G : v 7→

√

√

√

√

m
∑

i=1

ωi‖vi‖2Gi
, (3.4)

where v = (v1, . . . , vm) and w = (w1, . . . , wm) denote generic elements in G. Next, we let K be
the Hilbert direct sum

K = H⊕ G. (3.5)

Thus, the scalar product and the norm of K are respectively defined by

〈· | ·〉K :
(

(x,v), (y,w)
)

7→ 〈x | y〉+ 〈v | w〉G and ‖ · ‖K : (x,v) 7→
√

‖x‖2 + ‖v‖2
G
. (3.6)

Let us set

M : K → 2K

(x, v1, . . . , vm) 7→
(

− z +Ax
)

×
(

r1 +B−1

1
v1
)

× . . .×
(

rm +B−1
m vm

)

. (3.7)

Since the operators A and (Bi)1≤i≤m are maximally monotone, M is maximally monotone [6,
Propositions 20.22 and 20.23]. We also introduce

S : K → K (3.8)

(x, v1, . . . , vm) 7→
( m
∑

i=1

ωiL
∗
i vi,−L1x, . . . ,−Lmx

)

. (3.9)

Note that S is linear, bounded, and skew (i.e, S∗ = −S). Hence, S is maximally monotone [6, Ex-
ample 20.30]. Moreover, since domS = K, M +S is maximally monotone [6, Corollary 24.24(i)].
Since, for every i ∈ {1, . . . ,m}, Di is νi-strongly monotone, D−1

i is νi-cocoercive. Let us prove
that

Q : K → K

(x, v1, . . . , vm) 7→
(

Cx,D−1

1
v1, . . . ,D

−1
m vm

)

(3.10)

is β-cocoercive with
β = min{µ, ν1, . . . , νm}. (3.11)

5



For every (x, v1, . . . , vm) and every (y,w1, . . . , wm) in K, we have

〈(x, v1, . . . , vm)− (y,w1, . . . , wm) | Q(x, v1, . . . , vm)−Q(y,w1, . . . , wm)〉K

= 〈x− y | Cx− Cy〉+
m
∑

i=1

ωi

〈

vi − wi | D−1

i vi −D−1

i wi

〉

Gi

≥ µ‖Cx−Cy‖2 +
m
∑

i=1

νiωi‖D−1

i vi −D−1

i wi‖2Gi

≥ β

(

‖Cx− Cy‖2 +
m
∑

i=1

ωi‖D−1

i vi −D−1

i wi‖2Gi

)

= β‖Q(x, v1, . . . , vm)−Q(y,w1, . . . , wm)‖2K. (3.12)

Therefore, by (1.1), Q is β-cocoercive. It is shown in [16, Eq. (3.12)] that under the condition (3.1),
zer(M + S +Q) 6= ∅. Moreover, [16, Eq. (3.21)] and [16, Eq. (3.22)] yield

(x,v) ∈ zer(M + S +Q) ⇒ x ∈ P and v ∈ D. (3.13)

Now, define

V : K → K

(x, v1, . . . , vm) 7→
(

τ−1x−
m
∑

i=1

ωiL
∗
i vi, σ

−1

1
v1 − L1x, . . . , σ

−1
m vm − Lmx

)

. (3.14)

Then V is self-adjoint. Let us check that V is ρ-strongly positive. To this end, define

T : H → G : x 7→
(√

σ1L1x, . . . ,
√
σmLmx

)

. (3.15)

Then,

(∀x ∈ H) ‖Tx‖2G =

m
∑

i=1

ωiσi‖Lix‖2Gi
≤ ‖x‖2

m
∑

i=1

ωiσi‖Li‖2, (3.16)

which implies that

‖T ‖2 ≤
m
∑

i=1

ωiσi‖Li‖2. (3.17)

Now set

δ =

(

√

√

√

√τ

m
∑

i=1

σiωi‖Li‖2
)−1

− 1. (3.18)

Then, it follows from (3.2) that δ > 0. Moreover, (3.17) and (3.18) yield

τ‖T ‖2(1 + δ) ≤ τ(1 + δ)

m
∑

i=1

ωiσi‖Li‖2 = (1 + δ)−1. (3.19)
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For every x = (x, v1, . . . , vm) in K, by using (3.19), we obtain

〈x | V x〉K = τ−1‖x‖2 +
m
∑

i=1

σ−1

i ωi‖vi‖2Gi
− 2

m
∑

i=1

ωi 〈Lix | vi〉Gi

= τ−1‖x‖2 +
m
∑

i=1

σ−1

i ωi‖vi‖2Gi
− 2

m
∑

i=1

ωi

〈√
σiLix | √σi

−1
vi

〉

Gi

= τ−1‖x‖2 +
m
∑

i=1

σ−1

i ωi‖vi‖2Gi
− 2

〈

Tx | (√σ1
−1

v1, . . . ,
√
σm

−1
vm)

〉

G

≥ τ−1‖x‖2 +
m
∑

i=1

σ−1

i ωi‖vi‖2Gi
−
(

‖Tx‖2G
τ(1 + δ)‖T ‖2 + τ(1 + δ)‖T ‖2

m
∑

i=1

σ−1

i ωi‖vi‖2Gi

)

≥
(

1− (1 + δ)−1
)

(

τ−1‖x‖2 +
m
∑

i=1

σ−1

i ωi‖vi‖2Gi

)

≥
(

1− (1 + δ)−1
)

min{τ−1, σ−1

1
, . . . , σ−1

m }‖x‖2K
= ρ‖x‖2K. (3.20)

Therefore, V is ρ-strongly positive. Furthermore, it follows from (3.20) that

V −1 exists and ‖V −1‖ ≤ ρ−1. (3.21)

(i): We first observe that (3.3) is equivalent to

(∀n ∈ N)

























τ−1(xn − pn)−
∑m

i=1
ωiL

∗
i vi,n − Cxn ∈
−z +A(pn − a2,n) + a1,n − τ−1a2,n

xn+1 = xn + λn(pn − xn)
for i = 1, . . . ,m








σ−1

i (vi,n − qi,n)− Li(xn − pn)−D−1

i vi,n ∈
ri +B−1

i (qi,n − bi,n)− Lipn + ci,n − σ−1

i bi,n
vi,n+1 = vi,n + λn(qi,n − vi,n).

(3.22)

Now set

(

∀n ∈ N
)































xn = (xn, v1,n, . . . , vm,n)

yn = (pn, q1,n, . . . , qm,n)

an = (a2,n, b1,n, . . . , bm,n)

cn = (a1,n, c1,n, . . . , cm,n)

dn = (τ−1a2,n, σ
−1

1
b1,n, . . . , σ

−1
m bm,n).

(3.23)

We have
∑

n∈N

‖an‖K < +∞,
∑

n∈N

‖cn‖K < +∞, and
∑

n∈N

‖dn‖K < +∞. (3.24)

Furthermore, (3.22) yields

(∀n ∈ N)

⌊

V (xn − yn)−Qxn ∈ (M + S)(yn − an) + San + cn − dn

xn+1 = xn + λn(yn − xn).
(3.25)
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Next, we set
(∀n ∈ N) bn = V −1

(

(S + V )an + cn − dn

)

. (3.26)

Then (3.24) implies that
∑

n∈N

‖bn‖K < +∞. (3.27)

Moreover, using (3.21) and (3.26), we have

(∀n ∈ N) V (xn − yn)−Qxn ∈ (M + S)(yn − an) + San + cn − dn

⇔ (∀n ∈ N) (V −Q)xn ∈ (M + S + V )(yn − an) + (S + V )an + cn − dn

⇔ (∀n ∈ N) yn =
(

M + S + V
)−1
(

(V −Q)xn − (S + V )an − cn + dn

)

+ an

⇔ (∀n ∈ N) yn =
(

Id+ V −1(M + S)
)−1(

(

Id− V −1Q
)

xn − bn

)

+ an. (3.28)

We derive from (3.25) that

(∀n ∈ N) xn+1 = xn + λn

(

(

Id+ V −1(M + S)
)−1(

xn − V −1Qxn − bn
)

+ an − xn

)

= xn + λn

(

JA
(

xn −Bxn − bn
)

+ an − xn

)

, (3.29)

where
A = V −1(M + S) and B = V −1Q. (3.30)

Algorithm (3.29) has the structure of the forward-backward splitting algorithm [13]. Hence, it
is sufficient to check the convergence conditions of the forward-backward splitting algorithm [13,
Corollary 6.5] to prove our claims. To this end, let us introduce the real Hilbert space KV with
scalar product and norm defined by

(

∀(x,y) ∈ K×K
)

〈x | y〉
V

= 〈x | V y〉K and ‖x‖V =
√

〈x | V x〉K, (3.31)

respectively. Since V is a bounded linear operator, it follows from (3.24) and (3.27) that

∑

n∈N

‖an‖V < +∞ and
∑

n∈N

‖bn‖V < +∞. (3.32)

Moreover, since M + S is monotone on K, we have

(

∀(x,y) ∈ K×K
)

〈x− y | Ax−Ay〉
V

= 〈x− y | V Ax− V Ay〉K
= 〈x− y | (M + S)x− (M + S)y〉K (3.33)

≥ 0. (3.34)

Hence, A is monotone on KV . Likewise, B is monotone on KV . Since V is strongly positive,
and since M + S is maximally monotone on K, A is maximally monotone on KV . Next, let us
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show that B is (βρ)-cocoercive on KV . Using (3.12), (3.20) and (3.21), we have

(

∀(x,y) ∈ KV ×KV

)

〈x− y | Bx−By〉
V

= 〈x− y | V Bx− V By〉K
= 〈x− y | Qx−Qy〉K
≥ β‖Qx−Qy‖2K
= β‖Qx−Qy‖K‖Qx−Qy‖K
= β‖V −1‖−1‖V −1‖‖Qx−Qy‖K‖Qx−Qy‖K
≥ β‖V −1‖−1‖V −1Qx− V −1Qy‖K‖Qx−Qy‖K
≥ β‖V −1‖−1

〈

V −1Qx− V −1Qy | Qx−Qy
〉

K

= β‖V −1‖−1 〈Bx−By | Qx−Qy〉K
= β‖V −1‖−1‖Bx−By‖2V
≥ βρ‖Bx−By‖2V . (3.35)

Hence, by (1.1), B is (βρ)-cocoercive on KV . Moreover, it follows from our assumption that
2βρ > 1. Altogether, by [13, Corollary 6.5] the sequence (xn)n∈N converges weakly in KV to some
x = (x, v1, . . . , vm) ∈ zer(A+B) = zer(M +S +Q). Since V is self-adjoint and V −1 exists, the
weak convergence of the sequence (xn)n∈N to x in KV is equivalent to the weak convergence of
(xn)n∈N to x in K. Hence, xn ⇀ x ∈ zer(M + S +Q). It follows from (3.13) that x ∈ P and
(v1, . . . , vm) ∈ D. This proves (i).

(ii)&(iii): It follows from [13, Remark 3.4] that

∑

n∈N

‖Bxn −Bx‖2V < +∞. (3.36)

On the other hand, from (3.20) and (3.36) yield Bxn−Bx = V −1(Qxn−Qx) → 0, which implies
that Qxn −Qx → 0. Hence,

Cxn → Cx and
(

∀i ∈ {1, . . . ,m}
)

D−1

i vi,n → D−1

i vi. (3.37)

If C is uniformly monotone at x, then there exists an increasing function φC : [0,+∞[ → [0,+∞]
vanishing only at 0 such that

φC(‖xn − x‖) ≤ 〈xn − x | Cxn − Cx〉 ≤ ‖xn − x‖ ‖Cxn −Cx‖. (3.38)

Notice that (xn−x)n∈N is bounded. It follows from (3.37) and (3.38) that xn → x. This proves (ii),
and (iii) is proved in a similar fashion.

Remark 3.2 Here are some remarks concerning the connections between our framework and
existing work.

(i) The strategy used in the proof of Theorem 3.1(i) is to reformulate algorithm (3.3) as a
forward-backward splitting algorithm in a real Hilbert space endowed with a suitable norm.
This renorming technique was used in [22] for a minimization problem in finite-dimensional
spaces. The same technique is also used in the primal-dual minimization problem of [18].
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(ii) Consider the special case when z = 0, and (Bi)1≤i≤m and (Di)1≤i≤m are as in (1.4). Then
algorithm (3.3) reduces to

(∀n ∈ N) xn+1 = xn + λn

(

JτA

(

xn − τ(Cxn + a1,n)
)

+ a2,n − xn

)

, (3.39)

which is the standard forward-backward splitting algorithm [13, Algorithm 6.4] where the
sequence (γn)n∈N in [13, Eq. (6.3)] is constant.

(iii) The inclusions (1.7) and (1.8) in Example 1.3 can be solved by [7, Theorem 3.8]. However, the
algorithm resulting from (3.3) in this special case is different from that of [7, Theorem 3.8].

(iv) In Problem 1.1, since C and (D−1

i )1≤i≤m are cocoercive, they are Lipschitzian. Hence,
Problem 1.1 can be solved by the algorithm proposed in [16, Theorem 3.1], which has a
different structure from the present algorithm.

(v) Consider the special case when z = 0 and (∀i ∈ {1, . . . ,m}) Gi = H, Li = Id,D−1

i = 0, ri = 0.
Then the primal inclusion (1.2) reduces to

find x ∈ H such that 0 ∈ Ax+

m
∑

i=1

ωiBix+ Cx. (3.40)

This inclusion can be solved by the algorithm proposed in [26], which is not designed as a
primal-dual scheme.

4 Application to minimization problems

We provide an application of the algorithm (3.3) to minimization problems, by revisiting [16,
Problem 4.1].

Problem 4.1 Let H be a real Hilbert space, let z ∈ H, let m be a strictly positive integer, let
(ωi)1≤i≤m be real numbers in ]0, 1] such that

∑m
i=1

ωi = 1, let f ∈ Γ0(H), and let h : H → R

be convex and differentiable with a µ−1-Lipschitzian gradient for some µ ∈ ]0,+∞[. For every
i ∈ {1, . . . ,m}, let Gi be a real Hilbert space, let ri ∈ Gi, let gi ∈ Γ0(Gi), let ℓi ∈ Γ0(Gi) be
νi-strongly convex, for some νi ∈ ]0,+∞[, and suppose that Li : H → Gi is a nonzero bounded
linear operator. Consider the primal problem

minimize
x∈H

f(x) +

m
∑

i=1

ωi(gi � ℓi)(Lix− ri) + h(x)− 〈x | z〉 , (4.1)

and the dual problem

minimize
v1∈G1,...,vm∈Gm

(f∗
� h∗)

(

z −
m
∑

i=1

ωiL
∗
i vi

)

+
m
∑

i=1

ωi

(

g∗i (vi) + ℓ∗i (vi) + 〈vi | ri〉Gi

)

. (4.2)

We denote by P1 and D1 the sets of solutions to (4.1) and (4.2), respectively.
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Corollary 4.2 In Problem 4.1, suppose that

z ∈ ran

(

∂f +
m
∑

i=1

ωiL
∗
i

(

(∂gi � ∂ℓi)(Li · −ri)
)

+∇h

)

. (4.3)

Let τ and (σi)1≤i≤m be strictly positive numbers such that

2ρmin{µ, ν1, . . . , νm} > 1,where ρ = min
{

τ−1, σ−1

1
, . . . , σ−1

m

}

(

1−

√

√

√

√τ

m
∑

i=1

σiωi‖Li‖2
)

. (4.4)

Let ε ∈ ]0, 1[ and let (λn)n∈N be a sequence in [ε, 1], let x0 ∈ H, let (a1,n)n∈N and (a2,n)n∈N be

absolutely summable sequences in H. For every i ∈ {1, . . . ,m}, let vi,0 ∈ Gi, and let (bi,n)n∈N and

(ci,n)n∈N be absolutely summable sequences in Gi. Let (xn)n∈N and (v1,n, . . . , vm,n)n∈N be sequences

generated by the following routine

(∀n ∈ N)

























pn = proxτf

(

xn − τ
(

∑m
i=1

ωiL
∗
i vi,n +∇h(xn) + a1,n − z

))

+ a2,n

yn = 2pn − xn
xn+1 = xn + λn(pn − xn)
for i = 1, . . . ,m
⌊

qi,n = proxσig
∗

i

(

vi,n + σi

(

Liyn −∇ℓ∗i (vi,n) + ci,n − ri

))

+ bi,n

vi,n+1 = vi,n + λn(qi,n − vi,n).

(4.5)

Then the following hold for some x ∈ P1 and (v1, . . . , vm) ∈ D1.

(i) xn ⇀ x and (v1,n, . . . , vm,n) ⇀ (v1, . . . , vm).

(ii) Suppose that h is uniformly convex at x. Then xn → x.

(iii) Suppose that ℓ∗j is uniformly convex at vj for some j ∈ {1, . . . ,m}. Then vj,n → vj .

Proof. The connection between Problem 4.1 and Problem 1.1 is established in the proof of [16,
Theorem 4.2]. Since ∇h is µ−1-Lipschitz continuous, by the Baillon-Haddad Theorem [4, 5], it is
µ-cocoercive. Moreover since, for every i ∈ {1, . . . ,m}, ℓi is νi-strongly convex, ∂ℓi is νi-strongly
monotone. Hence, by applying Theorem 3.1(i) with A = ∂f , JτA = proxτf , C = ∇h and for every

i ∈ {1, . . . ,m}, D−1

i = ∇ℓ∗i , Bi = ∂gi, JσiB
−1

i

= proxσig
∗

i

, we obtain that the sequence (xn)n∈N
converges weakly to some x ∈ H such that

z ∈ ∂f(x) +
m
∑

i=1

ωiL
∗
i

(

(∂gi � ∂ℓi)(Lix− ri)
)

+∇h(x), (4.6)

and the sequence ((v1,n, . . . , vm,n))n∈N converges weakly to some (v1, . . . , vm) such that

(

∃ x ∈ H
)

{

z −∑m
i=1

ωiL
∗
i vi ∈ ∂f(x) +∇h(x)

(∀i ∈ {1, . . . ,m}) vi ∈ (∂gi � ∂ℓi)(Lix− ri).
(4.7)

As shown in the proof of [16, Theorem 4.2], x ∈ P1 and (v1, . . . , vm) ∈ D1. This proves (i).
Now, if h is uniformly convex at x, then ∇h is uniformly monotone at x. Hence, (ii) follows from
Theorem 3.1(ii). Similarly, (iii) follows from Theorem 3.1(iii).

11



Remark 4.3 Here are some observations on the above results.

(i) If a function ϕ : H → R is convex and differentiable function with a β−1-Lipschitzian gradi-
ent, then ∇ϕ is β-cocoercive [4, 5]. Hence, in the context of convex minimization problems,
the restriction of cocoercivity made in Problem 1.1 with respect to the problem considered
in [16] disappears. Yet, the algorithm we obtain is quite different from that proposed in [16,
Theorem 4.2].

(ii) Sufficient conditions which ensure that (4.3) is satisfied are provided in [16, Proposition 4.3].
For instance, if (4.1) has at least one solution, and if H and (Gi)1≤i≤m are finite-dimensional,
and there exists x ∈ ri dom f such that

(

∀i ∈ {1, . . . ,m}
)

Lix− ri ∈ ri dom gi + ri dom ℓi, (4.8)

then (4.3) holds.

(iii) Consider the special case when z = 0 and, for every i ∈ {1, . . . ,m}, ri = 0, σi = σ ∈ ]0,+∞[,
and

ℓi : v 7→
{

0 if v = 0,

+∞ otherwise.
(4.9)

Then, (4.5) reduces to

(∀n ∈ N)

























pn = proxτf

(

xn − τ
(

∑m
i=1

ωiL
∗
i vi,n +∇h(xn) + a1,n

))

+ a2,n

yn = 2pn − xn
xn+1 = xn + λn(pn − xn)
for i = 1, . . . ,m
⌊

qi,n = proxσg∗
i

(

vi,n + σ
(

Liyn + ci,n
)

)

+ bi,n

vi,n+1 = vi,n + λn(qi,n − vi,n),

(4.10)

which is the method proposed in [18, Eq. (36)]. However, in this setting, the conditions (4.4)
and (4.3) are different from the conditions [18, Eq. (38)] and [18, Eq. (39)], respectively.
Moreover, the present paper provides the strong convergence conditions.

(iv) In finite-dimensional spaces, with exact implementation of the operators, and with the fur-
ther restriction that m = 1, h : x 7→ 0, ℓ1 is as in (4.9), r1 = 0, and z = 0, (4.5) remains
convergent if λn ≡ λ ∈ ]0, 2[ under the same condition presented here [22, Remark 5.4]. If
we further impose the restriction λn ≡ 1, then (4.5) reduces to the method proposed in [10,
Algorithm 1]. An alternative primal-dual algorithm for this problem is proposed in [12].

Acknowledgement. I thank Professor Patrick L. Combettes for bringing this problem to my
attention and for helpful discussions.
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[26] H. Raguet, J. Fadili, and G. Peyré, Generalized forward-backward splitting, 2011.
http://arxiv.org/abs/1108.4404.

[27] R. T. Rockafellar, Duality and stability in extremum problems involving convex functions,
Pacific J. Math., vol. 21, pp. 167–187, 1967.

[28] P. Tseng, Further applications of a splitting algorithm to decomposition in variational in-
equalities and convex programming, Math. Programming, vol. 48, pp. 249–263, 1990.

[29] P. Tseng, Applications of a splitting algorithm to decomposition in convex programming and
variational inequalities, SIAM J. Control Optim., vol. 29, pp. 119–138, 1991.

[30] D. L. Zhu and P. Marcotte, Co-coercivity and its role in the convergence of iterative schemes
for solving variational inequalities, SIAM J. Optim., vol. 6, pp. 714–726, 1996.

14

http://hal.archives-ouvertes.fr/hal-00609728/fr/
http://www.optimization-online.org/DB_HTML/2010/11/2790.html
http://www.optimization-online.org/DB_HTML/2010/11/2825.html
http://arxiv.org/abs/1108.4404

	1 Introduction
	2 Notation and background
	3 Algorithm and convergence
	4 Application to minimization problems

