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A SIMPLE FINITE ELEMENT METHOD FOR THE STOKES
EQUATIONS

LIN MU * AND XIU YEf

Abstract. The goal of this paper is to introduce a simple finite element method to solve the
Stokes and the Navier-Stokes equations. This method is in primal velocity-pressure formulation and
is so simple such that both velocity and pressure are approximated by piecewise constant functions.
Implementation issues as well as error analysis are investigated. A basis for a divergence free subspace
of the velocity field is constructed so that the original saddle point problem can be reduced to a
symmetric and positive definite system with much fewer unknowns. The numerical experiments
indicate that the method is accurate and robust.
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1. Introduction. The Stokes problem is to seek a pair of unknown functions
(u; p) satisfying

(1.1) —vAu+Vp=f inQ,
V-u=0 1in{,
u=0 on01,

where v denotes the fluid viscosity; A, V, and V- denote the Laplacian, gradient,
and divergence operators, respectively; Q C R? is the region occupied by the fluid;
f = f(x) € ([L*(Q))]? is the unit external volumetric force acting on the fluid at
x € ). For simplicity, we let v = 1.

The weak formulation of the Stokes equations seeks u € [H(2)]? and p € L3(9)
satisfying

(1.4) (Vu, Vv) = (V-v, p)
(1.5) (V-u, q)

The linear Stokes equations are the limiting case of zero Reynolds number for the
Navier-Stokes equations. The Stokes equations have attracted a substantial attention
from researchers because of its close relation with the Navier-Stokes equations. Nu-
merical solutions of the Stokes equations have been investigated intensively and many
different numerical schemes have been developed such as conforming/noconforming
finite element methods, MAC method and finite volume methods. It is impossible to
cite all the references. Therefore we just cite some classic ones [6l 9] [12] [14].

In this paper, we present a finite element scheme for the Stokes equations and
its equivalent divergence free formulation. In this method, velocity is approximated

(£, v), vel[H; Q)
0, q € LE(Q).
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by weak Galerkin element of degree & = 0 and pressure is approximated by piece-
wise polynomials of degree £ = 0. Weak Galerkin refers to a general finite element
technique for partial differential equations in which differential operators are approx-
imated by weak forms as distributions for generalized functions. The weak Galerkin
finite element method first introduced in [23] [24] is a natural extension of the standard
Galerkin finite element method for functions with discontinuity.

One of the main difficulties in solving the the Stokes and the Navier-Stokes equa-
tions is that the velocity and the pressure variables are coupled in a saddle point
system. Many methods are developed to overcome this difficulty. Divergence free
finite element methods are such methods by approximating velocity from weakly or
exactly divergence free subspaces. As a consequence, pressure is eliminated from a
saddle point system, along with the incompressibility constraint resulting in a sym-
metric and positive definite system with a significantly smaller number of unknowns.
For this simple finite element formulation, a divergence free basis is constructed ex-
plicitly.

The rest of the paper is organized as follows. The finite element formulation of
this weak Galerkin method is introduced in Section 2] Implementation issues of the
method are discussed in Section [3| In Section |4} we prove optimal order convergence
rate of the method. Divergence free basis functions are constructed in Section[5} Using
these basis functions, we can derive a divergence free weak Galerkin finite element
formulation that will reduce a saddle point problem to a symmetric and positive
definite system. Numerical examples are presented in Section [6] to demonstrate the
robustness and accuracy of the method.

2. Finite Element Scheme. Let 7; be a shape-regular triangulation of the
domain © with mesh size h. Denote by &, the set of all edges or faces in T, and let
5,? = &\ be the set of all interior edges or faces. let V}, be the set of all interior
vertices in Tp,. Define Ng = card(E})), Ny = card(Vy,) and Ny = card(Ty). For every
element T' € T, we denote by hr its diameter and mesh size h = maxrep;, hr for 7p,.

The weak Galerkin methods create a new way to define a function v that allows
v taking different forms in the interior and on the boundary of the element:

Vo, in TO
v =
vy, on 0T
where Ty denotes the interior of T'. Since weak function v is formed by two parts vy
and vy, we write v as v = {vg, vp} in short without confusion. Let Py(T') denote the

set consisting all the polynomials of degree less or equal to k.
Associated with 7y, we define finite element spaces V}, for velocity

(2.1) Vi ={v ={vo, v} : volr € [Po(T)]%, vl € [Po(e)]¢, e € OT, T € Tp}
and W}, for pressure
(2.2) Wi ={q€L3(Q): qlr € P(T), T € Tp},

where L3(Q) is the subspace of Ly(f2) consisting of functions with mean value zero.
We define V) a subspace of V}, as

(2.3) V2 ={v ={vo,vp} € Vi : v;, =0 on 99Q}.

We would like to emphasize that any function v € V} has a single value v, on each
edge e € &.
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Since the functions in V} are discontinuous polynomials, gradient operator V
and divergence operator V- in — cannot be applied to them. Therefore we
defined weak gradient and weak divergence for the functions in V. Let RTo(T) =
[Po(T)]% 4+ xPy(T) introduced in [20]. Let n denote the unit outward normal.

For v € V}, and T € Ty, we define weak gradient V,,v € [RTy(T)]? as the unique
polynomial satisfying the following equation

(2.4) (Vuv, ) = —(vo, V- T)p + (vp, 7 - n)or, V1 € [RTy(T)]%,
and define weak divergence V., - v € Py(T) as the unique polynomial satisfying
(2.5) (V- v,q)7 = —(vo, V@)1 + (vb, qn)or, Vq € Po(T).

Define two bilinear forms as

CL(V,W) = Z (va, VwW)Ta b(V, Q) = Z (Vw ©V, Q)T
TEThH T€Th

For each element T € Tj, denote by Qo and Qg the L? projections from L*(T)
to Po(T) and from [L%(T)]% to [Py(T)]¢ respectively. Denote by Q, the L? projection
from [L2(e)]? to [Po(e)]?.

ALGORITHM 1. A weak Galerkin method for the Stokes equations seeks uy =
(ug,up) € V¥ and p, € Wy, satisfying the following equation:

(2.6) a(up,v) —b(v,pn) = (f, vo), Vv ={vo,vp} €V
(2.7) b(uh,q) =0, Vq € Wh,.

3. Implementation of the method. The linear system associated with the
algorithm (2.6)-(2.7)) is a saddle point problem with the form,

- (& O)(E)-(R)

The methodology of implementing this weak Galerkin method is the same as
that for continuous Galerkin finite element method except that computing standard
gradient V and divergence V- are replaced by computing weak gradient V,, and weak
divergence V,,-. For basis function ©;, we will show that V,, - ©; and V,0,; can be
calculated explicitly.

The procedures of implementing the method — can be described as fol-
lowing steps. Here we let d = 2 for simplicity.

1. Find basis functions for V;, and W}. First we define two types of scalar
piecewise constant basis functions ¢; associated with the interior of the triangle T; €
T, and 1; associated with an edge e; € &, respectively,

(32) 5 1 on T2, 5 1 on e;.
3.2 i = P =
0 therwise, ! 0 therwise,

Please note that ¢; and v; are functions defined over the whole domain 2. Then we
can define the vector basis functions for velocity as

(3.3) @i,l(%’), <I>z-,2<(2), i=1,---,Nr,
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and

(3.4) qf1<%) \p2<£> i=1,---,Ng.

Let n = Ny 4+ Ng. These 2n vector functions will form a basis for V;,,
Vi, =span{®; ;,i=1,--- ,Np, Uy ;,k=1,--- ,Ng, j=1,2}
(3.5) = span{Oy,---,09,}.
Define W}, as
W, =span{¢y, -+, N, }-

The pressure space is a subspace of Wy,
Wy, = {q € Wh,/ qdxr = 0}.
Q

2. Compute weak gradient V,, and weak divergence V,,- for the basis function
O, defined in (3.5). By the definition of ©;, to compute V,, - ©;, we compute V,, - ®; ;
and V,, - ¥, ; instead. To find V,,0;, we just need to compute V,,¢; and V,1;.

e Computing V,, - @; ;.
Using (2.5, we have V,, - ®; ;|7 =0 for all T € Tj,.

e Computing V,, - ¥; ;.
Assume that i'" edge e; is on 0T and ¥, ; is defined in (3.4). Then

1
(36) Vw . \Ili,j|T = |,1_'|/ \I/i,j,b . IldS,

where |T'| is the area of T and ¥; ; = {¥; j 0, ¥; ;»}. Note that V,, - ¥, ; is
only nonzero on two triangles that share e;.

e Computing V,,¢;.
Let T be the *" triangle in 77, and ¢; be defined as in 1) Then V., ¢; is
only nonzero on T and can be calculated by
Vuodilr = —Cr(x — x7),

2|T|

where x7 is the centroid of T' and Cp = ———-.
HX_XTHT

e Computing V,1;.
Assume that it" edge e; is on 9T and 1; is defined in (3.2). Then

leil
T

Note that V,,1; is only nonzero on two triangles that share e;.
3. Form the stiffness matrix with

A = (aij) = (a(0:,05)), B = (bij) = (b(6i, 95)).

C
Vothilr = %(x —x7) +

Note that

a(04,0;) = Y (VuOi, Vu®))r, b(040;) = Y (V- 60i,6)).
TeTh TeTh
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4. Error estimate. Denote by 7, a L? projection from [L?(T)]?*4 to [RTy(T))%.
We also define a projection II; such that IT,q € [H(div,2)]¢, and on each T € Ty,
one has II,q € [RTy(T)]* and the following equation satisfied:

(V-q, vo)r = (V-Tlhq, vo)r,  Vvo € [Ro(T)]".
For any 7 € [H(div, Q)]¢, we have (see [2])

(41) Z (—V © T, VO)T = Z (HhT, VwV)T, Vv = {V07Vb} eV,

TETh TETh

The following two identities can be verified easily and also can be found in [23] 24].

(4.2) VuQru = m,(Vu),
(4.3) Vi - Qpu=Qo(V-u).
We introduce two semi-norms ||v|| and || - ||1,;, as follows:
(4.4) IVII* = a(v, v),
(4.5) VT, = D (IVvollF + hztlIvo = vull3r) -
TeTh

The following norm equivalences is proved in [I§] that there exist two constants
C1 and C5 independent of h satisfying

(4.6) Cillvlin < vl < Callvifa,n.

LEMMA 4.1. The semi-nome || - || defined in is a norm in V0.

Proof. We only need to prove v = 0 if [|v]| = 0 for all v € V2. Let v € V}! and
[lv]]1,n, = 0. Then we have Vvg =0 oneach T € Ty, , vg =vp 0n € € S,g and v, = 0 for
e on 0N). Vuyg =0 on T implies that vy is a constant on each T. vy = v, on e means
that vy is continuous. With vg = v, = 0 on 92, we conclude v = 0 and prove that
[ - ll1,» is @ norm in V. Combining it with (4.6), we have proved that || - || is a norm
in V9. 0

Define two linear functionals on V0 by

lu(v) = Z (I Vu — 1, Vu, Vo v)r,  £(v) = Z (vo = Vs, (p— Qop)n)yr.
TETh TeTh

LEMMA 4.2. Let e, = Qpu —u, = {eg, e} = {Qou — ug, Qpu — w} and
en = Qop — pn. Then, the following equations hold true

(4.7) alen,v) —b(v,ep) = —lu(v) —€,(v), Vv € VY,
(48) b(eh,q) = 0, Vq e Wy,

Proof. Testing by v = {vo, vy} € V}! gives
(4.9) (=V - (Vu), vo) + (Vp, vo) = (f,vo).
Equations (4.1)) and (4.2) imply

S (=Y (Vu), vo)r = Y (VW Vyv)r = Y (I Va — 1V, Vo v)r + (VuQau, Vi v)r).
TETh TeTh TeTh
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It follows from (2.5), the integration by parts and the fact » - (v, p n)ox =0
that for v € V2

(Vp, vo)= > (=(p, V-vo)r + (pn, vo)y)

TeTh

= > (=(Qop, V-vo)r + (pn, Vo — Vi)7)
TETh

= > ((vo, VQop)r — (Qopn, o)y + (pn, Vo — Vi)r)
TET

= —b(v,Qop) + Y (Vo= Vb, (p— Qop)n)yp-

TETh

Combining two equations above with (4.9), we have
(4.10) a(Qru,v) = b(v,Qop) = (£, vo) — Lu(v) — Lp(V).
Using (4.3]) and (1.2]), we have that for any ¢ € W},

b(Quug) = > (Vo - Quu,g)r = Y (Qo(V-u),q)r

TeTh TETh
(4.11) = Y (V-u,q)r = b(u,q) =0,
TETh

The differences of (2.6)-(2.7) and (4.10)-(4.11) yield (4.7)-(4.8). The proof is com-
pleted. O

LEMMA 4.3. For any p € Wy, then there exists a constant C' independent of h
such that

AV
(412) sup TV ) .
veve vl
Proof. For a given p € W), C L3(Q), it is well known that there exists v €
[HZ()]¢ such that

(4.13) —_— > C| Pll-
ey = Clel
Let v = Qpv. implies
(4.14) IVl = Vvl = [Vl Qi¥)| = [ 99 < V9]

It follows from (4.3)) and the definition of 7,
(V- v, p) = (Vu - Quv, p) = (Qo(V V), p) = (V-
Using the equation above, (4.13]) and (4.14)), we have

(vwvvp) > (v{}yp)
vl = vl

<

; P)-

> Cllpl|-

We proved the lemma. O



For any function ¢ € H(T), the following trace inequality holds true

(4.15) lell2 < C (hz'lleliF + hellVelT) -

THEOREM 4.4. Let (u,p) € [HE(Q) N H2(Q)]? x LE(Q) N HY(Q) and (up,pp) €

Vi, x Wy, be the solutions of ' ' and (@ (-) respectively. Then

(4.16) [V (Qru —up)|| + [|Qop — prll < Ch([lull2 + [p[l1),
(4.17) 1Qou — ol < CR?(|[ullz + [Ipll1).

Proof. Letting v = e, and ¢ = ¢, in (4.7)-(4.8) and adding the two equations
yield

(4.18) llenll” = alen. en) = [tulen) + fp(en)]-

It follows from the definitions of II;, and 7 that

[tu(en)| =1 > (M Vu—mVu, Vien)r|
TeTh

> IT.Vu = m,Vullr | Vwen||z]| < Chllulsles-
TETh

(4.19)

IN

Using the trace inequality (4.15]), the definition of Q¢ and norm equivalence (4.6)), we
have

[€p(en)] = | Z (€0 —ep, (p— Qop)n) sy

TETh
< > llp— Qopllorlleo — e
TeTh
< (D Bl —Qoplr) * (Y bt leo — ewll3r) '/
TeTh TETh
(4.20) < Ch|lpll1flen]l-

Combining the estimates (4.19)-(4.20) and (4.18) gives

(4.21) llenll < Ch(llullz + lipl)1)-
Using (4.7] . and - -, we have
(4.22) b(v,en)| = lalen, v) + Lu(v) + £, (v)| < Ch([[ullz + [[pl[)]v]]-

It follows from (4.12]) and ( -

|Qop — prll < Ch([ullz + [pll)-

The estimate (4.17) can be derived by using the standard duality argument. The
main goal of this paper is about introducing a new method and how to implement it.
We skip the proof of (4.17). O



FIG. 5.1. Hull Hp, .

5. Discrete Divergence Free Basis. The finite element formulations (2.6)-
lead to a large saddle point system for which most existing numerical
solvers are less effective and robust than for definite systems. Such a saddle-point
system can be reduced to a definite problem for the velocity unknown defined in a
divergence-free subspace Dy, of V)2,

(5.1) Dy ={veV,;bv,q =0, VqeW,}.

By taking the test function from Dy, the discrete formulation (2.6)-(2.7)) is equiv-
alent to the following divergence-free finite element scheme:

ALGORITHM 2. A discrete divergence free approximation for — with
homogeneous boundary condition is to find uy, = {ug,up} € Dy,

(5.2) a(up, v)=(f, vo), Vv ={vq,vp}€ Dy.

The system (5.2) is symmetric and positive definite with much fewer unknowns.
To implement Algorithm [2] we need to construct basis functions for the divergence
free subspace Djy. There are three types of functions in V, that are divergence free.

Type 1. All ®; ; defined in are divergence free. This can be verified easily.
Since all the functions ®; ; defined in (3.3) take zero value on 0T for all T € Ty, it
follows from that Vo - ®; j|r = |71“|’8T ®; - -nds =0.

Type 2. For any e; € £, let n., and t., be a normal vector and a tangential
vector to e; respectively. Define T; = C1¥; 1 + C2¥; o such that T;|e, = t.,. Thus
Y; is only nonzero on e;. It is easy to see that V,, - Ti|7r = ﬁ faT T;p-nds=0.

Type 3. For a given interior vertex P; € Vj, there are r elements having P; as a
vertex which form a hull Hp, as shown in Figure m Then there are r interior edges
ej (j = 1,---,r) associated with Hp,. Let n.;, be a normal vector on e; such that
normal vectors ne; j = 1,---,r are counterclockwise around vertex P; as shown in
Figure For each ej, let ¥;; and ¥; o be the two basis functions of Vj, which is
only nonzero on e;. Define ©; = C1V;; +Cy¥; 5 € Vj such that O, = n.;. Define
Ni=3T0 ﬁ@j. It can be shown that V,, - A; = 0 (see [16] for the details)

LEMMA 5.1. These three types of divergence free functions form a basis for Dy,
i.e.

(53) Dh :span{<I>i7j7i:17~-~ ,NT,j: 1,2;T¢,7;= 1,--~ 7NE;Ai,i: 1,"- ,Nv}.



Proof. Tt is easy to check that all the weakly divergence free functions in
are linearly independent. It is left to check that the number of the basis functions in
is equal to the dimension of Dy. Obviously, the number of the functions in
is 2N1 + Ng + Ny. On the other hand we have

dim(Dy,) = dim(Vy,) — dim(Wy,) = 2Nt 4 2Ng — Np + 1.
For 7y, it is well known as Euler formula that
(54) Ng +1= Ny + Ng.

Using (5.4)), we have

We have proved the lemma. 0

6. Numerical Examples. In this section, six numerical examples are tested for
the two dimensional Stokes equations (1.1)-([L.3). The numerical experiments indicate
that the weak Galerkin methods are robust, accurate and easy to implement.

6.1. Example 1. We first consider the Stokes equations with homogeneous
boundary condition defined on a square (0,1) x (0,1). The exact solutions are given
by

" ( 27 sin(mz) sin(mwz) cos(my) sin(my) )
—27 sin(7x) sin(my) cos(nzx) sin(my) /

and
p = cos(mx) cos(my).

The uniform triangular mesh is used for testing. Denote mesh size by h. The numerical
results of Algorithm 1 are presented in Table These results show the O(h) error of
the velocity in the H'—norm and pressure in the L?—norm as predicted by Theorem
Convergence rate of O(h?) for velocity in the L?—norm is observed.
Furthermore, the divergence free weak Galerkin Algorithm 2 is tested for this
example. The weakly divergence-free subspace Dj is constructed as described in
previous section. By using the basis functions in Dy, the saddle-point system —
is reduced to a definite system only depending on velocity unknowns. The
numerical performance of velocity measured in H'—norm and L?—norm is shown in

Table [6.2]

6.2. Example 2. The purpose of this example is to test the robustness and
accuracy of this WG method for handling non-homogeneous boundary condition and
complicated geometry.

Consider the Stokes equations with non-homogeneous boundary condition that
have the exact solutions

x+ 2% — 2zy + 2% — 3xy? + 2%y
u=\_ 2 9.2 3.2
y—2zy+y -3y +y’ —zy

and

p=xy+x+y+ady? —4/3.
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TABLE 6.1
Example Numerical results of Algorithm 1.

[ h [ llun — Quull [luo — Qoull [|Qop — pall |
1/4 4.0478 3.7181e-1 1.7906
1/8 1.8723 9.8624e-2  8.7513e-1
1/16 9.1907e-1 2.5276e-2  4.121le-1
1/32 4.5785¢-1 6.3793¢-3  2.0019e-1
1/64 2.2874e-1 1.5992e-3  9.9207e-2
1/128 1.1435e-1 4.0009¢-4  4.9486e-2
[OMm"),r=] 1.0238 1.9750 1.0386 |
TABLE 6.2

Ezample Numerical results of Algorithm 2.

L [l —Quull uo— Qoul |
1/4 6.3120 2.6300e-1
1/8 3.3499 6.9789¢-2
1/16 1.7174 1.7890¢-2
1/32 8.6696¢-1 4.5154¢-3
1/64 4.3468¢-1 1.1320e-3
1/128 2.1750e-1 2.8320e-4
[Om"),r =1 9.7484e-01 1.9748 |
1
0.8
0.6
0.4
0.2
00 0.2 0.4 0.6 0.8 1

Fic. 6.1. Example@ Initial mesh.

In this example, domain  is derived from a square (0,1) x (0,1) by taking out
three circles centered at (0.5,0.5), (0.2,0.8), (0.8,0.8) with radius 0.1. We start the
weak Galerkin simulation on the initial mesh as shown in Figure Then each
refinement is obtained by dividing each triangle into four congruent triangles.

Table displays the errors and convergence rate of the numerical solution of
Algorithm 1. Optimal order convergence rates for velocity and pressure are observed

in corresponding norms.
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TABLE 6.3
Example Numerical results of Algorithm 1.

| h [ Tun — Qrul|  Jluo — Qoul  [[Qop — pall ||
Level 1 1.5123e-1 6.5055e-3 2.2512e-1
Level 2 7.6271e-2 1.7736e-3 9.6785e-2
Level 3 3.8276e-2 4.6167e-4 4.0673e-2
Level 4 1.9168e-2 1.1707e-4 2.3700e-2
Level 5 9.5900e-3 2.9394e-5 1.9385e-2

H Oh"),r = H 9.9506e-1 1.9501 9.1053e-1 H

6.3. Example 3. Let (u,p) as follows

1 — e cos(2my
u= < A Az ( )> b=

2z
5-e 7 sin(27y) e 4G

1
2
be the exact solution of the Stokes equations,

1

(6.1) =

Au+Vp=f, V-u=0inQ,

where A = Re/2—y/Re? /4 + 472 and Re is the Reynolds number. Let Q = (—1/2,3/2)x

(0,2). The Dirichlet boundary condition for velocity is considered in this example.
In Table [6.4] we demonstrate the error profiles and convergence rates of the nu-

merical solution of Algorithm 1 with Re = 1, 10, 100, 1000. The streamlines of

velocity and color contour of pressure for Re = 1, 10, 100, 1000 are plotted in Figure

6.4. Example 4. Two dimensional channel flow around a circular obstacle is
simulated in this problem. We consider the Stokes equations with non-homogeneous
boundary condition:

(1,0)t, ifz=0;
u|59 =g = (1,0)t, if x = 1;
(0,0)t, else.

Let Q = (0,1) x (0,1) with one circular hole centered at (0.5,0.5), with radius 0.1.

We start with initial mesh and then refined the mesh uniformly. Level 1 mesh
and level 2 mesh are shown in Figure [6.3] The velocity fields of Algorithm 1 on level
1 and level 2 meshes are shown in Figures The streamlines of velocity and color
contour of pressure are plotted in Figure [6.5

6.5. Example 5. This example is used to test the backward facing step problem.
This example is a benchmark problem. Let Q = (—2,8) x (=1,1)\[-2,0] x [-1, 0],
consider the Stokes problem with f = 0, and Dirichlet boundary condition as:

(7y(y - 1)/10, O)ta ifz= —2;
u‘BQ =g= (—(y+1)(y—1)/80,0)t, if 2 =8
(0,0)", else.

Figure plots the streamlines of velocity and color contour of pressure. The
plot shows that the pressure is high on the left and low on the right. A zoom figure of
lower left corner [0,0.5] x [—1,—0.65] is plotted in Figure which shows one eddy.
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TABLE 6.4
Ezample[6.3: Numerical results of Algorithm 1.

h | Jlupn — Quul| order | [lug — Qoul| order | [|Qop—pn|| order
Re=1
1/8 4.2375e+1 4.2372 2.9223e+1

1/16 2.4722e+1  7.7742e-1 1.3963 1.6015 | 1.2713e+1  1.2008
1/32 1.3100e+1  9.1623e-1 3.9686e-1 1.8149 5.2018 1.2892
1/64 6.6667¢ 9.7452e-1 1.0374e-1 1.9357 2.3142 1.1685
1/128 3.3504e 9.9264e-1 2.6294e-2 1.9802 1.1550 1.0026

Re =10
1/8 6.0606 2.0457 7.6173e-1
1/16 3.2851 8.8352e-1 5.9724e-1 1.7762 | 2.9472e-1 1.3699
1/32 1.6896 9.5926e-1 1.5926e-1 1.9069 1.1379¢-1 1.3730

1/64 8.5296e-1 9.8613e-1 4.0832e-2 1.9636 | 4.5851e-2 1.3113
1/128 4.2787e-1 9.9531e-1 1.0306e-2 1.9862 1.9770e-2 1.2136
Re =100
1/8 5.5209e-1 6.7127e-1 1.5818e-2
1/16 2.7981e-1 9.8046e-1 1.7946e-1 1.9032 | 6.7914e-3 1.2198
1/32 1.4063e-1 9.9254e-1 4.5955e-2 1.9654 | 2.9102e-3 1.2226
1/64 7.0434e-2 9.9756e-1 1.1575e-2 1.9892 1.3386e-3 1.1204
1/128 3.5235e-2 9.9926e-1 2.9001e-3 1.9968 | 6.4795e-4  1.0468
Re = 1000
1/8 2.0636e-1 8.1461e-1 1.8694e-3
1/16 1.0436e-1 9.8359%-1 2.1625e-1 1.9134 | 7.6097e-4  1.2967
1/32 5.2395e-2 9.9407e-1 5.5149e-2 1.9713 | 3.2176e-4  1.2419
1/64 2.6230e-2 9.9821e-1 1.3868e-2 1.9916 1.4850e-4 1.1155
1/128 1.3120e-2 9.9945e-1 3.4726e-3 1.9977 | 7.2192e-5 1.0406

6.6. Example 6. The lid-driven cavity flow is considered in this example with
02 =(0,1) x (0,1), f =0, and the Dirichlet boundary condition as:

| (1,0)t, ify=1,;
u = =
=8 (0,0)¢, else.

Figure displays the color contour of pressure py, and streamlines of velocity uy,
on a uniform mesh. Two Moffat eddies at the bottom corners are detected in Figure
6.7
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