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Abstract

This paper concerns solving the sparse deconvolution and demixing problem using ℓ1,2-minimization. We
show that under a certain structured random model, robust and stable recovery is possible. The results extend
results of Ling and Strohmer [Self Calibration and Biconvex Compressive Sensing, Inverse Problems, 2015],
and in particular theoretically explain certain experimental findings from that paper. Our results do not only
apply to the deconvolution and demixing problem, but to recovery of column-sparse matrices in general.
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1 Introduction

Assume that we observe a vector v ∈ Cq1 and are told that it is a sum of r convolutions of r pairs of vectors
wi, zi, i.e.

v =
∑

i∈[r]

wi ∗ zi,

where [r] is a short-hand notation for the set {1, 2, . . . , r}. This problem is known as the blind deconvolution and
demixing problem (we need to ’demix’ each contribution wi ∗zi from the sum

∑
i wi ∗zi, as well as ’deconvolve’ the

unknown filters wi to recover the vectors zi). In general, it is of course impossible to reconstruct the pairs (wi, zi)
without any structural assumptions on them. In this work, we will assume that there exist (known) subspacesWi

∗This article has been accepted for publication in Adv. Comput. Math. The final publication is available at Springer via
DOI 10.1007/s10444-017-9533-0
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author, this is not very fortunate due to the use of the Fourier transform. Concretely, the meaning of the vectors ai being Gaussian
distributed changes meaning into something more artificial than when they are kept complex. For this reason, a change to a complex
setting was made.
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and Ui of C
q, i ∈ [r] such that wi ∈ Wi and zi ∈ Ui for each i ∈ [r]. This could in a communication application

correspond to filters wi and signals zi having certain bandwidth restrictions.
There is a standard way to transform the blind deconvolution problem into a matrix recovery problem (Ahmed,

Recht and Romberg 2014 [1]; Ling and Strohmer 2015 [11]). For certain sparsity assumptions on the vectors wi
and zi, this results in a recovery problem of a column sparse matrix tuple Z. Such problems will be the focus of
this paper.

Before discussing strategies for solving such problems, let us begin by describing the transformation procedure
in detail. Taking the Fourier transform of the above equation, we arrive at

v̂ =
∑

i∈[r]

ŵi ⊙ ẑi,

where ⊙ denotes elementwise multiplication, i.e. (x ⊙ y)i = xiyi. Let us introduces the bases (Biℓ)ℓ∈[ki] for Ŵi,

and (Aiℓ)ℓ∈[ni] for Ûi, i ∈ [r] (note that we do not assume that all subspaces have the same dimension). Then
there exists coefficients (f ik)k∈[ki] and (gij)j∈[ni], i ∈ [r], such that for all ℓ ∈ [q]

v̂ℓ =
∑

i∈[r]


 ∑

κ∈[ki]

f iκB
i
κ



ℓ


 ∑

j∈[ni]

gijA
i
j



ℓ

=
∑

i∈[r]

∑

κ∈[ki],j∈[ni]

Biκ(ℓ)f
i
κg
i
jA

i
j(ℓ)

If we define r matrices Zi ∈ Cki,ni through Zi = f i(gi)∗, i.e. Zi(κ, j) = f iκg
i
j, we see that we can write the latter

sum as

∑

i∈[r]

∑

κ∈[ki]

Biκ(ℓ)(ZiA
i
(·)(ℓ))κ =

∑

i∈[r]

〈
biℓ, Zia

i
ℓ

〉
,

where we defined new vectors aiℓ ∈ Cni and biℓ ∈ Cki through

aiℓ(j) := Aij(ℓ), biℓ(κ) := Biκ(ℓ).

Hence, we have rewritten our deconvolution problem to a problem of recovering a matrix tuple Z = (Zi) ∈⊕
i∈[r] C

ki,ni from the measurements

v̂ =


∑

i∈[r]

〈
biℓ, Zia

i
ℓ

〉


ℓ∈[q]

.

Let us denote the linear measurement map

⊕

i∈[r]

C
ki,ni → C

q, Z →


∑

i∈[r]

〈
biℓ, Zia

i
ℓ

〉


ℓ∈[q]

by A.

In this paper, we want to assume that the basis coefficients gi are sparse, a situation considered also in (Ling
and Strohmer 2015 [11]). We do not, however, pose any requirements on f i. The sparsity of the gi-coefficients
has the consequence that the matrices Zi = f i(gi)∗ are column-sparse, since only the columns corresponding to
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indices in supp gi are not equal to zero. Since it is well-known that this structure is promoted by the ℓ1,2 - norm
(Eldar and Mishali 2009 [4]; Stojnic, Parvaresh and Hassibi 2009 [14])

‖M‖1,2 =
n∑

i=1

‖M(i)‖2,

where M(i) is the i:th column of M , this naturally calls for the following recovering procedure

min ‖Z‖1,2 :=
∑

i∈[r]

‖Zi‖1,2 subject to A(Z) = b. (P1,2)

Despite this approach arguably being canonical for recovering column-sparse matrices, there has not been any
theoretical analysis of the program P1,2 when the measurement map A is as above.

The article (Ling and Strohmer 2015 [11]) has provided (in the case that r = 1) a discussion on ℓ1-minimization
for recovering Z

min ‖Z‖1 subject to A(Z) = b, (P1)

where the ℓ1-norm of a matrix is simply defined as the sum over the absolute values its entries. In particular, they
recover the well-known asymptotic result that m & sk log(nk) measurements suffices for P1 to be successful at
recovering an sk-sparse matrix in Ck,n. At the end of the paper, they perform numerical experiments which show
that ℓ1,2-minimization actually performs better than ℓ1-minimization at recovering column-sparse matrices. They
claim that they have theoretical guarantees also for the P1,2-problem, but have as of today not yet published any.

In this work, we will, to some extent, provide that missing theoretical explaination, by generalizing the results
of (Ling and Strohmer 2015, [11]). We even improve them a bit by additionally including an argument for stability
of the problem, in the sense that approximately column-sparse matrices will be approximately recovered by P1,2.
Also, our results are a bit more robust to noise. In addition to this, we consider the general case of r > 1, i.e., we
include the demixing part of the problem.

Although the main route of many of the arguments are the same as in the mentioned paper, several adjustments
has had to be made for the argument to work also for the ℓ1,2-case. Many proofs become more difficult from a
technical point of view. Also, a dual certificate type of condition for stability and robustness of ℓ1-minimization
from (Foucart and Rauhut 2013 [5]) has had to be generalized to ℓ1,2-minimization.

The remainder of this introduction is devoted to discussing related work. The rest of the paper will then be
organized as follows: in Section 2, we present the measurement model we use, our main result, as well as an
outline of the proof of it. The details of the proofs are postponed to Section 3.

1.1 Related work

ℓ1,2-minimization has been theoretically analysed before, i.e. in the resources (Eldar and Mishali 2009 [4]; Stojnic,
Parvaresh and Hassibi 2009 [14]) mentioned above. In (Asi, Mantzel and Romberg 2009 [2]), it is mentioned as
a way of solving the blind deconvolution problem, explicitly with applications in communication in mind.

ℓ1,2-minimization is by no means the only possible way to recover the matrix tuple Z. In fact, one can
alternatively use the fact each matrix Zi = f i(gi)∗ is low-rank as a prior. This naturally calls for nuclear norm-
minimization (Fazel, Recht and Parrilo 2010 [12]). The nuclear norm of a matrix tuple is canonically defined as
the sum of the nuclear norms ‖Zi‖∗ of each matrix Zi. The nuclear norm of a matrix Zi is thereby given by the
sum of the singular values of Zi. Hence,

‖Z‖∗ =
∑

i∈[r]

‖Zi‖∗ =
∑

i∈[r]

∑

j∈[ni]

σj(Zi).
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The paper (Ling and Strohmer 2015 [10]) treats recovery of low-rankmatrix tuples using nuclear norm-minimization:
they are able to prove that under several technical conditions resembling the ones we will consider in this pa-
per, q

log(q)3 & r2 max(k, n) log(r + 1) is enough to secure that the nuclear norm minimization procedure re-

covers the correct matrix tuple. In (Jung, Krahmer and Stöger 2016 [13]), it was even shown, by different
authors, that the quadratic dependence on r can be removed (to be precise, their result requires q

log(q)2 &

r(k log2(k) + n) log
(
r
√
n log(nq) + log(q)

)
).

However, as was pointed out in (Ling and Strohmer 2015 [11]), numerical experiments show that both ℓ1-
and ℓ1,2-minimization perform significantly better than nuclear norm minimization when it comes to recovering
matrices with the structure described above. This is not hard to argue heuristically: Assuming r = 1, the above
approach tries to recover a Ck,n-matrix of rank 1, which needs an order of n + k measurements. On the other
hand P1,2 (or P1) tries to recover an s-column sparse (or sk-sparse) Ck,n matrix , which only needs sk log (nk).
For really small sparsities and moderate k, sk can be smaller than n+k. Therefore, the authors of the mentioned
paper concentrate their efforts, as will we, on analysing the ℓ1-minimization (and ℓ1,2-minimization, respectively).

As observant readers already may have pointed out, the ”true dimension” of the problem of recovering a matrix
fg∗ with f ∈ Rk and g ∈ Rn s-sparse is neither s·k nor n+k, but instead s+k (a mathematically precise statement
of this claim is provided in (Kech and Krahmer 2016 [7])). As of today, to the best knowledge of the author, there
are no convex minimization procedures which succeed which such few measurements. In this context, ( Bresler,
Lee and Wu 2013 [9]) should be mentioned. In that paper, the authors describe a alternating minimization
procedure which under some additional conditions on the vectors f and g succeed with high probability already
when q is of the order of s+ k.

2 Main Result

In this section, the main result together with an outline of the proof will be presented. In order to do that, we
first need to describe our measurement model as well as the assumptions we make.

Let us begin by describing the properties of the basis vectors biℓ and a
i
ℓ. The biℓ are assumed to be fixed and

known (this corresponds to the spacesWi to be fixed and known). Also, we assume that each tuple (biℓ)ℓ∈[q] forms

a Parseval Frame of Cki , i.e
∑

ℓ∈[q]

biℓ(b
i
ℓ)

∗ = id .

In order for our proof to work, we will have to assume that the frames are somewhat well-conditioned. Concretely,
we will assume that there exists positive numbers µ− and µ+ so that q

ki
‖biℓ‖22 ∈ [µ2

−, µ
2
+] for all i and ℓ.

The vectors aiℓ are assumed to be known, but not fixed. Rather, we assume them to be independent Gaussian
vectors in their respective spaces. The spaces Ui from above are hence uniformly randomly chosen, and the
bases of them as well. A statement of the form ”the solution of P1,2 is equal to the ground truth signal with
high probability” will hence mean that the method works for a very high fraction of possible subspaces Ui and
sparsifying transforms in those respective spaces.

The signal model is as follows: we consider matrix tuples Z = (Zi)i∈[r] ∈
⊕

i∈[r] C
ki,ni , where each matrix Zi

is assumed to be column-supported on some set Si, i.e. only the columns Zi(j) for j ∈ Si are nonzero. Si has
cardinality si. Alternatively, we will sometimes speak of matrix tuples being supported on sets S =

⊗
i∈[r] Si,

with the exact same meaning. Note that the si are not assumed to be equal, and in particular, some of them
can even be equal to zero (which corresponds to Zi = 0). To simplify the notation somewhat, we will use the
following short-hands:

s =
∑

i∈[r]

si, n =
∑

i∈[r]

ni,

k∗ =max
i∈[r]

ki, k∗ = min
i∈[r]

ki

4



PM denotes the orthogonal projection on to the space of matrix tuples supported on M ⊆ ⊗
i∈[r][ni]. When

convenient, we will also use the notation XS := PSX .
It will at several places in the article come in handy to decompose the map A. We define Ai : Cki,ni → Cq

through

Ai(Z) = A((0, . . . , 0,
i

Z, 0, . . . , 0)),

and also Aij : C
ki → Cq through

Aijν = Ai(νe∗j ).

In our main result, we will assume the following asymptotics of the number of measurements q:

q & µ2
+k

∗s log

(
1 +

µ4
+k

∗
∑

i∈[r] siki

µ2
−
k∗

)
· log

(
nk∗

ǫ

)
.

ǫ > 0 is an upper bound on the failure probability. This amount of measurements is, up to logarithmic term,
more or less what could be expected: we are trying to recover a signal from a

∑
i∈[r] siki-dimensional structure

embedded in a
∑

i∈[r] niki-dimensional space. Intuitively (compare for instance (Candes and Tao 2005 [3])), this
calls for

q &
( ∑

i∈[r]

siki
)
log

( ∑

i∈[r]

niki
)

compressive measurements. Note that if the ki are not varying to much with i, we have
∑

i∈[r] siki ≈ k∗s and∑
i∈[r] niki ≈ k∗n. In particular, we have equality for r = 1.

To simplify reading the paper, let us summarize all of our assumptions in a list.

(a) a-statistics. The vectors aiℓ ∈ Cni are independent Gaussians.

(b) Parseval Frames. For each i we have
∑

ℓ∈[q]

biℓ(b
i
ℓ)

∗ = id .

(c) b-norms under control: There exists µ−, µ+ > 0 with

q
ki
‖biℓ‖22 ∈ [µ2

−, µ
2
+]

for each i and ℓ.

(d) q-asymptotics We have

q & µ2
+k

∗s log

(
1 +

µ4
+k

∗
∑

i∈[r] siki

µ2
−
k∗

)
· log

(
nk∗

ǫ

)
.

The main result of this paper reads as follows.

Theorem 2.1. Under the assumptions (a) to (d), every matrix tuple Z0 with Z0
i si-column sparse is the unique

solution of P1,2 with a probability larger than 1− ǫ.
In fact, (a) to (d) will even imply stable and robust recovery in the sense that for any matrix tuple Z0 and

y = A(Z0) + ν with ‖ν‖2 ≤ σ, with a probability larger than 1− 3ǫ, any solution Z∗ of the program

min ‖Z‖1,2 subject to ‖A(Z)− y‖2 ≤ σ

obeys

‖Z∗ −Z0‖F ≤ C1‖PScZ0‖1,2 + (C2 + C3

√
s)σ,

where C1, C2 and C2 are universal constants.
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Remark 2.2. The assumptions we have made are the same as in (Ling and Strohmer 2015 [11]), except for the
(d)-assumption. The mentioned paper only deals with the case r = 1, but in that case, their equivalent of the
(d)-assumption reads

q

log2(q)
& µ2

+ks log(nk). (d)∗

If we put ǫ = q1−α in our assumption (d) (as is made in the mentioned article) and assume that
µ2
+

µ2
−

is close to

one (note that k∗ = k∗ in the case r = 1), we arrive at

q & µ2
+ks log(1 + µ2

+sk) log(nkq
α−1). (d)r=1

Compared to (d∗), we gain a log(q)-term but lose a log(sk)-term. Since log(q) & log(1 + µ2sk) for q & sk, we
see that (d)∗ in fact implies (dr=1). Hence, the (d)r=1-assumption slightly weaker than (d)∗. The reason for this
improvement is of proof-technical nature: We apply a strong version of the Matrix Bernstein inequality, and it is
probably possible to obtain this rate also for ℓ1-minimization.

Looking a bit closer, we however find a way in which ℓ1,2-minimization inevitably outperforms ℓ1-minimization:
Under assumptions (a) to (c), together with (d)∗, the authors of the mentioned article prove that the regularized
ℓ1-minimization program, with a probability larger than q1−α (the implicit constant is dependent on the parameter
α), obeys

‖Z∗ − Z0‖F ≤ (C1 + C2

√
ks)σ

for every s-column sparse Z0. This error bound is worse than the one we prove for exactly column-sparse signals
(since

√
ks ≥ √

s), and also does not account for small deviations from the sparsity assumption. Hence, our
analysis indicates that ℓ1,2-minimization really works better than ℓ1-minimization for recovering s-column sparse
matrices using the considered type of measurements.

2.1 Outline of the proof.

The proof of Theorem 2.1 will inevitably be technically quite involved. In the following, we will describe its basic
route. All details are given in the next section. We again point out that we closely follow the paper (Ling and
Strohmer 2015 [11]).

The start of the argument is the following lemma. It is a generalization of (Foucart and Rauhut 2013 [5, Th.
4.33]), which is a corresponding statement about ℓ1-minimization. It will make use of the regularized program

min ‖Z‖1,2 subject to ‖A(Z)− y‖2 ≤ σ. (Pσ1,2)

To simplify the notation, let us introduce the short hand X̂ for the matrix tuple formed by normalizing each
column of each submatrix of X . To be precise,

X̂i(j) :=

{
Xi(j)

‖Xi(j)‖2
if Xi(j) 6= 0

0 else.

Lemma 2.3. Let Z0 ∈ ⊕
i∈[r]C

ki,ni and let S ⊆ ⊗
i∈[r][ni] be arbitrary. Consider a linear map A from⊕

i∈[r] C
ki,ni to Cq and noisy measurements y = A(Z0) + n with ‖n‖2 ≤ σ.

Suppose that

‖PSA∗APS − PS‖F→F ≤ δ max
(i,j)∈Sc

‖PSA∗Ai
j‖2→F ≤ β

for some δ ∈ [0, 1) and β ≥ 0. Also suppose that there exists a matrix tuple Y = A∗υ (an approximate dual
certificate) with

‖PS(Y − Ẑ0)‖ ≤ η, ‖YSc‖∞,2 ≤ θ and ‖υ‖2 ≤ τ
√
s.

6



If ρ = θ + ηβ
1−δ < 1, any solution Z∗ of Pσ1,2 obeys

‖Z∗ −Z0‖F ≤ C1‖PScZ0‖1,2 + (C2 + C3

√
s)σ.

The constants are given by

C1 =
2

1− ρ
+

2β

(1− ρ)(1 − δ)
C2 =

2µη

1− ρ
+

2βµη

(1− ρ)(1 − δ)
+ 2µ C3 =

2τ

1− ρ
+

2βτ

(1− ρ)(1− δ)
,

where we defined µ =
√
1+δ
1−δ .

The road ahead is now clear: what we need to do is to prove that with the assumptions we have made, the
parameters δ and β will probably be small. We will also have to construct an approximate dual certificate Y with
η, θ and τ as small as possible. Most of these proofs in the following will follow this general structure:

1. Write the stochastic matrix at hand as a sum of random, centered matrices.

2. Estimate the parameters Orlicz-Norms (see Section 3) and variances of the matrices involved.

3. Apply results about norm concentration of sums of independent matrices (see Theorem 3.3 and Corollary
3.4).

Bounding δ and β is particularly natural using the above strategy. The following results hold.

Lemma 2.4. Under the assumptions (a) to (d), we have

‖PSA∗APS − PS‖F→F ≤ 1

4
(1)

with a probability larger than 1− ǫ.

Lemma 2.5. Suppose that (1) and assumption (d) is true. Then

max
(i,j)∈Sc

‖PSA∗Ai
j‖2→F ≤ 5

4

with a probability greater than 1− ǫ.

It now only remains to construct the dual certificate Y. Although Lemma 2.3 only calls for an approximate
dual certificate, we will construct an exact one, just as in the paper (Ling and Strohmer 2015 [11]). This does
not only yield good results, but has the main technical advantage that it avoids using the so-called golfing scheme
(Gross 2011 [6]), which would need further assumptions on our frames (biℓ). It should be noted that this comes
at the cost of us not being able to consider more structured (aiℓ)-constructions. For more details on this issue,
see (Ling and Strohmer 2015 [10, 11].)

So, the certificate we will use is defined as follows:

υ = AS(A∗
SAS)

−1Ẑ0, Y = A∗υ, (2)

where we introduced the short-hand AS = APS The following lemma shows that it with very high probability
will have the properties we need.

Lemma 2.6. Under assumptions (a)-(d) and additionally that (1) is true, υ and Y defined in (2) obeys

YS = PSẐ0, ‖YSc‖∞,2 ≤ 1

2
‖υ‖ ≤ 2

√
5

3

√
s

with a probability larger than 1− ǫ.
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With the above results at hand, the main result is easily deduced.

Proof of Theorem 2.1. We want to apply Lemma 2.3. Lemma 2.4 together with assumptions (a) to (d) secure
that with a failure probability smaller than ǫ, (1) holds, i.e. that δ ≤ 1

4 . (1) also makes Lemma 2.5 appliciable,
which proves that β ≤ 5

4 with a probability of failure smaller than ǫ. It also makes the Lemma 2.6 about the dual

certificate appliciable, which implies that η = 0, τ ≤ 2
√
5

3 and θ ≤ 1
2 with a probability of failure smaller than ǫ.

All in all, ρ = θ + ηβ
1−δ ≤ 1

2 < 1 with a probability larger than 1 − 3ǫ, which is what was to be proven. The
corresponding bounds on C1, C2 and C3 are

C1 = 32
3 , C2 = 4√

5
, C3 = 96

√
5

9 .

3 Proofs

In this section, we present all of the technical details omitted above.

3.1 Lemma 2.3

Let us begin by performing a (relatively straight-forward) calculation of the subdifferential of ‖ · ‖1,2.

Lemma 3.1. Let Z0 ∈ ⊕
i∈[r]C

ki,ni be supported on the set S. Then the subdifferential of ‖ · ‖1,2 at Z0, i.e. the

set of ξ ∈ ⊕
i∈[r]C

ki,ni with the property

∀H ∈
⊕

i∈[r]

C
ki,ni : ‖Z +H‖1,2 ≥ ‖Z‖1,2 +Re(〈H, ξ〉),

is given by the direct sum of the individual sub-differentials ∂Zi
(‖ · ‖1,2), i = 1, . . . , r, where ∂Zi

(‖ · ‖1,2) is given
by

{
V ∈ C

ki,ni |V (j) = Zi(j)
‖Zi(j)‖2

, j ∈ Si, ‖V (j)‖2 ≤ 1, j /∈ Si

}
. (3)

Proof. By testing with H’s with only one Hi 6= 0, we see that ∂Z0‖ · ‖1,2 has the claimed direct sum structure.
To calculate ∂Zi

(‖ · ‖1,2), we need to characterize the matrices V with

∑

j∈[ni]

‖Zi(j) +H(j)‖2 ≥
∑

j∈Si

‖Zi(j)‖2 +Re(〈V (j), H(j)〉) +
∑

j /∈Si

Re(〈V (j), H(j)〉) (4)

for all H ∈ Cki,ni . First, it is easy to see that a matrix tuple in (3) has this property. To see that ∂Zi
‖ · ‖1,2

is contained in the set (3), begin by testing (4) with arbitrary matrices H supported on single columns with
indices in Sci . The resulting inequality implies that the corresponding columns have norm at most 1. Similarly
for j ∈ Si, by testing with the matrix with j:th column ±Zi(j) and 0 else, we see that Re(〈Zi(j), V (j)〉) = 1, i.e.

V (j) = Zi(j)
‖Zi(j)‖2

+ uj with Re(uj , Zi(j)) = 0. To see that uj = 0, test with the matrix having j:th column τuj for

τ > 0 and zero else. Since ‖v + w‖22 = ‖v‖22 + ‖w‖22 + 2Re(〈v, w〉), this implies

√
‖Zi(j)‖22 + τ2‖uj‖22 ≥ ‖Zi(j)‖2 + τ‖uj‖22 ⇒ ‖uj‖22 ≤

√
‖Zi(j)‖22 + τ2‖uj‖22 − ‖Zi(j)‖2

τ
, τ > 0.

By letting τ → 0, we obtain ‖uj‖2 = 0.

We can now prove Lemma 2.3, using the same ideas as in the proof of its ℓ1-counterpart (Foucart and Rauhut
2013 [5, Th. 4.33]).

8



Proof. Let us denote H = Z∗ −Z0. Then we have due to the triangle inequality and Lemma 3.1

‖Z∗‖1,2 = ‖Z0 +H‖1,2 ≥ ‖PSZ0 +H‖1,2 − ‖PScZ0‖ ≥ ‖PSZ0‖+Re
(〈

PSẐ0,HS
〉)

+ 〈ξSc ,HS〉 − ‖PScZ0‖

for every ξ with ‖ξ‖∞,2 ≤ 1. Now since Z0 obeys the constraint of Pσ1,2, there must be ‖Z0‖1,2 ≥ ‖Z∗‖1,2. Using
this, the above inequality, and choosing ξ appropriately, we obtain

‖HSc‖1,2 ≤ ‖Z0‖1,2 − ‖PSZ0‖1,2 + ‖PScZ0‖1,2 +
∣∣∣
〈
PSẐ0,HS

〉∣∣∣ ≤ 2‖PScZ0‖1,2 +
∣∣∣
〈
PẐ0,HS

〉∣∣∣ . (5)

Due to the first property of Y, we have
∣∣∣
〈
PSẐ0,HS

〉∣∣∣ ≤
∣∣∣
〈
PS(Ẑ0 − Y),HS

〉∣∣∣+ |〈YS ,HS〉| ≤ η‖HS‖F + |〈Y,H〉|+ |〈YSc ,HSc〉| . (6)

Due to ‖PSA∗APS − PS‖F→F ≤ δ, we furthermore have

‖HS‖F ≤ 1

1− δ
‖PSA∗APSH‖F ≤ 1

1− δ
‖PSA∗AH‖F +

1

1− δ
‖PSA∗APScH‖F . (7)

Now we estimate both of these two terms separately, starting with the second one. We have, due to

A(HSc) =
∑

(i,j)∈Sc

A(i,j)(Hi(j)),

that

‖PSA∗A(HSc)‖F ≤
∑

(i,j)∈Sc

‖PSA∗A(i,j)(Hi(j))‖F ≤ β
∑

(i,j)∈Sc

‖Hi(j)‖2 ≤ β‖HSc‖1,2, (8)

where we in the second to last step used that ‖PSA∗Ai
j‖2→F ≤ β for all (i, j) ∈ Sc. Now for the first term in (7).

Since ‖PSA∗‖22→F = ‖PSA∗APS‖F→F ≤ 1 + δ, we have

‖PSA∗A(H)‖F ≤
√
1 + δ‖A(H)‖2 ≤ 2

√
1 + δσ, (9)

where the last estimate follows from the constraint of Pσ1,2:

‖A(H)‖2 ≤ ‖A(Z0)− y‖2 + ‖y −A(Z∗)‖2 ≤ 2σ.

Combining (7) with (8) and (9),we obtain

‖HS‖F ≤ 1

1− δ

(
2
√
1 + δσ + β‖HSc‖1,2

)
(10)

We may furthermore deduce from the fact that Y = A∗υ and ‖υ‖2 ≤ 2τ
√
s

|〈Y,H〉| = |〈υ,A(H)〉| ≤ ‖υ‖2‖A(H)‖2 ≤ 2τ
√
sσ (11)

Finally, due to the second assumption on Y, |〈YSc ,HSc〉| ≤ ‖YSc‖∞,2‖HSc‖1,2 ≤ θ‖HSc‖1,2. Putting this estimate
together with (10) and (11) into (6) yields

∣∣∣
〈
PSẐ0,HS

〉∣∣∣ ≤ 2η

1− δ

√
1 + δσ +

ηβ

1− δ
‖HSc‖1,2 + 2τσ

√
s+ θ‖HSc‖1,2

Which, put into (5) and identifying the expressions defined in the statement of the theorem, reads

‖HSc‖1,2 ≤ 2‖PScZ0‖1,2 + 2ηµσ + 2τσ
√
s+ ρ‖HSc‖1,2.

Which together with (10) implies

‖H‖F ≤ ‖HS‖F + ‖HSc‖F ≤ 2µσ +

(
1 +

β

1− δ

)
‖HSc‖1,2

≤ 2µσ +

(
1 +

β

1− δ

)
· 1

1− ρ
·
(
2‖PScZ0‖1,2 + 2ηµσ + 2τσ

√
s
)
,

which is exactly what we aimed to prove.

9



3.2 A Technical Tool from Random Matrix Theory.

Just as in the paper (Ling and Strohmer [11]), the main technical tool is a version of the Matrix Berstein inequality.
We use the one from (Koltchinskii 2013 [8]). It makes use of the 1-Orlicz-Norm of a random matrix:

‖Ψ‖ψ1 = inf
u≥0

E (exp(‖Ψ/u‖2→2)) ≤ 2.

It is possible to prove (Vershynin 2012 [16, Lem 5.5]) that the Orlicz norm is equivalent to

‖Ψ‖ψ1 := sup
p≥1

p−1
E (‖Ψ‖p2→2)

− 1
p .

This makes it clear that it is reasonable to define the ψq-norm of a random variable X for q ≥ 1 through

‖X‖ψq
≃ sup

p≥1
p
−1
q E (|X |p)−

1
p .

We then have ‖|X |q‖ψ1 ≤ q‖X‖qψq
, since

‖|X |q‖ψ1 = sup
p≥1

p−1
E (|X |qp)−

1
p = sup

p≥1

(
(pq)

− 1
q q

1
q E (|X |qp)−

1
pq

)q
= sup

p≥q

(
p
− 1
q q

1
q E (|X |p)−

1
p

)q
≤ q‖X‖qψq

.

It is also clear that if X and Y are independent, we have

‖X · Y ‖ψ1 = sup
p≥1

p−1
E (|X · Y |p)−

1
p = sup

p≥1
p−

1
2E (|X |p)−

1
p · sup

p≥1
p−

1
2E (|Y |p)−

1
p = ‖X‖ψ2‖Y ‖ψ2 (12)

For a vector g = (g(1), . . . g(d)) ∈ Cd with independent Gaussian entries, with variances s
2
i , we have (see

(Vershynin 2012 [16, Example 5.8.1, Lemma 5.9] ))

‖g‖2ψ2
.

∑

i∈[d]

‖g(i)‖2ψ2
.

∑

i∈[d]

s
2
i . (13)

Remark 3.2. Note that in this paper, ‖g‖ψ2 is for a random vector g ∈ Cd, despite of the notional similarity,
not the subgaussian norm defined in (Vershynin 2012 [16]). Instead, we view it as a linear map Cd → R and use
the definition from above, i.e. ‖g‖ψq

= ‖‖g‖2‖ψq
.

With this terminology at hand, we may formulate the theorem. To keep things simple, we omit some details,
in particular regarding the values of the appearing constants. These can be found in the referenced source.

Theorem 3.3. (Simplified version of Koltchinskii 2013 [8, Theorem 4, Corollary 1])2 Consider a finite se-
quence (Ψℓ)ℓ∈[q] of independent, centered and self-adjoint random matrices with dimension M ×M , with R :=
max1≤1≤q ‖Ψℓ‖ψ1 <∞. Let S denote the matrix

S =

q∑

ℓ=1

Ψℓ

and define

σ2 := max


‖

∑

ℓ∈[q]

E (ΨℓΨ
∗
ℓ ) ‖2→2, ‖

∑

ℓ∈[q]

E (Ψ∗
ℓΨℓ) ‖2→2


 .

2In an earlier version of this article, a similar bound, which is only true for identically distributed matrices, was erroneously used.
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Then we can bound

P (‖S‖2→2 ≥ t) ≤ PM,σ2,R,q(t),

where PM,σ2,R,q(t) has the following property: There exist constants C0, C1 and C2 such that for every t satisfying

0 < tR log
(
1 + C2R

2q
σ2

)
< C1σ

2, we have

PM,σ2,R,q(t) ≤ 2M exp


− 1

C0

t2

σ2 +R log
(
1 + C2R

2q
σ2

)
t


 .

For t with tR log
(
1 + C2R

2q
σ2

)
≥ σ2, we instead have

PM,σ2,R,q(t) ≤ 2M exp


− 1

C0

t

R log
(
1 + C2R

2q
σ2

)




As was pointed out in (Tropp 2012 [15]), a theorem like the previous one immediately implies a corresponding
statement for non-square (and also square but non-self-adjoint) matrices. Let us state and prove this assertion.

Corollary 3.4. Consider a sequence (Ψℓ)ℓ∈[q] of independent centered random matrices with dimension M ×N .
Adopting the notation of the previous theorem, we then have

P (‖S‖2→2 ≥ t) ≤ PM+N,σ2,R,q(t).

Sketch of Proof. (The idea is from (Tropp 2012 [15])). For a matrix M ∈ CM,N , define the dialation S (M) ∈
CM+N,M+N through

S (M) =

[
0 M
M∗ 0

]
.

Then ‖S (M)‖2→2 = ‖M‖2→2. Consequently, S (Ψℓ) is a sequence of independent and centered self-adjoint
(M + N) × (M + N)-matrices with the same R and σ2-parameters as (Ψℓ). Hence, the statement follows
immediately from the previous theorem.

We will often use the above theorem to derive bounds on the number of measurements needed for the prob-
ability that ‖S‖2→2 to be small for some random matrix S. When doing this, the following observation be very
convenient: Let t > 0. Suppose that we have secured a bound of the form

P (Event) ≤ QPM,σ2,R,q(t)

and that

σ2 +Rt log
(
1 + C2R

2q
σ2

)
. t2 log

(
QM
ǫ

)−1

, R log
(
1 + C2R

2q
σ2

)
. t log

(
QM
ǫ

)−1

(14)

By applying the bounds provided in Theorem 3.3 for large and small t separately, we can then conclude that
P (Event) < ǫ.

3.3 Bounding the Parameters β and δ.

With the two results presented in the last section in our toolbox, it is possible to bound the parameters β and δ
with high probability.
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For a start, note that there is no fundamental difference between dealing with linear maps on the space of
matrix tuples equipped with the Frobenius norm and matrices defined on CK , for an appropriateK, equipped with
the ℓ2-norm. We will from now on never comment on this subtlety and instead apply Theorem 3.3 and Corollary
3.4 without explicitely re-interpreting the linear maps on matrix spaces to linear maps on an high-dimensional
CK .

Let us now calculate A∗. We have for Z ∈ ⊕
i∈[r]C

ki,ni and p ∈ Cq

〈A(Z), p〉 =
∑

ℓ∈[q]

∑

i∈[r]

〈
biℓ, Zia

i
ℓ

〉
pℓ =

∑

i∈[r]

〈
Zi, pℓb

i
ℓ(a

i
ℓ)

∗〉 = 〈Z,A∗p〉 ,

and hence

(A∗p)i =
∑

ℓ∈[q]

pℓb
i
ℓ(a

i
ℓ)

∗.

Consequently,

(A∗A(Z))i =
∑

ℓ∈[q]

∑

κ∈[r]

〈bκℓ , Zκaκℓ 〉 biℓ(aiℓ)∗ =
∑

ℓ∈[q]

∑

κ∈[r]

biℓ(b
κ
ℓ )

∗Zκa
κ
ℓ (a

i
ℓ)

∗

We can now provide the proofs, starting with Lemma 2.4.

Proof of Lemma 2.4. We have

(PSA∗APS(Z))i =
∑

ℓ∈[q]

∑

κ∈[r]

〈bκℓ , Zκ(aκℓ )Sκ
〉 biℓ(aiℓ)∗Si

=
∑

ℓ∈[q]

∑

κ∈[r]

biℓ(b
κ
ℓ )

∗Zκα
κ
ℓ (α

i
ℓ)

∗,

where we for i, ℓ defined the variables αiℓ = (aiℓ)Si
, which again are independent and Gaussians in their respective

spaces, since they are projections of independent Gaussians. Due to further basic properties of Gaussians, we
have E

(
ακℓ (α

i
ℓ)

∗) = δκi idSi
. Due to assumption (b), we furthermore have

Z =


∑

ℓ∈[q]

biℓ(b
i
ℓ)

∗Zi



i∈[r]

,

and hence

(PSA∗APS − PS) =
∑

ℓ∈[q]

Ψℓ − E (Ψℓ) ,

where we defined Ψℓ :
⊕

i∈[r] C
ki,ni → ⊕

i∈[r]C
ki,ni through

Ψℓ(Z)i =
∑

κ∈[r]

biℓ(b
κ
ℓ )

∗Zκα
κ
ℓ (α

i
ℓ)

∗

The random variables Ψℓ − E (Ψℓ), ℓ = 1, . . . , q, are independent and, of course, centered. In order to apply
Theorem 3.3, we need to estimate the ψ1-norms of them. Towards this, let us begin by calculating ‖Ψℓ(Z)‖F for
a fixed Z. We have

‖Ψℓ(Z)‖2F =
∑

i∈[r]

∥∥ ∑

κ∈[r]

〈bκℓ , Zκακℓ 〉 biℓ(αiℓ)∗
∥∥2
F
=

∑

i∈[r]

‖biℓ(αiℓ)∗‖2F
∣∣∣∣
∑

k∈[r]

〈bκℓ , Zκακℓ 〉
∣∣∣∣
2

≤
∑

i∈[r]

‖biℓ‖22‖αiℓ‖22


∑

k∈[r]

‖bκℓ ‖2‖Zκ‖F ‖ακℓ ‖2




2

≤
∑

i∈[r]

‖biℓ‖22‖αiℓ‖22
∑

j∈[r]

‖bjℓ‖22‖α
j
ℓ‖22

∑

κ∈[r]

‖Zκ‖2F
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We used Cauchy-Schwarz, ‖Av‖2 ≤ ‖A‖F‖v‖ and ‖uv∗‖F = ‖u‖2‖v‖2. Hence, ‖Ψℓ(Z)‖F ≤ ∑
i∈[r] ‖biℓ‖22‖αiℓ‖22 ·

‖Z‖F , and consequently

‖Ψℓ‖F→F ≤
∑

i∈[r]

‖biℓ‖22‖αiℓ‖22.

This is an expression which obeys

‖‖Ψℓ‖F→F ‖ψ1 ≤ 2
∑

i∈[r]

‖biℓ‖22‖αiℓ‖2ψ2
.
µ2
+

q

∑

i∈[r]

kisi.

We used ‖X2‖ψ1 ≤ 2‖X‖2ψ2
, (13), and assumption (c). Note that we can use the same (asymptotic) estimate for

the ψ1-norm of Ψℓ − E (Ψℓ), as was pointed out in (Vershynin 2012 [16]). We have hence managed to bound the
R-parameter in Theorem 3.3.

Let us move on to the σ2-parameter. Ψℓ, and therefore also Ψℓ − E (Ψℓ), is self-adjoint, since

〈Ψℓ(Z),Y〉 =
∑

i∈[r]

〈∑

κ∈[r]

biℓ(b
κ
ℓ )

∗Zκα
κ
ℓ (α

i
ℓ)

∗, Yi

〉
=

∑

κ∈[r]

〈
Zκ,

∑

i∈[r]

bκℓ (b
i
ℓ)

∗Yiα
i
ℓ(α

κ
ℓ )

∗
〉

= 〈Z,Ψℓ(Y)〉 .

Therefore,

E ((Ψℓ − E (Ψℓ))
∗(Ψℓ − E (Ψℓ))) = E

(
(Ψℓ − E (Ψℓ))

2
)
= E

(
Ψ2
ℓ

)
− E (Ψℓ)

2
.

E (Ψℓ)
2 is given by E (Ψℓ)

2 (Z)i = ‖biℓ‖22biℓ(biℓ)∗Zi and

Ψ2
ℓ(Z)i =

∑

j∈[r]

biℓ(b
j
ℓ)

∗Ψℓ(Z)jα
j
ℓ(α

i
ℓ)

∗ =
∑

j∈[r]

∑

κ∈[r]

biℓ‖bjℓ‖22(bκℓ )∗Zκακℓ ‖α
j
ℓ‖22(αiℓ)∗.

Lemma 3.5 (which is yet to be proven) reads

E

(
ακℓ ‖αjℓ‖22(αiℓ)∗

)
=





(si + 2) idSi
i = j = κ

sj idSi
i = κ 6= j

0 else.

Consequently,

E
(
Ψ2
ℓ(Z)i

)
= (si + 2)‖biℓ‖22biℓ(biℓ)∗Zi +

∑

j 6=i
sj‖bjℓ‖22biℓ(biℓ)∗Zi.

This implies

(
E
(
Ψ2
ℓ

)
− E (Ψℓ)

2
)
i
=


(si + 1)‖biℓ‖22 +

∑

j 6=i
sj‖bjℓ‖22


 biℓ(b

i
ℓ)

∗ ≍ µ2

q


∑

j∈[r]

sjkj


 biℓ(b

i
ℓ)

∗.

We used assumption (c) at the end. Here, µ is meant to be understood as µ+ in the upper bound and µ− in the
lower bound. Summing over ℓ ∈ [q] and utilizing assumption (b), we arrive at

∑

ℓ∈[q]

E
(
Ψ2
ℓ

)
− E (Ψℓ)

2 ≍ µ2

q

( ∑

i∈[r]

siki
)
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I.e. R .
µ2
+

q

(∑
i∈[r] siki

)
and σ2 ≍ µ2

q

(∑
i∈[r] siki

)
. Towards applying Theorem 3.3, we note that these bounds

together with assumption (d) imply that

σ2 + 1
2R log

(
1 + C2R

2q
σ2

)
.

µ2
+

q

( ∑

i∈[r]

siki
)(

1 + log

(
1 +

C2µ
4
+

∑
i∈[r] siki

µ2
−

))
.

1

4
log

(∑
i∈[r] siki

ǫ

)−1

1
4R log

(
1 + C2R

2q
σ2

)
.

µ2
+

2q

( ∑

i∈[r]

siki
)
.

1

16
log

(∑
i∈[r] siki

ǫ

)−1

.

We used that
∑

i∈[r] siki ≤ nk∗. We now Theorem 3.3 to conclude that

P
(
‖PSA∗APS − PS‖F→F > 1

2

)
≤ P(

∑
i∈[r] siki),σ2,R,q

(
1
2

)
.

(Note that PSA∗APS −PS is defined on the
(∑

i∈[r] siki

)
-dimensional space

{
Z ∈ ⊕

i∈[r] Cki,ni | suppZ ⊆ S
}
).

Since we have a bound of the form (14) for t = 1
4 , the discussion following Theorem 3.3 finishes the proof.

It remains to prove the left out lemma.

Lemma 3.5. Let ακℓ be defined as above. We then have

E

(
ακℓ ‖αjℓ‖22(αiℓ)∗

)
=





(si + 2) idSi
i = j = κ

sj idSi
i = κ 6= j

0 else.

Proof. In the case that i 6= κ, we have, due to the independence

E

(
ακℓ ‖αjℓ‖22(αiℓ)∗

)
= E

(
ακℓ ‖αjℓ‖22

)
E
(
(αiℓ)

∗) = E

(
ακℓ ‖αjℓ‖22

)
· 0 = 0.

In the case that i = κ, but j is distinct from i, we have, again due to independence

E

(
ακℓ ‖αjℓ‖22(αiℓ)∗

)
= E

(
‖αjℓ‖22

)
E
(
αiℓ(α

i
ℓ)

∗) = sj idSi
.

For the final case that all three indices are equal, we first note that αiℓ ∼ ρiθi, with ρi, θi independent, ρi ∼ ‖αiℓ‖,
i.e. is χsi -distributed, and θi uniformly distributed over Ssi−1. Hence

E
(
αiℓ‖αiℓ‖22(αiℓ)∗

)
= E

(
ρ4i
)
E (θiθ

∗
i ) = si(si + 2) 1

si
idSi

= (si + 2) idSi
,

where the second to last equation follows from

E
(
ρ4i
)
=

∑

κ∈[si]

E
(
αiℓ(κ)

4
)
+

∑

κ 6=λ∈[si]

E
(
αiℓ(κ)

2
)
E
(
αiℓ(λ)

2
)
= si · 3 + si(si − 1) = si(si + 2)

Now that we have the δ-parameter under control, the β-parameter is easy to handle.

Proof of Lemma 2.5. (1) implies that ‖PSA∗‖2→F =
√
‖PSA∗APS‖F→F ≤

√
5
4 , which in turn implies that

‖PSA∗Ai
j‖2→F ≤

√
5
2 ‖Ai

j‖2→2.
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It is furthermore clear that ‖Ai
j‖2→2 =

√
‖(Ai

j)
∗Ai

j‖2→2 =
√
‖P(i,j)A∗AP(i,j)‖F→F . The latter expression can

be dealt with just as the corresponding one in Lemma 1 - Theorem 3.3 implies for fixed (i, j)

P
(
‖P(i,j)A∗AP(i,j) − P(i,j)‖F→F >

1
4

)
≤ P1,σ2,R,q(

1
4 )

with R .
µ2
+

q ki and σ2 ≍ µ2

q ki. In particular, we have max
(
σ2 +R log

(
1 + C2R

2q
σ2

)
, R log

(
1 + C2R

2q
σ2

))
.

1
16 log(

nk∗

ǫ )−1 under assumption (d), and we way hence conclude that P1,σ2,R,q(
1
4 ) ≤ ǫ

nk∗ , which together with

a union bound over all (less than nk∗) pairs (i, j) proves that supi,j ‖Ai
j‖2→2 ≤

√
1 + 1

4 , and therefore also the

theorem.

3.4 The Dual Certificate

Now we prove that the dual certificate defined in (2) has the properties we need with high probability.

Proof of Lemma 2.6. Let us begin by noting that (1) implies that A∗
SAS is invertible, with ‖(A∗

SAS)−1‖ ≤ 4
3 .

Since also ‖AS‖F→2 ≤
√

5
4 , we have

‖υ‖ ≤ 4
3

√
5
4‖Ẑ0‖F = 2

√
5

3

√
s,

where the last equality is true since Ẑ0 is a tuple of matrices with column-sparsities s1, . . . sr, and each of the
non-zero columns are normalized. It is furthermore clear that

YS = A∗
Sυ = A∗

SAS(A∗
SAS)

−1PSẐ0 = PSẐ0.

Hence, it just remains to estimate the norms of the columns in Y corresponding to (i, j) /∈ S. Towards this, let
us define the matrix tuple

Ŷ = (A∗
SAS)

−1Ẑ0.

Then, due to the near-isometry property of A∗
SAS and ‖Ẑ0‖F =

√
s, 4

5

√
s ≤ ‖Ŷ‖F ≤ 4

3

√
s. Also for any index

(i, j)

Yi(j) =
∑

ℓ∈[q]

∑

κ∈[r]

〈
bκℓ , Ŷκ(a

κ
ℓ )Sκ

〉
biℓa

i
ℓ(j) ∼

∑

ℓ∈[q]

ϕℓ,

where we defined ki-dimensional random vectors ϕℓ through

ϕℓ =
∑

κ∈[r]

〈
bκℓ , Ŷκα

κ
ℓ

〉
biℓγℓ

with γℓ ∈ C Gaussian, independent of all ακℓ ∈ CSκ . To estimate the ψ1-norm of ϕℓ, we estimate with the
Cauchy-Schwarz inequality and assumption (c)

‖ϕℓ‖2 ≤ |γℓ|‖biℓ‖2


∑

κ∈[r]

‖bκℓ ‖2‖Ŷκ‖F ‖ακℓ ‖2


 ≤ µ+

√
ki√
q

|γℓ|
√√√√

∑

κ∈[r]

µ2
+kκ

q
‖ακℓ ‖22‖Ŷ‖F .

(12) implies that the ψ1-norm of this expression is smaller than

µ2
+

q

√
k∗‖Ŷ‖F

∥∥∥∥∥∥

√∑

κ∈[r]

‖ακℓ ‖
2
2 kκ

∥∥∥∥∥∥
ψ2

,
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where we used that univariate Gaussians have ψ2-norm . 1. The term ‖
√∑

κ∈[r] ‖ακℓ ‖
2
2 kκ‖ψ2 is in fact the

ψ2-norm of a vector g with independent Gaussian entries, where for every i = 1, . . . , r, si of the entries have the

variance ki. (13) therefore implies that the expression is smaller than
√∑

i∈[r] siki. We have secured the bound

of

R ≤ µ2
+

q

√
k∗‖Ŷ‖F

√∑

i∈[r]

siki

for the application of Corollary 3.4, and we move on to σ2.

First, we have

E (ϕ∗
ℓϕℓ) = E


‖biℓ‖22γ2ℓ

∑

κ,j∈[r]

(bκℓ )
∗Ŷκα

κ
ℓ (α

j
ℓ)

∗Ŷ ∗
j b

j
ℓ


 = ‖biℓ‖22

∑

κ∈[r]

〈
bκℓ (b

κ
ℓ )

∗, ŶκŶ
∗
κ

〉
≍ µ2ki

q

∑

κ∈[r]

〈
bκℓ (b

κ
ℓ )

∗, ŶκŶ
∗
κ

〉

where we used that E
(
αjℓ(α

κ
ℓ )

∗
)
= δjκ idSκ

. Taking the sum over ℓ ∈ [q], we obtain

∑

ℓ∈[q]

E (ϕ∗
ℓϕℓ) .

µ2
+k

∗

q

∑

κ∈[r]

〈∑

ℓ∈[q]

bκℓ (b
κ
ℓ )

∗, ŶκŶ
∗
κ

〉
=
µ2
+k

∗

q
‖Ŷ‖2F

where we in the last step used assumption (b). Similarly, one proves
∑
ℓ∈[q] E (ϕ∗

ℓϕℓ) &
µ2
−
k∗
q ‖Ŷ‖2F .

∑
ℓ∈[q] E (ϕℓϕ

∗
ℓ )

is dealt with similarly: one obtains

‖
∑

ℓ∈[q]

E (ϕ∗
ℓϕℓ) ‖2→2 ≤

∑

ℓ∈q
‖biℓ(biℓ)∗‖2→2

∑

κ∈[r]

〈
bκℓ (b

κ
ℓ )

∗, ŶκŶ
∗
κ

〉
.
µ2
+k

∗

q

∑

κ∈[r]

〈∑

ℓ∈q
bκℓ (b

κ
ℓ )

∗, ŶκŶ
∗
κ

〉

=
µ2
+k

∗

q
‖Ŷ‖2F .

All in all, we have
µ2
−
k∗
q ‖Ŷ‖2F . σ2 .

µ2
+k

∗

q ‖Ŷ‖2F .
Towards applying Corollary 3.4, let us note that the bounds we have proven together with assumption (d)

secure that

σ2 + 1
2R log

(
1 + C2R

2q
σ2

)
.

µ2
+k

∗

q ‖Ŷ‖2F +
µ2
+

q

√
k∗‖Ŷ‖F

√∑

i∈[r]

siki log

(
1 +

µ4
+k

∗‖Ŷ‖2
F

∑
i∈[r] siki

µ2
−
k∗‖Ŷ2

F
‖

)

.
µ2
+

q k
∗s log

(
1 +

µ4
+k

∗
∑

i∈[r] siki

µ2
−
k∗

)
. 1

4 log
(
n(k∗+1)

ǫ

)−1

.

We used the inequality between geometric and arithmetic mean ab ≤ 1
2

(
a2 + b2

)
, ‖Ŷ‖2F ≍ s and

∑
i∈[r] siki ≤ sk∗.

We also have by the same argument

R log
(
1 + C2R

2q
σ2

)
.

µ2
+

q

√
k∗‖Y‖F

√∑

i∈[r]

siki log

(
1 +

µ4
+k

∗
∑

i∈[r] siki

µ2
−
k∗

)

.
µ2
+

q sk
∗ log

(
1 +

µ4
+k

∗
∑

i∈[r] siki

µ2
−
k∗

)
. 1

4 log
(
n(k∗+1)

ǫ

)−1

.

Applying Corollary 3.4 together with a union bound yields

P

(
max

(i,j)/∈S
‖Yi(j)‖2 ≥ 1

2

)
≤ 2n(k∗ + 1)Pk∗+1,σ2,R,q(

1
2 ) . ǫ,

and the proof is finished.
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