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Abstract
Complex continuous optimization problems widely exist nowadays due to the fast develop-
ment of the economy and society. Moreover, the technologies like Internet of things, cloud 
computing, and big data also make optimization problems with more challenges includ-
ing Many-dimensions, Many-changes, Many-optima, Many-constraints, and Many-costs. 
We term these as 5-M challenges that exist in large-scale optimization problems, dynamic 
optimization problems, multi-modal optimization problems, multi-objective optimization 
problems, many-objective optimization problems, constrained optimization problems, and 
expensive optimization problems in practical applications. The evolutionary computation 
(EC) algorithms are a kind of promising global optimization tools that have not only been 
widely applied for solving traditional optimization problems, but also have emerged boom-
ing research for solving the above-mentioned complex continuous optimization problems 
in recent years. In order to show how EC algorithms are promising and efficient in deal-
ing with the 5-M complex challenges, this paper presents a comprehensive survey by pro-
posing a novel taxonomy according to the function of the approaches, including reducing 
problem difficulty, increasing algorithm diversity, accelerating convergence speed, reduc-
ing running time, and extending application field. Moreover, some future research direc-
tions on using EC algorithms to solve complex continuous optimization problems are pro-
posed and discussed. We believe that such a survey can draw attention, raise discussions, 
and inspire new ideas of EC research into complex continuous optimization problems and 
real-world applications.
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1  Introduction

Optimization is frequently encountered in many fields. People could use try-and-error 
methods to test different solutions for very simple optimization problems. However, with 
the development of the economy and society, problems become more complex that the try-
and-error methods are no longer suitable. Therefore, many mathematical-based and com-
puter-aid optimization techniques have been developed. Among them, evolutionary com-
putation (EC) (Fogel 1995) has become a good kind of global optimization technique in 
many optimization problems. The EC technology dates from the 1960s when evolutionary 
algorithms (EA) like genetic algorithm (GA), evolutionary programming (EP), evolution 
strategies (ES), and genetic programming (GP) were proposed for solving global optimi-
zation problems (Eiben and Smith 2015). The EA simulates the evolutionary process of 
biology and the natural selection principle to optimize the problems. Some optimization 
techniques like differential evolution (DE) and estimation distribution of algorithm (EDA) 
that appeared from the 1990s are also regarded as EA. Besides the EA, some other opti-
mization techniques also appeared since the 1990s that simulated the intelligent behaviors 
of swarm such as ants and birds. They include ant colony optimization (ACO) and particle 
swarm optimization (PSO), which are also known as swarm intelligence (SI) algorithms 
(Bonabeau et al. 2000). Nowadays, the EC family mainly refers to both the EA and SI, and 
has developed fast in recent three decades since the 1990s (Zhang et al. 2011).

Although EC algorithms have been successfully applied to many kinds of global opti-
mization problems, the new difficulties in optimization problems have also brought great 
challenges to EC algorithms in the recent decades. As we know, due to the development 
of the Internet of things, cloud computing, and big data, optimization problems nowa-
days have become more and more complex. For example, in the big data environments, 
the complex optimization problems, like many other big data problems, always have the 
so-called 4-V challenges as Volume, Velocity, Variety, and Value (Yin and Kaynak 2015), 
which respectively mean the amount of data, the speed of change, the range of data, and 
the validity of data. Specifically, these complex optimization problems are usually large-
scale, dynamic, with many local/global optima, with constraints, with many objectives, and 
with very expensive objective function evaluation. In this paper, we the first time introduce 
a 5-M concept to classify the complex continuous optimization problems into 5-M cat-
egories, including Many-dimensions, Many-changes, Many-optima, Many-constraints, and 
Many-costs. Therefore, the complex continuous optimization problems typically include 
optimization problems known as large-scale optimization problems (LSOP), dynamic 
optimization problems (DOP), multimodal optimization problems (MMOP), multi-objec-
tive optimization problems (MOP), many-objective optimization problems (MaOP), con-
strained optimization problems (COP), and expensive optimization problems (EOP) in the 
EC community. These above-mentioned complex continuous optimization problems are 
corresponding related to the 5-M and 4-V challenges as shown in Fig. 1.

When dealing with complex continuous optimization problems, the traditional EC algo-
rithms may have great potential but also face great challenges. Therefore, research into 
EC algorithms in solving complex continuous optimization problems has become a new 
trend in EC in the recent decades and a lot of works have been proposed. However, the 
related works are scattered in the literature and few systematic surveys can be found. To 
fill this gap, this paper aims to provide a comprehensive and concrete survey on these 
scatted works by proposing a systematic and structural function-oriented taxonomy to 
fully review and analyze how to enable and enhance EC algorithms in efficiently solving 



61A survey on evolutionary computation for complex continuous…

1 3

complex continuous optimization problems. To concentrate on this topic, we mainly focus 
on research works of using EC algorithms for solving complex continuous optimization 
problems in this survey. Moreover, in order to better illustrate the most representative 
approaches for solving complex continuous problems, we prefer to cite works by com-
prehensively considering (but not limited to) their sources (e.g., the reputed journals and 
conferences in the EC community), publication years (e.g., mainly in recent 5 years), and 
impact (e.g., the recognition and citation). The main contributions of this paper are sum-
marized as follows.

Firstly, the concept of the 5-M challenges is introduced to describe the difficulty of com-
plex continuous optimization problems. This is consistent with the 4-V challenges in big 
data complex environments and is helpful to understand why and how the complex con-
tinuous optimization problems are difficult and challenging.

Secondly, a function-oriented taxonomy is introduced to systematically and structurally 
classify the existing works according to their functions on how to enable and enhance the 
EC algorithms to solve complex continuous optimization problems efficiently.

Thirdly, some future research directions and open problems on using EC algorithms to 
solve complex continuous optimization problems are proposed and discussed. This will 
certainly encourage and promote research works in this field to be wider and deeper.

The rest of this paper is organized as follows. Section 2 discusses the main challenges in 
different kinds of complex continuous optimization problems and introduces the function-
oriented taxonomy. Section 3 surveys research works according to the taxonomy on accom-
modating EC algorithms in solving complex continuous optimization problems. In Sect. 4, 
some future research directions are proposed and discussed, followed by the conclusions in 
Sect. 5.

2 � Challenges and taxonomy

Due to the 5-M challenges, complex continuous optimization problems are more diffi-
cult than traditional continuous optimization problems. Specifically, the challenges in the 
LSOP, DOP, MMOP, MOP/MaOP, COP, and EOP are summarized in Table 1.
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Due to these challenges and difficulties, we have to accommodate the EC algorithms 
to fit the complex problems. The approaches can be considered from three angles. 
Firstly, as the problem is complex, can we reduce the difficulty of the original problem 
so that the EC algorithms can solve it? For example, decomposing or transforming 
the original complex problems into other simple problems. This can be regarded as 
the “reducing problem difficulty” approach. Secondly, as the EC algorithms may dete-
riorate their performance in complex search environments, can we enhance the abil-
ity of the algorithms? For example, if the algorithm is easy to fall into local optima, 
we can increase diversity to make the algorithm with stronger global search ability. 
Generally speaking, the diversity of the algorithm is related to the population informa-
tion, such as population position data and population movement data, and therefore 
can be enhanced by using various parameters/operators and multiple populations. For 
another example, if the search space is large or the computation is time-costing, we can 
accelerate the convergence speed or reduce the running time. These can be regarded as 
the “increasing algorithm diversity,” “accelerating convergence speed,” and “reducing 
running time” approaches. Herein, the larger diversity is generally related to stronger 
exploration ability, while faster convergence speed is generally related to better exploi-
tation ability. Thirdly, as many complex continuous optimization problems come 
from real-world applications, can we make research into dealing with these problems 
by considering their practical characteristics? This can be regarded as the “extending 
application field” approach.

According to the preceding discussed functions of the approaches, this paper pro-
poses a function-oriented taxonomy to systematically and structurally classify research 
works on EC algorithms for solving complex continuous optimization problems, as 
shown in Fig. 2.

Table 1   The challenges in different types of complex continuous optimization problems

5-M Problem Type Challenges

Many
dimensions

LSOP Dimensions are very large, always more than 1000
How to avoid local optima in curse of dimensionality?
How to converge in the very huge search space?

Many
changes

DOP Environment changes frequently during the time
How to jump out of previous optimum?
How to fast find the new optimum?

Many
optima

MMOP A set of global optima in different regions
How to find all of the global optima?
How to refine the accuracy of each global optimum?

MOP/MaOP A set of Pareto optimal solutions on the Pareto front
How to better converge to the global Pareto front?
How to maintain diversity along the whole Pareto front?

Many
constraints

COP Solutions easily become infeasible due to the constraints
How to deal with the infeasible solution?
How to approach the feasible region to find the optimum?

Many
costs

EOP The computational burden is expensive/time-costing
How to reduce the optimization time?
How to increase the solution accuracy in limited time?
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3 � EC algorithms for complex continuous optimization problems

This section reviews the EC algorithms for solving complex continuous optimization prob-
lems according to the taxonomy in Fig. 2. Specifically, the survey is classified into six parts 
according to the problem type, i.e., EC algorithms for LSOP, DOP, MMOP, MOP/MaOP, 
COP, and EOP, respectively. In each part, the related works are classified according to 
our function-oriented taxonomy, including some or all of the reducing problem difficulty, 
increasing algorithm diversity, accelerating convergence speed, reducing running time, 
and extending application field approaches.

3.1 � EC for large‑scale optimization problems

Large-scale optimization problems (LSOP) are very common in many research fields of 
science and engineering. The number of decision variables (namely dimensions) of LSOP 
is relatively large, which is generally more than 500 and usually more than 1000. As the 
dimension increases, LSOP becomes more and more difficult to be solved. On the one 
hand, the search space of LSOP will increase exponentially and on the other hand, the 
number of local optimal solutions may also increase exponentially. As a result, the per-
formance of most traditional EC algorithms will deteriorate rapidly when solving LSOP 
because they easily fall into the local optima (Jian et al. 2020). Therefore, we need to adopt 
some appropriate approaches according to the characteristics of LSOP to improve the per-
formance of EC algorithms in solving LSOP.

In some existing literature (Jian et al. 2020), the approaches of EC algorithms to solve 
LSOP are mainly divided into two categories: one is the cooperative co-evolution (CC) 
method which decomposes the whole LSOP into several subproblems, and the other is the 
non-CC method which adopts some additional strategies to enhance the algorithm per-
formance, as shown in the left part of Fig.  3. In order to survey the EC algorithms for 
LSOP in a more detailed and functional-oriented angle, we classify research works into 
three categories according to our function-oriented taxonomy, as shown in the right part 
of Fig. 3. The first is reducing problem difficulty, mainly by adopting the CC method to 
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decompose the entire LSOP into several subproblems which are relatively small scale. The 
second is increasing algorithm diversity so that the algorithm can search for more high-
accuracy solutions in the large search space, including adapting control parameters, design-
ing new operators, and introducing multiple populations. The third is accelerating conver-
gence speed, mainly by embedding local search, so as to make the algorithms applicable 
to find promising solutions in an acceptable time. In addition, some application-oriented 
approaches for LSOP will be presented at the end.

3.1.1 � Reducing problem difficulty

The CC method which exploits the idea of “divide-and-conquer” is a famous and com-
mon method to reduce LSOP difficulty. In other words, the CC method aims to decom-
pose an entire LSOP into several subproblems that have fewer decision variables and are 
easier to be solved. The CC method was firstly proposed by Potter and De Jong (1994) in 
GA, termed as CCGA, which decomposed a D-dimensional LSOP into D 1-dimensional 
subproblems. Similarly, Liu et al. (2001) adopted this method to fast EP (FEP), forming 
FEPCC. However, CCGA and FEPCC perform poorly when solving variables nonsepara-
ble functions. Later, van den Bergh and Engelbrecht (2004) modified this decomposition 
strategy and applied it to the PSO, named CPSO-SK. Unlike CCGA and FEPCC, CPSO-SK 
decomposes a D-dimensional problem into k s-dimensional subproblems (s ≪ D, s = D/k), 
that each subproblem contains s decision variables. In order to further improve the per-
formance of CPSO, Li and Yao proposed two improved variants named CCPSO (Li and 
Yao 2009) and CCPSO2 (Li and Yao 2012) that adopted the random grouping technique 
proposed by Yang et al. (2008a) for variables decomposition. Most recently, Zhang et al. 
(2020c) proposed to use function independent decomposition strategy to decompose the 
LSOP. In the DE algorithm, Shi et al. (2005) first applied the CC method to DE and pro-
posed a new decomposition strategy, called splitting-in-half strategy, which decomposed 
all the decision variables into two equal subcomponents. In order to further reduce the 
scale of subproblems, Yang et  al. (2008a) proposed a new algorithm called DECC-G 
(where G means grouping) which used a random grouping (RG) strategy. Besides, Yang 
et al. (2008b) proposed a multilevel CC (MLCC) method to ease the burden of setting the 
group size. In MLCC, a set of possible group sizes are provided instead of using a fixed 
value. Later, several DE-based decomposition strategies which can detect the relationship 
between decision variables (interacted decision variables will be assigned to the same sub-
problem) have been proposed, such as delta grouping strategy (DECC-D, DECC-DML) 
(Omidvar et  al. 2010), differential grouping (DG) strategy (DECC-DG) (Omidvar et  al. 

EC for 
LSOP

Reducing Problem 
Difficulty

Increasing 
Algorithm Diversity

Adapting Control Parameters

Designing New Operators

Introducing Multiple Populations

Embedding Local SearchAccelerating 
Convergence Speed

Decomposing into Subproblems 
Based on CC Method

CC Method

Non-CC Method

Fig. 3   Approaches of EC algorithms for solving LSOP



65A survey on evolutionary computation for complex continuous…

1 3

2014), extended DG strategy (DECC-XDG) (Sun et  al. 2015), graph-based DG strategy 
(DECC-gDG) (Ling et al. 2016), improved variant of the DECC-DG (DECC-DG2) (Omid-
var et al. (2017), recursive DG (RDG) strategy (DECC-RDG) (Sun et al. 2018a), DG with 
spectral clustering strategy (DGSC) (Li et al. 2019a), and soft grouping strategy (SGCC) 
(Liu et al. 2019b), which can increase the grouping accuracy better and better. Nowadays, 
evolution strategies (ES) are getting popular in solving complex problems (Müller and 
Glasmachers 2018). The CC method is also applied in the covariance matrix adaption ES 
(CMA-ES) as the CC-CMA-ES (Liu and Tang 2013). Later, Mei et  al. (2016) proposed 
a global DG strategy (GDG), which could improve decomposition accuracy by maintain-
ing the global information, and also applied it to CMA-ES, forming CC-GDG-CMA-ES. 
Inspired by the DG2 and RDG strategy, Sun et  al. proposed two RDG variants which 
combined with CMA-ES, called RDG2 (Sun et al. 2018b) and RDG3 (Sun et al. 2019a), 
respectively, to better discover the relationship between decision variables and decom-
pose the overlapping problems. In addition, RDG3 is the winning algorithm in the IEEE 
Congress on Evolutionary Computation (CEC) 2019 Competition. Moreover, Peng et al. 
(2019) introduced a multimodal optimization strategy into the CC method (MMO-CC) to 
optimize subproblems after decomposing the LSOP, which could reduce the consumption 
of fitness evaluations (FEs). The development roadmap of the EC algorithms based on the 
CC method is illustrated in Fig. 4, showing that the research into using the CC method to 
reduce problem difficulty for efficiently solving LSOP has a long-term development and is 
still very active.

The CC-based algorithms mentioned above treat the subproblems equally. That is, all 
subproblems are optimized by the same number of computational resources. However, as 
the number of variables in different subproblems is different, there is an imbalance among 
subproblems. Therefore, different computational resources should be assigned to different 
subproblems. For example, Omidvar et  al. (2011) proposed two contribution-based CC 
methods for LSOP, called CBCC1 and CBCC2. These two methods alleviate the imbalance 
of the subproblems to use the computational resources more efficiently. Later, in order to 
find a better balance between exploration and exploitation, Omidvar et al. (2016) proposed 
a new contribution-based algorithm called CBCC3. Besides, Yang et al. (2017a) proposed 
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a new CC framework based on the contribution of the subpopulation. The new CC frame-
work can not only save computational resources by checking whether a subpopulation is 
stagnant but also update the contribution of a subpopulation dynamically. In addition, some 
adaptive computation resource allocation strategies combined with CC methods have been 
proposed, including boosting CC method (Ren et al. 2019), dynamic CC method (Zhang 
et al. 2019c), and distributed CC method (Sun et al. 2019a). Recently, Irawan et al. (2020) 
proposed a two-stage CC method with CMA-ES to solve LSOP. This algorithm is devoted 
to decision variable decomposition and efficient resource allocation in these two stages, 
respectively. Moreover, a Bandit-based CC method that can take account of the imbalance 
of subproblems in LSOP has been proposed by Kazimipour et al. (2019).

3.1.2 � Increasing algorithm diversity

Due to the insufficient search diversity caused by the high dimension of LSOP, some algo-
rithms may get trapped in the local optima. Therefore, we can improve the performance 
of algorithms in solving LSOP by increasing algorithm diversity. The approaches can be 
mainly divided into three categories: adapting control parameters, designing new opera-
tors, and introducing multiple populations.

(a)	 Adapting control parameters
	 Some parameters in EC algorithms that may influence algorithm diversity can be 

adaptively controlled. Takahama and Sakai (2012b) proposed a DE with landscape 
modality detection, called LMDEa, for LSOP that could self-adapt the control param-
eters dynamically by modality detection. The LMDEa also uses a diversity archive to 
store defeated trial vectors to keep diversity. Later, Kushida et al. (2015) improved the 
LMDEa by introducing the concept of rank-based DE (Takahama and Sakai 2012a), 
resulting in LMRDEa. The LMRDEa considers the diversity-convergence balance 
better and controls the parameters as well as the mutation strategy by detecting the 
landscape modality. The jDE (Brest et al. 2006) and JADE (Zhang and Sanderson 2009) 
are also two well-known DE variants that featured with adapting control parameters 
strategies. Many algorithms based on these two algorithms for LSOP have been pro-
posed, including jDE with small and varying population size (Brest et al. 2012), jDE 
with a population size reduction mechanism (Brest and Maucec 2011), and JADE with 
sorting crossover rate (Zhou et al. 2017). Recently, Zhang et al. (2020c) proposed a 
dual control strategy to self-adapt the population size in DE, called APDE, so as to 
increase the population size to maintain diversity.

(b)	 Designing new operators
	 In recent years, many researchers have also designed new operators for EC algorithms 

to improve their performance in solving LSOP. For example, many researchers modify 
the velocity and position update methods of the standard PSO to increase algorithm 
diversity. Cheng and Jin proposed two PSO variants to solve LSOP. One is a competi-
tive swarm optimizer (CSO) (Cheng and Jin 2015a) and the other is a social learning 
PSO (SLPSO) (Cheng and Jin 2015b). In CSO (Cheng and Jin 2015a), a pairwise 
competition mechanism is introduced and the losing particle will learn from the win-
ner particle to increase the diversity of the population. In SLPSO (Cheng and Jin 
2015b), all particles in the population are sorted before the evolutionary process, and 
each particle learns from any particle that is better than itself. A segment-based pre-
dominant learning swarm optimizer (SPLSO) (Yang et al. 2017b) and a level-based 
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learning swarm optimizer (Yang et al. 2018) were proposed by Yang et al. for solving 
LSOP, where the predominant guidance strategy and two-level guidance strategy were 
respectively proposed to increase the population diversity. In SPLSO, all dimensions 
of each particle are randomly divided into several segments, and the dimension of each 
segment is updated by learning from different predominant particles, which can further 
increase population diversity. In addition, Guo et al. (2018) proposed to only use the 
personal historical best position (pbest) instead of both pbest and the global best posi-
tion (gbest) like standard PSO to guide particle updating, so as to avoid the algorithm 
falling into the local optima prematurely. Inspired by CSO and SLPSO, Lan et al. 
(2020) and Deng et al. (2019) proposed a two-phase learning based swarm optimizer 
and a ranking-based biased learning swarm optimizer to solve LSOP, respectively, 
where both need to group the particles in the population, and then the worse particle 
will learn from the better particle. Similarly, the mutation operator in standard DE 
is also modified to increase population diversity. Zhao et al. (2011) incorporated the 
mutation strategy in JADE (Zhang and Sanderson 2009) and modified multi-trajectory 
search (MMTS) into the self-adaptive DE, resulting in the SaDE-MMTS algorithm. Ao 
(2012) proposed an enhanced DE for LSOP called SMDE that employed two mutation 
variants to increase algorithm diversity. Moreover, a multiple parents guided DE (Yang 
et al. 2016) was proposed by Yang et al. for LSOP, where the multiple guidance strategy 
was proposed to improve the performance in solving LSOP. Furthermore, LaTorre et al. 
(2012) developed a multiple offspring sampling framework, which hybridized different 
algorithms to deal with LSOP.

(c)	 Introducing multiple populations
	 Introducing multiple populations is also a strategy to increase algorithm diversity. 

Weber et al. (2011) proposed a shuffle or update parallel DE (SOUPDE) which was a 
multi-populations algorithm. The SOUPDE adopts a shuffling operation by randomly 
rearranging the individuals over the subpopulations to avoid premature convergence. 
Similarly, Wang et al. (2013a) proposed a parallel DE (PDE) with multiple populations 
based on graphics processing units called GOjDE for LSOP. Ge et al. (2016) proposed 
an individual migration strategy based on the diversity of subpopulations and combined 
it with the multi-populations DE algorithm to solve LSOP. Li et al. (2021) proposed 
a multi-population PSO variant for LSOP, which could self-adapt the subpopulation 
size and balance the exploration and exploitation abilities.

In addition, many distributed DE (DDE) variants and distributed PSO (DPSO) variants 
have been proposed for solving LSOP. Weber et al. (2009) proposed a DDE that divided 
the whole population into two subpopulations, namely DDE with explorative-exploitative 
population families. Cheng et al. (2013) proposed two migration selection strategies, target 
individual based migration selection strategy, and representative individual based migra-
tion selection strategy, to increase the diversity of the DDE. Ge et  al. (2018b) designed 
novel mergence and split operators which could make full use of population resources, and 
applied it to DDE, forming DDE-AMS. Later, he proposed another DDE variant called 
competition-based distributed DE (DDE-CB) (Ge et al. 2018a) to solve LSOP, where two 
operators named opposition-invasion and cross-invasion were used to dynamically change 
the structure of subpopulations. In the DPSO research, Yang et al. (2020) proposed a dis-
tributed swarm optimizer based on a master–slave model to solve LSOP, where the asyn-
chronous and adaptive communication between the master and each slave is adaptively 
triggered according to the search state of the associated swarm. Wang et al. (2020c) intro-
duced a dynamic group learning strategy (DGL) into DPSO so that different subpopula-
tions could cooperate with each other to further increase the algorithm diversity. Moreover, 
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the authors also further designed an adaptive strategy to control the size of the subpopula-
tion, resulting in adaptive granularity learning (AGL)-based DPSO for LSOP (Wang et al. 
2021). These two DPSO variants are named DGLDPSO and AGLDPSO, which are also 
the very recent and well-performing EC algorithms for solving LSOP.

3.1.3 � Accelerating convergence speed

Due to the high dimension of LSOP, there exists a difficulty in convergence speed. So 
the convergence speed is also an issue that needs to be considered when solving LSOP. 
Embedding local search is the main method for accelerating the convergence speed. Zhao 
et  al. (2008) introduced the quasi-Newton method to perform local search for acceler-
ating the convergence speed in PSO. Zhang and Chiang (2017) designed a local search 
strategy and combined it with PSO in solving LSOP. This local search strategy not only 
can accelerate the convergence speed, but also can find a set of high-quality local optimal 
solutions or even global optimal solutions. In addition, Molina et al. proposed three large-
scale optimization algorithms based on local search, including memetic algorithm based 
on local search chains (Molina et al. 2010), iterative hybridization of DE with local search 
(IHDELS) (Molina and Herrera 2015), and SHADE-ILS (Molina et al. 2018) which was 
the success-history based parameter adaption DE (SHADE) (Tanabe and Fukunaga 2013) 
with iterative local search. Among them, both IHDELS and SHADE-ILS improve the per-
formance by accelerating the convergence speed in solving LSOP via iteratively embed-
ding different local search strategies. Besides, Xie et al. (2013) proposed a gradient-based 
local search into DE to accelerate the convergence speed. Moreover, an adaptive population 
DE with a local search which could enhance the population’s solution search ability and 
accelerate the convergence speed for solving LSOP was proposed by Hsieh et al. (2012). 
Recently, Yildiz and Topal (2019) designed a directional local search (DLS) strategy to 
improve the exploitation ability of the algorithm and accelerate the convergence speed. The 
DLS strategy is embedded in a DE variant and this algorithm achieves promising perfor-
mance in solving LSOP. Most recently, Jian et al. (2021) proposed a novel region encoding 
scheme (RES) to help EC algorithms evolve faster in solving LSOP. The RES changes the 
solution encoding from traditional point-based to region-based, so that a solution can carry 
out region search to search for better solutions near its current point, offering a greater 
chance to discover the nearby optimal solutions and helping to accelerate the convergence 
speed of the whole population.

3.1.4 � Extending application field

LSOP is very common in various fields in the real world and many algorithms have been 
proposed to solve practical large-scale optimization applications in science and engineer-
ing. In solving electroencephalogram classification problems, Guerrero-Mosquera et  al. 
(2011) proposed a dimensionality reduction method, which could reduce the size of the 
feature matrix by using mutual information to improve the performance of the classifier. In 
solving cloud resources scheduling problems, Zhan et al. (2015) presented a comprehen-
sive survey of cloud computing resource scheduling by EC algorithms. Tan et al. (2020) 
combined the genetic programming algorithm with the CC method (CCGP) to deal with 
the online resource allocation problem in container-based cloud environments. CCGP 
can deal with two interact allocations (containers to virtual machines (VMs) and VMs to 
physical machines) separately to improve the performance. Wang et al. (2020c) introduced 
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multiple population strategy into PSO to solve large-scale cloud workflow scheduling prob-
lems and achieved promising results. Liu et al. (2018b) designed a local search strategy to 
deal with the virtual machine placement problem in cloud computing, which helped the 
algorithm find the optima more quickly. In solving capacitated arc routing problems, Mei 
et al. (2014) adopted the CC framework and proposed an effective decomposition scheme, 
called the Route Distance Grouping, to decompose the problem. In solving large-scale sup-
ply chain network design problems, Zhang et al. (2020b) applied the CC method to bare-
bones PSO to propose a CCBBPSO algorithm for large-scale supply chain network design 
with uncertainties (LUSCND). In solving community detection and inference problems, 
Ma et  al. (2019) proposed an expectation maximization algorithm, which could reduce 
the link error and improve the reliability of platforms’ observations. In solving large-scale 
media access control problem, Nekooei and Chen (2020) introduced a multiple popula-
tion strategy in PSO and achieved promising results. In conclusion, LSOP is an impor-
tant branch of complex continuous optimization problems and many large-scale real-world 
problems are attracting increasing attention from researchers. Moreover, EC algorithms 
have a good advantage in solving LSOP.

3.2 � EC for dynamic optimization problems

Many real-world optimization problems are dynamic. Compared with static optimization 
problems, the environment of dynamic optimization problems (DOP) may change over 
time, including the change of the location of the optimal solution, the dimension, and the 
search space of the problem. When solving DOP, the EC algorithms not only need to find 
the global optimal solution in a specific environment, but also need to track the chang-
ing optima in different environments. Thus, the main challenges of solving DOP by EC 
algorithms are how the population jumps out of previous optimum when the environment 
changes and how the algorithm finds the new optimal solution as fast as possible in the new 
environment.

In order to solve DOP more efficiently, many EC algorithms have been proposed. Tra-
ditional classification methods of solving DOP are shown in the left part of Fig. 5. Com-
pared with traditional classification methods, we classify the solving approaches accord-
ing to our function-oriented taxonomy and realize a more comprehensive classification. 
Therefore, the works can be classified into the following three parts according to the 
approach functions as: reducing problem difficulty, increasing algorithm diversity, and 
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accelerating convergence speed, as shown in the right part of Fig. 5. Furthermore, the solv-
ing approaches for real-world DOP are surveyed in the extending application field part.

3.2.1 � Reducing problem difficulty

Considering the difficulty of solving DOP, there is a simple idea that we can reduce the dif-
ficulty of problems by dividing the complex DOP into a set of simpler problems. From the 
perspective of the decision space of the problem, there are two main ways: decomposing 
the dimension into groups and dividing the search space into pieces.

The idea of decomposing the dimension into groups comes from the CC method, which 
has been widely used to solve LSOP. Rakitianskaia and Engelbrecht (2008) proposed a 
CC-based cooperative charged PSO. By decomposing dimensions of the search space and 
evolving different dimensions separately, the algorithm performs a good performance in 
locating and tracking the changing optima in the changing environment. Similarly, Unger 
et al. (2013) combined quantum PSO with the CC method to solve DOP.

Dividing the search space into pieces is another way to reduce the difficulty of DOP. 
Hashemi and Meybodi (2009) introduced cellular automata into PSO to address DOP. 
The Cellular automata partition the search space, so that each partition corresponds to a 
cell. In cellular PSO, particles in a cell are guided by their best personal solutions and the 
best solution found in their neighborhood cells, promoting the search for the optimum in 
each cell. Inspired by cellular PSO, Noroozi et al. (2011) proposed CellularDE for DOP by 
using the same cellular automaton, in which individuals in each cell were evolved by DE 
independently. Sharifi et al. (2012) proposed a two phased cellular PSO, which partitioned 
the search space and involved two phases during the evolution of individuals in each cell. 
The cells can split the search space, making it easy for the algorithm to find better solutions 
after environmental changes.

3.2.2 � Increasing algorithm diversity

When solving DOP by EC algorithms, the population will gradually converge during the 
evolutionary process, so that it is necessary to jump out of the previous local region when 
the environment changes. Maintaining diversity is conducive for the algorithm to avoiding 
getting trapped in the local region. Then the algorithm is able to continuously explore the 
search space and find the new optimal solution. Thus, many methods have been proposed 
to increase the diversity of algorithms, such as using multi-populations, constructing com-
posite solutions, and designing novel solution update strategy.

(a)	 Multi-populations
	 Using multi-populations is a common way for algorithms to increase diversity. Herein, 

multiple populations are maintained during the evolution and each population takes 
responsibility for a separate task. The goals of these tasks may be the same or differ-
ent. Accordingly, there are two multiple populations models named heterogeneous 
and homogeneous models. In the heterogeneous model, the multiple populations are 
in different layers or with different configurations or tasks. In the homogeneous model, 
each population has the same task. Furthermore, the number and size of populations 
may be fixed or variable, and the search space of each population may have a fixed 
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size or overlap with each other. Here, we make a comparison about features of some 
different multi-population methods, shown in Table 2.

	 Based on the heterogeneous model, Branke et al. (2000) proposed the self-organizing 
scouts (SOS) algorithm. The SOS includes a parent population and many child popu-
lations. The parent population constantly explores and searches for new optima in the 
entire search space, while child populations generated by splitting from the parent 
population are used to track optima. Inspired by the scout model of SOS, Li and Yang 
(2008) proposed a fast multi-swarm optimization (FMSO) algorithm. In FMSO, a par-
ent population is used to detect the promising area, while child populations are used 
to search the local optima. Recently, a cloud-based heterogeneous DE named Cloudde 
has been proposed for global optimization by using a set of heterogeneous populations 
with different algorithm configurations (Zhan et al. 2017). As Cloudde can increase 
the algorithm diversity by the migration among different populations when the envi-
ronment changes, the Cloudde-based distributed DE has been successfully applied to 
solve DOP efficiently (Li et al. 2019b).

	 Different from the heterogeneous model, populations in the homogeneous model 
explore the search space and track local optima at the same time. Many algorithms 
based on the homogeneous model utilize the clustering method to create subpopula-
tions. Yang and Li (2010) proposed a clustering PSO, where the number of subpopu-
lations and search area of each subpopulation were automatically adjusted through a 
hierarchical clustering method. Later, they extended the hierarchical clustering method 
with a random immigrant strategy to regain the algorithm diversity if it decreased 
to a certain level (Li and Yang 2012). Moreover, Nickabadi et al. (2012) proposed a 
competitive clustering PSO where a novel clustering method combining the objective 
function value and spatial distribution of the particles was used to create subpopula-
tions without requiring predefined number and radius of subpopulations. Halder et al. 
(2013) proposed a cluster-based DE algorithm with an external archive to solve DOP, in 
which the k-means cluster method was used to partition the population and the number 
of subpopulations was updating over time, resulting in the re-clustering of individu-
als. To better track multiple optima in DOP, Li et al. (2016b) proposed an adaptive 

Table 2   The features comparisons of some different multi-population methods in solving DOP

Reference Model Population 
Number

Population 
Size

Search Space

homogeneous heterogeneous variable fixed variable fixed fixed size overlap

Branke et al. (2000) ✔ ✔ ✔ ❌ ✔

Li and Yang (2008) ✔ ✔ ✔ ✔ ❌
Li et al. (2019b) ✔ ✔ ✔ ❌ ✔

Yang and Li (2010) ✔ ✔ ✔ ❌ ✔

Nickabadi et al. 
(2012)

✔ ✔ ✔ ❌ –

Halder et al. (2013) ✔ ✔ ✔ ❌ ❌
Li et al. (2016b) ✔ ✔ ✔ ❌ ❌
Luo et al. (2019) ✔ ✔ ✔ ❌ ❌
Zhang et al. (2019b) ✔ ✔ ✔ ❌ ❌
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multi-population (AMP) framework. AMP creates non-overlapping populations by a 
single linkage hierarchical clustering method and adopts an adaptive mechanism that 
learns from algorithm behavior changes through interacting with environments for 
dynamically adjusting the number of populations. Recently, Luo et al. (2019) proposed 
a distributed multiple population framework to increase algorithm diversity for solving 
DOP. Zhang et al. (2019b) proposed a new cluster-based clonal selection algorithm, 
where a max–min distance cluster method based on the fitness and Euclidean distance 
was used to partition the population. Vafashoar and Meybodi (2020) proposed a multi-
population DE algorithm, which is different from past heterogeneous algorithms. In 
this proposed algorithm, each population resides in one cell of a cellular learning 
automaton, which is the combination of a cellular automaton with learning automata. 
Furthermore, a collection of three mutation schemes is used to induce a different behav-
ior on a population, and an adaptive mechanism based on cellular learning automaton 
is utilized to control the application of each mutation scheme.

	 A new method of using multiple populations to solve DOP is allocating limited com-
putational resources to different populations, which can further improve the effective-
ness of the algorithm. Kordestani et al. (2019) presented a novel framework and two 
methods for scheduling the populations. The first method allocates function evaluations 
according to the quality of populations and the degree of diversity among them, and 
the second method uses the learning automata as the central unit for performing the 
scheduling operation. Peng and Li (2020) adopted an adaptive multi-population method 
and defined a contribution degree according to the performance of the population, 
which can determine the probability of the population in obtaining the computational 
resources.

(b)	 Constructing composite solutions
	 In addition to using multi-populations, constructing composite solutions also can 

increase algorithm diversity. The composite solution is a special solution composed 
of several component solutions, which can also be regarded as a subpopulation. That is, 
the composite solution strategy actually implicitly divides the population into multiple 
subpopulations. Liu et al. (2010) introduced the composite solution strategy into PSO 
to propose a PSO with composite particles (PSO-CP) algorithm. In PSO-CP, each 
composite particle is designed to be a triangle shape and constructed by the remain-
ing worst particle and two similar particles. To enable particles to continuously track 
the moving optima over time during the optimization process of DOP, the velocity-
anisotropic reflection scheme that realizes information sharing within each composite 
particle is adopted in the PSO-CP. Liu et al. (2011) further enhanced the PSO-CP with 
a hyper-reflection mechanism. Herein, composite particles are constructed by a fitter 
particle and two randomly generated particles, which can bring more diversity.

(c)	 Designing novel solution update strategy
	 Besides, designing novel solution update strategy is another way to increase algo-

rithm diversity by generating more new diverse solutions. It is efficient for almost 
all evolutionary computation algorithms, including GA, DE, and PSO. In GA, Tinos 
and Yang (2007) replaced the worst individual and individuals close to it with new 
randomly generated individuals in each generation. These new individuals provide 
diversity directly. Das et al. (2014) proposed an algorithm called dynamic DE with 
Brownian and quantum individuals (DDEBQ). There are three types of individuals in 
DDEBQ: the Brownian individual, the quantum individual, and other individuals. Dif-
ferent types of individuals adopt different methods to generate individuals. During the 
evolution, a new Brownian individual is generated within a Gaussian hyper-ellipsoid 
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centered at the local best position, and a new quantum individual is generated within 
a specific region around the local best position, while other individuals evolve fol-
lowing a double DE mutation strategy. The Brownian and quantum individuals help 
in controlling the population diversity and thereby, enhancing the search efficiency. 
Zhu et al. (2018) proposed a replacement-based DE algorithm, which is based on the 
“DE/best/1” mutation operator. The novel replacement operator helps the population 
move towards the optima gradually. In PSO, the particle velocity and position update 
strategies are mainly considered when generating the new position of the particle. Du 
and Li (2008) proposed a new velocity updating strategy called differential mutation 
strategy in PSO to change the direction of a particle’s velocity with certain probabilities 
and to extend the coverage of particle population to avoid being trapped into the local 
optimum. Cao et al. (2019) proposed a collaboration-based PSO algorithm by introduc-
ing a new particle guidance mechanism. That is, each particle is guided by a randomly 
selected particle and the best particle in the swarm to generate a new position. For each 
particle, instead of moving to this new position directly by itself, its newly generated 
position will be the position of the worst particle so long as the new particle has better 
fitness. This mechanism expands the search directions available to the target particle 
and enhances its exploration capability.

3.2.3 � Accelerating convergence speed

When solving DOP, the algorithm needs to quickly locate the optimal solution in the new 
environment when the environment changes, which requires a fast convergence speed. Gen-
erally speaking, the consecutive dynamic environments often have strong relevance with 
each other. Therefore, the reuse of historical solutions has great potential to accelerate con-
vergence speed in new environments. There are two ways to reuse historical solutions. One 
is reusing historical solutions directly and the other is predicting the location of the optimal 
solution and getting a promising initial population based on the historical solutions.

There may be some overlapping areas in the search space between two consecutive envi-
ronments. Considering this, Cao et  al. (2019) reused historical solutions directly. These 
historical solutions are composed of the best solution in each generation in the previous 
environment and form a trajectory of locating the optima in the search space. When the 
environment changes, some historical solutions will be put into the new initial population 
to estimate the promising optimal region. Liu et al. (2019d) proposed a dual-archive-based 
PSO, where the best solutions of each local region of past environments were stored in 
a fine-grained archive and a coarse-grained archive to preserve detailed information and 
systemic information, respectively. In the new environment, solutions stored in the fine-
grained archive perform local search for purpose of exploitation, while solutions stored in 
the coarse-grained archive will be added into the new population for exploration. Wu et al. 
(2021b) proposed to directly put some found optimal solutions in the previous environment 
into the new initialized population in the new environment, so as to guide the population to 
locate better optimal regions faster.

Except for the direct reuse of the historical solutions, some algorithms predict prom-
ising solutions in the new environment based on the historical solutions. Woldesenbet 
and Yen (2009) proposed a variable relocation strategy (VRS) for dynamic evolution-
ary algorithm (RVDEA) to solve DOP. When the environment changes, VRS relocates 
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individuals based on their changes in fitness values and the average sensitivities of their 
decision variables. Zhan et al. (2014) and Wang et al. (2016d) proposed two improved 
versions of RVDEA, called adaptive PSO (APSO) (Zhan et al. 2009) with VRS (APSO/
VRS) and orthogonal learning PSO (OLPSO) (Zhan et  al. 2011) with VRS (OLPSO/
VRS), respectively. These two algorithms combine both advantages of APSO and 
OLPSO in optimization problems and VRS in relocating particles in DOP. Zhou et al. 
(2014) proposed a population prediction strategy combining the predicted center and 
estimated manifold to help initialize the whole population. Liu et al. (2018c) proposed 
a neural network-based change prediction (NNCP) method to discover the change law 
of the optima in different subareas and to predict new optima by training solution pairs. 
The training solution pair is composed of the local optima of each subarea from any two 
successive environments. Liu et al. (2020) also proposed another neural network-based 
method, called neural network-based information transfer (NNIT). In NNIT, the transfer 
model is trained by solutions collected from a new environment and its last environment 
and is used to generate new solutions in new environments to guide the population to 
approach the new global optimal region fast.

3.2.4 � Extending application field

Many new EC-based algorithms have been proposed for specific application DOP by com-
bining the advantages of different methods or by designing new strategies.

In solving path planning optimization problems in dynamic environments, Mahmoudza-
deh et al. (2019) proposed a DE based multilayer framework to help unmanned underwa-
ter vehicle’s long-duration missions in an uncertain dynamic environment. The multilayer 
framework includes a base layer of global path planning, an inner layer of local path plan-
ning, and an environmental sublayer, while DE is used by both base and inner layers. Liu 
et al. (2019a) introduced a novel learning transformation strategy to design an EDA-based 
learning fixed-height histogram algorithm to improve the accuracy and convergence speed. 
In solving dynamic flexible flow-shop scheduling problems, Tang et al. (2016) introduced 
a novel inertial weight inspired by the Hill functions into IW-PSO (PSO with interrelated 
weights) to minimize the makespan and energy consumption. In solving dynamic virtual 
machines (VMs) placement problems, Liu et al. (2017) introduced a dynamic pheromone 
deposition method and a special heuristic information strategy into the ant colony system 
(ACS)-based unified algorithm for the assignment and re-allocation of VMs. In the training 
neural networks field, Abdulkarim and Engelbrecht (2021) applied a dynamic PSO algo-
rithm, specifically cooperative quantum PSO, to train neural networks in forecasting time 
series in dynamic environments. Experiments are conducted under four different dynamic 
scenarios and results show that dynamic PSO performs well in training neural networks.

3.3 � EC for multimodal optimization problems

Multimodal optimization problems (MMOP) refer to optimization problems that have mul-
tiple optima. Generally speaking, research works to tackle the challenges for EC algorithms 
in solving MMOP can be categorized according to our function-oriented taxonomy into the 
following three aspects: reducing problem difficulty through multiobjectivization method, 
increasing algorithm diversity through niching method or novel operator, and accelerating 



75A survey on evolutionary computation for complex continuous…

1 3

convergence speed through local search strategy. The detailed categories are shown as the 
right part of Fig. 6 and introduced as follows. Note that the left part of Fig. 6 is the taxon-
omy in some existing literature, like the other figures. In addition, a lot of research focuses 
on solving the real-world MMOP, which will also be introduced in the extending applica-
tion field part in this section.

3.3.1 � Reducing problem difficulty

There are multiple optima in MMOP and the fitness values of these optima are the same. In 
this case, the fitness value may not provide sufficient guidance to drive the evolution of the 
population, leading to the premature convergence of EC algorithms. To reduce the problem 
difficulty, some researchers attempt to transform MMOP into MOP by extracting informa-
tion from the problem as another objective to provide more guidance to help the algorithm 
search easier. Therefore, this is regarded to make the problem simper by multiobjectiviza-
tion (Wessing et al. 2013).

Usually, there are two optimization objectives in the transformed MOP where the fit-
ness value of MMOP is directly adopted as the first optimization objective. For the second 
objective, some researchers proposed to adopt the gradient information (Yao et al. 2010; 
Deb and Saha 2012). This minimization objective is reasonable because the gradient of 
an optimum point is zero in the fitness landscape. However, we would like to note that 
these two optimization objectives do not conflict with each other. Instead, an optimum in 
MMOP can have the best fitness value and zero gradient concurrently. Therefore, such a 
multiobjectivization method may not provide a standard MOP. To deal with this problem, 
some researchers proposed to adopt distance metrics as the second optimization objective 
(Bandaru and Deb 2013; Basak et al. 2013). Specifically, they used the average distance 
of an individual to other individuals in the population and modeled it as a maximization 
objective. The distance metric can enhance the population diversity since it encourages the 
preservation of those individuals that are more different from others, which will help locate 
more optima. In recent research, Cheng et al. (2018) proposed adopting a grid-based diver-
sity indicator as the second optimization objective. It contains two parts. The first part con-
siders the distance between the individuals in the subpopulation. Herein, the individuals 
are normalized and mapped to a grid coordinate system and the subpopulation is defined 
according to an adaptive niche radius. The second part considers the number of individuals 
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in a subpopulation. A larger distance and a smaller number of individuals are preferred as 
they indicate better population diversity.

Besides, different from the above multiobjectivization methods, Wang et  al. (2015) 
designed two conflicting objectives in each dimension. As a result, it transforms an MMOP 
into D bi-objective optimization subproblems where D is the dimension size of the MMOP. 
A salient feature of such a transformation is that the optimal solutions in the MMOP are 
Pareto optimal solutions in its transformed MOP. Such a transformation method is ingen-
ious but when dealing with those high-dimensional MMOP, i.e., D is large, there are a 
large number of bi-objective optimization subproblems, which are also very difficult for 
EC algorithms to solve.

3.3.2 � Increasing algorithm diversity

A large quantity of research focused on enhancing the population diversity to help locate as 
many optima as possible in MMOP. These research works can be divided into two catego-
ries as niching method and novel operator.

(a)	 Niching method
	 Niching methods attempt to divide the population into a group of subpopulations, which 

can make the population evolve locally to maintain diversity. Crowding (Thomsen 
2004) and speciation (Li et al. 2002; Li 2005) are two typical niching frameworks. The 
crowding framework compares the offspring with its nearest individual in the subpopu-
lation and replaces the individual if it has better fitness. The size of the subpopulation 
is defined by a parameter named crowding size. The speciation framework divides the 
population where those individuals tracing the same optimum are expected to be in the 
same subpopulation. Then each subpopulation evolves independently to locate an opti-
mum. In detail, a subpopulation consists of an individual and those individuals whose 
distances to it are within a predefined parameter named species radius. A challenging 
issue in crowding and speciation frameworks is that the algorithm’s performance is 
highly sensitive to the parameter setting (e.g., the crowding size and the species radius) 
and it is very difficult to tune these problem-dependent parameters.

	 Besides the crowding and speciation for niching, clustering methods are also utilized 
to divide the population (Qu et al. 2012; Gao et al. 2014). They often require a param-
eter to guide the clustering (e.g., clustering number). Although this parameter is less 
sensitive than those in crowding and speciation, it may also influence the algorithm per-
formance. Recently, Wang et al. (2020b) proposed an automatic niching DE (ANDE) 
algorithm that incorporated the affinity propagation clustering into EC algorithm to 
solve MMOP. In the ANDE algorithm, the niches are automatically formed by the 
affinity propagation clustering (Frey and Dueck 2007) that does not require the con-
figuration of parameters like the number of clustering, and therefore the ANDE has a 
very powerful performance.

	 Moreover, some research utilized topological information to adaptively divide the 
population. In the fitness landscape, each optimum is a hill and there is usually a val-
ley between two optima. Therefore, we can sample some new individuals between 
two individuals to detect whether there is a fitness valley and if so, the two individuals 
should be in different subpopulations (Stoean et al. 2010; Hui and Suganthan 2016). 
However, these sampling methods require extra function evaluations for valley detec-
tion. To avoid this problem, Li and Tang (2015) utilized the search history to take the 
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place of sampling individuals. All the individuals in the history are stored in an archive 
and the algorithm selects some proper ones from the archive for valley detection.

	 Recently, Chen et al. (2020a) proposed a novel distributed individuals for multiple 
peaks (DIMP) framework to solve MMOP. The DIMP framework treats each indi-
vidual as an independent unit to track an optimum and constructs a virtual population 
for this individual to assist its evolution, which can avoid the difficulties in dividing 
the population and also can maintain sufficient population diversity. In addition, the 
virtual population is adaptively controlled to help each individual sufficiently explore 
the search space and gradually converge to an optimum.

	 The comparisons of the features of different niching methods, mainly focusing on the 
niching strategy, niching parameter, and subpopulation overlap, are summarized in 
Table 3. It’s noted that niching parameters here refer to direct niching parameters, such 
as niching radius, the subpopulation size, and the number of subpopulations. Subpopu-
lations overlap means that the divided subpopulations have overlap individuals.

(b)	 Novel operator
	 Besides niching method, another popular method for enhancing the population diver-

sity is to design novel operators for EC algorithms to adapt to MMOP. Usually, the 
researchers proposed to modify the operators in EC algorithms to help make the search 
more explorative to enhance population diversity. In conventional PSO, particles will 
learn from the same globally best solution, which will easily cause premature con-
vergence when solving MMOP. Therefore, Qu et al. (2013) proposed a novel velocity 
update operator, in which the particle learned from neighboring particles to make the 
search locally around different peaks. In the domain of DE, a lot of research proposed 
novel mutation operators. Biswas et al. (2014) proposed a parent-centric normalized 
neighborhood mutation operator. An individual selects the other individuals for muta-
tion according to a probability model constructed based on the distance between indi-
viduals. This new mutation operator helps to maintain the algorithm diversity by using 
well-defined local neighborhoods. They also proposed an improved information-shar-
ing mechanism among individuals for inducing efficient niching behavior to increase 
the diversity of DE mutation operator (Biswas et al. 2015). Zhao et al. (2020) recently 

Table 3   The comparisons of features of different niching methods

Reference Niching strategy Niching param-
eter

Sub-
populations 
overlap

Thomsen (2004) Crowding ✔ ✔
Li (2005) Speciation ✔ ❌
Stoean et al. (2010) Sampling based topology ❌ ❌
Qu et al. (2012) Nearest Clustering ✔ ✔
Gao et al. (2014) Nearest Clustering ✔ ❌
Li and Tang (2015) History based topology ❌ ❌
Hui and Suganthan (2016) Sampling based topology ✔ ❌
Wang et al. (2020b) Affinity propagation clustering ❌ ❌
Chen et al. (2020a, b) DIMP framework ❌ ❌
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proposed a local binary pattern-based adaptive DE (LBPADE) that used the local 
binary pattern (LBP) information and a niching and global interaction (NGI) mutation 
operator. The LBP brings the idea from image processing that extracts relevant pattern 
information from the neighbors to identify the multiple regions of interest, so as to 
design an LBP-based niching method to locate multiple peaks in MMOP. Moreover, the 
NGI mutation operator incorporates information from both the niching and the global 
areas to increase algorithm diversity for effective exploration.

Although lots of works have been proposed to increase the diversity for generating solu-
tions that can locate different optimal regions, like the above novel operators and niching 
method, it is strange that few works focus on the selection of individuals. If the selection 
operator is not well designed, diversity solutions in different optimal regions can not be 
selected into the next generation, even though these solutions have been generated. There-
fore, a promising selection operator plays a significant role in solving MMOP. In this 
aspect, a representative work is proposed by Wang et al. (2018b) that introduced a novel 
selection operator for DE. It first conducts a clustering method on the combined set of 
the current population and newly generated individuals. Then the new population for the 
next generation is formed by selecting from each cluster by a probability model. By doing 
so, the new population is composed of individuals widely distributed in the search space, 
enhancing the population diversity.

3.3.3 � Accelerating convergence speed

Besides locating multiple optima in MMOP, accelerating convergence speed to refine 
the accuracy of the found near-optimal solutions is also a challenging issue. A popu-
lar strategy is local search. Usually, the algorithms do a perturbation around a solu-
tion based on some probability models to improve its accuracy, in which the Gaussian 
probability model is the most widely used one. The general local search strategy on a 
solution using the Gaussian probability model can be formulated by using this solution 
as the mean and together with a standard deviation. Therefore, there are two challeng-
ing issues in the design of perturbation-based local search strategy. One is the setting 
of standard deviation and the other is the selecting of which solutions for local search.

For the setting of standard deviation, a fixed standard deviation in the Gaussian 
probability model is set (Yang et  al. 2017c, 2017d). However, different optimization 
problems have different features and sizes of search space, so that a fixed value may 
not always do well. To deal with this problem, Wang et  al. (2020b) proposed a set-
ting scheme that gradually decreased the standard deviation during the evolutionary 
process. Chen et  al. (2020a) proposed an exponential descent strategy. The standard 
deviation will adaptively decrease according to whether the current standard deviation 
continuously helps improve the solution accuracy.

For the selection of solutions for local search, some research selects solutions by 
probability models constructed based on the solution’s fitness (Yang et  al. 2017c, 
2017d; Wang et  al. 2020b). Solutions with better fitness have a higher chance to be 
selected. Chen et al. (2020a) adopted an archive to store the solutions with good fitness 
found during the evolutionary process. The clustering method is conducted on these 
solutions and the solution with the best fitness in each cluster is selected.
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Besides the perturbation-based local search strategy, Cheng et  al. (2018) used a 
single-objective PSO algorithm to perform local search inside a small region where 
an optimum may exist. Moreover, prediction is always a method to help accelerate the 
optimization speed. In a recent study, Wang et al. (2020b) adopted the idea of contour 
in geography into the EC algorithm to predict the potential optimal solutions, which 
was a promising way to accelerate the convergence speed.

3.3.4 � Extending application field

MMOP is common in various fields in the real world. In the field of marketing, there are 
multiple Nash equilibria in electricity markets and Zaman et al. (2018) attempted to find 
them by EC algorithms. In the field of power system, Goharrizi et al. (2015) proposed 
a parallel MMOP algorithm to find multiple optima for the design of a voltage-source-
converter-based high-voltage-direct-current transmission system. In electromagnetism, 
the design of permanent magnet synchronous machine also has multiple optimal solu-
tions (Vidanalage et al. 2018). In mathematics, some research focused on finding mul-
tiple optima of nonlinear equation systems by using EC algorithms (Song et al. 2015; 
Gong et al. 2017). These studies widely show the potential of EC algorithms in solving 
the complex MMOP in real-world applications.

3.4 � EC for multi‑objective and many‑objective optimization problems

Multi-objective and many-objective optimization problems are two kinds of com-
plex continuous optimization problems, which typically involve two/three and more 
than three objectives, respectively. Compared with solving multi-objective optimiza-
tion problems (MOP), solving many-objective optimization problems (MaOP) is more 
difficult because of the increase of the objective. When solving MOP and MaOP by 
traditional EC algorithms, it is so hard to maintain diversity and convergence on all 
objectives. On the one hand, as the number of objectives increases, the objective space 
becomes significantly large and the number of solutions that need to uniformly approxi-
mate the true Pareto front (PF) also increases rapidly. On the other hand, as the Pareto 
dominance relationship is defined based on many objectives, most of the solutions are 
non-dominated solutions while only a very small fraction of them are closed to the PF. 
Therefore, how to obtain well-distributed and approximately optimal solutions along the 
PF is a worth studying issue. Because of the similarity of solving MOP and MaOP, 
some approaches can be used to solve both MOP and MaOP. Thus, this part may cover 
both solving MOP and MaOP, but mainly focuses on solving MaOP by EC algorithms.

In order to solve MOP and MaOP more efficiently, many EC algorithms usually need 
to be enabled and enhanced with increasing algorithm diversity and accelerating con-
vergence speed. Moreover, as the MOP and MaOP are difficult, reducing problem dif-
ficulty and reducing running time are also promising approaches to enable and enhance 
the EC algorithms in solving MOP and MaOP. The approaches of using EC algorithms 
to solve MOP and MaOP focusing on the above aspects are illustrated in the right part 
of Fig. 7. The left part of Fig. 7 is the traditional classification for multi-objective and 
many-objective evolutionary algorithms (Mane and Rao 2017). At last, approaches of 
EC algorithms in solving real-world MOP and MaOP are reviewed in the extending 
application field part.
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3.4.1 � Reducing problem difficulty

When solving a complex optimization problem, an obvious idea is to simplify the prob-
lem. When we apply this idea to solve MaOP, this idea is applied as reducing problem 
size, transforming to single objective, and narrowing down preferred region.

In MaOP, the number of objectives is typically more than three, but not all the objec-
tives are conflicting. Therefore, reducing the redundant objectives can help reduce the 
size of MaOP, which is a straightforward way to reduce the difficulty of the problem. 
Accordingly, Singh et al. (2011) tried to omit the objectives one by one. If the number 
of non-dominated solutions obtained after omitting an objective does not change much, 
this objective is regarded as a redundant objective; otherwise, it is a relevant objective. 
This way, the complex MaOP can be reduced to a simpler MaOP with only the rel-
evant objectives. Saxena et al. (2013) proposed a dimensionality reduction framework 
for linear and non-linear objectives using principal component analysis. However, these 
direct objective reduction methods may lead to losing the original dominance structure. 
Therefore, Cheung et al. (2016) proposed an objective extraction method to reduce the 
number of objectives and formulated the reduced objectives as a linear combination of 
original objectives. This method can retain the original dominant structure as much as 
possible to obtain the Pareto solutions of the original MaOP via solving the reduced 
MaOP. In other perspectives, Yuan et al. (2018) regarded the objectives reduction pro-
cess as a multi-objective search problem and introduced three multi-objective formula-
tions for objectives reduction. Very recently, Liu et al. (2021b) proposed to use diver-
sity and convergence as two indicative objectives to reduce the MaOP to a bi-objective 
MOP, resulting in a new multi-objective framework for many-objective optimization 
(Mo4Ma).

Another intuitive method to reduce the problem difficulty is to transform MaOP into a/
some single objective optimization problem(s). Ishibuchi et al. (2009) used the scalarizing 
function with different weight vectors to aggregate the multiply objectives into a set of sin-
gle objectives. This method decomposes the MaOP into different single objective subprob-
lems and optimizes them simultaneously. However, the choice of scalarizing function has a 
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significant impact on the search ability of the algorithm. Therefore, in the paper proposed 
by Ishibuchi et  al. (2010), two scalarizing functions, the weighted Tchebycheff (Cheby-
shev) and the weighted sum, are applied simultaneously to enhance the performance of 
the algorithm. Besides, Li et al. (2017) decomposed a MOP into a number of single objec-
tive optimization problems and solved them in a collaborative way. It divides these sub-
problems into several groups. At each generation, only one selected sub-problem from each 
group is optimized by CMA-ES, while other sub-problems are optimized by DE. Li et al. 
(2020a) transformed MaOP into a set of constraint single objective optimization problems 
where one objective was selected as the main objective to be optimized and the other objec-
tives were transformed into constraints. Experimental results have shown the effectiveness 
of these methods for solving MaOP. However, these methods require a series of predefined 
well-distributed weight vectors. Differently, Hu et al. (2017) divided the process of solv-
ing MaOP into two stages. The first stage only finds several extreme solutions by using a 
decomposition-based single objective optimizer, which aggregates objectives into different 
single objective problems. Herein, the optimal solutions of the single objective optimiza-
tion problems are namely the extreme solutions. The second stage uses a many-objective 
optimizer to approach the entire PF by extending the extreme solutions. Later, Sun et al. 
(2019c) proposed a new two-stage method with dynamic weight aggregation which could 
find convex, concave, linear, and mixed PF.

Furthermore, in order to reduce the problem difficulty, there is another worthy idea by 
narrowing down the preferred region. This method focuses on the regions preferred by 
decision-makers without exploring the entire PF since not all Pareto solutions are in line 
with the actual needs of decision-makers. It is only necessary to find the Pareto solution 
set for the regions that the decision-makers prefer. To this end, researchers bring the idea 
of focusing on the preferred region to reduce the problem difficulty to help solve both MOP 
(Thiele et al. 2009) and MaOP (Xiong et al. 2019). Thiele et al. (2009) projected the prefer-
ence points onto the current Pareto set and found the neighbor-point set preferred by the 
decision-maker on the PF as the final solution set. Xiong et al. (2019) constructed the pre-
ferred regions with predefined information given by decision-makers. Reference points are 
generated in preferred regions to guide the solutions converge and distribute on the related 
part of PF.

3.4.2 � Increasing algorithm diversity

As the MaOP is complex, many studies focus on increasing the diversity of the solutions 
to help search for the whole global optimal PF. The main approaches include: defining new 
diversity management strategies, using different reference points and directions, and using 
multiple co-evolutionary populations.

Defining new diversity management strategies into MaOP helps the EC algorithms pro-
duce well-distributed diverse solutions. Adra and Fleming (2011) proposed two density 
management (DM) mechanisms, named DM1 and DM2, to manage the diversity. Herein 
a spread indicator is defined to measure the spread of solutions. Then DM1 activates the 
diversity promotion strategy if the indicator is too small and DM2 adaptively adjusts the 
mutation range according to the spread indicator so as to increase the algorithm diver-
sity. Recently, Zhang et al. (2020a) proposed an evolution strategy (ES)-based maximum 
extension distance strategy to increase the diversity of population. The proposed maximum 
extension distance strategy guides solutions to maintain the uniform distance and extension 
by simulating the distribution of isotropic magnetic particles in the magnetic field.



82	 Z.-H. Zhan et al.

1 3

Also, as the search space expands, some methods tend to use different reference points 
and reference directions to increase the algorithm diversity. These methods define different 
reference points and reference directions which ensure the basic diversity of EC algorithms. 
Deb and Jain (2014) proposed the third version of non-dominated sorting GA (NSGA) 
algorithm, named NSGA-III, by predefining a set of well-distributed reference points and 
selecting solutions near the reference points during the selection operation to increase algo-
rithm diversity. Similarly, Asafuddoula et al. (2015) proposed an improved decomposition-
based EA that a set of uniformly distributed reference points was generated to ensure the 
diversity. Moreover, the method of using more different reference points and directions has 
been widely adopted by researchers to increase the diversity to promote MOP algorithms 
to solve MaOP like the dominance-based EA (Li et al. 2015b), reference vector guided EA 
(Cheng et al. 2016), strength Pareto EA (Jiang and Yang 2017), and decomposition-based 
EA (Cai et al. 2017). When facing more complex PF shapes in MaOP, He et al. (2019) pro-
posed to increase the diversity for decomposition-based EA by dynamical decomposition 
strategy. The reference points are selected from the solutions themselves and adapted to 
the shape of PF automatically. Therefore, these different reference points can provide large 
diversity to guide the population to explore more different spaces.

Another promising way to increase algorithm diversity is using multiple co-evolution-
ary populations because different populations can be configured with different settings or 
they can cooperatively search for different regions. The multiple populations for multiple 
objectives (MPMO) were first proposed by Zhan et al. (2013) to provide a new framework 
for solving MOP. In Zhan et al. (2013)’s work, the MPMO framework was implemented 
in the PSO algorithm and a coevolutionary multi-swarm PSO (CMPSO) was proposed. 
The CMPSO assigns a population to each objective, which is a good way to avoid ignoring 
some objectives to ensure diversity. At the same time, an archive is adopted by CMPSO to 
integrate the information of multiple populations, which is conducive to share search infor-
mation among multiple populations to increase diversity for better co-evolution. Later, the 
MPMO framework has become a new and efficient paradigm for solving MOP, which has 
been applied to other EC algorithms like DE (Wang et al. 2016b), ACS (Chen et al. 2019), 
artificial bee colony (Zhang et al. 2019a), and invasive weed optimization (Naidu and Ojha 
2018), which have all obtained promising performance. Most recently, Liu et al. (2019c) 
proposed a multiple population-based coevolutionary PSO by extending the MPMO frame-
work with a bottleneck learning strategy to solve MaOP, which could better ensure the 
diversity of the final solutions via MPMO and better ensure the convergence on all the 
objectives via a bottleneck objective learning strategy. Besides, Matos and Britto (2017) 
proposed a multi-swarm algorithm for MaOP. Specifically, different communication topol-
ogies are used in the swarms to co-evolutionary guide the particles, so as to maintain the 
diversity.

3.4.3 � Accelerating Convergence Speed

Moreover, in order to make the solution approach the true PF as close as possible, studies 
focused on accelerating convergence speed are also significant in MaOP, mainly including 
redefining Pareto dominance relationship, guiding population with promising solutions, 
and guiding population by convergence indicators.

Due to the large number of objectives in MaOP, the number of non-dominated solu-
tions obtained by the Pareto-based EC algorithm will enlarge exponentially because of 
the hard satisfaction of the Pareto dominance definition. However, only a small portion of 
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the non-dominated solutions which are closer to the true PF can have a stronger ability to 
guide the population to convergence. This results in the dominance-resistance phenomenon 
(Purshouse and Fleming 2007) that leads to a decrease in selection pressure and affects 
the convergence performance of the Pareto-based EC algorithm. Therefore, it is necessary 
to improve or redefine the Pareto dominance relationship. Zou et al. (2008) proposed an 
L-optimal mechanism which was actually a subset of the Pareto set. Using the L-optimal 
mechanism can select more reasonable solutions for accelerating convergence speed. Yang 
et  al. (2013) proposed a grid-based EA to convert Pareto dominance to grid dominance 
which could effectively reduce original non-dominated solutions to increase selection pres-
sure. He et al. (2014) introduced a fuzzy mechanism to Pareto dominance by using a con-
tinuous function to quantify the degree of non-dominance between two solutions. Hence, 
solutions with a greater degree of non-dominance can be selected. Moreover, a new domi-
nance relation (Yuan et al. 2016) and a strengthened dominance relation (Tian et al. 2019) 
were proposed to more strictly define only the best converged solutions as non-dominated, 
so as to push the population to converge faster.

There are also some studies that tend to select more promising solutions from the cur-
rent Pareto set based on some specific preferred strategies to guide the population to con-
verge faster. Wang et al. (2013b) pre-defined some points (called preference points). The 
preference points and the current solution will co-evolve. Solutions that dominate more 
preference points are regarded to be more promising. Li et  al. (2014a) proposed a shift-
based density estimation strategy to select more promising solutions that are more closed 
to the PF rather than scattered in the sparse region. Zhang et al. (2015b) considered the 
knee point in the current PF as a more promising solution. By paying more attention to the 
knee point, other solutions in the population can be guided to converge to the PF faster. 
More recently, Yu et al. (2021) used the α-dominance and knee-oriented dominance rela-
tionship to further identify the knee regions.

In addition, some studies propose to use performance metrics related to convergence 
as indicators to accelerate the convergence of the population. Sun et al. (2019b) used the 
inverted generational distance indicator while Shang and Ishibuchi (2020) used the hyper-
volume indicator to guide the convergence of algorithms. Moreover, Li et al. (2016a) used 
multiple indicators to get stronger convergence ability.

3.4.4 � Reducing running time

The optimization and improvement of the original operator can effectively reduce the com-
plexity and running time of the original algorithm. Srinivas and Deb (1994) proposed the 
original NSGA. The algorithm requires O(MN3) time complexity and O(N) space complex-
ity, where M denotes the objective numbers and N denotes the solution numbers. NSGA 
has improved by Deb et  al. to the second version algorithm called NSGA-II (Deb et  al. 
2002). The new version reduces the computational complexity to O(MN2) by recording the 
dominant solutions and dominated solutions, which has also been widely used in MaOP 
algorithms. Wang and Yao (2014) used a corner sorting mechanism to rank the solutions, 
which could reduce the running time of determining the Pareto domination relationship. 
Zhang et al. (2015a) proposed an efficient non-dominated sort method that a solution only 
needed to be compared with those already in PF instead of all the solutions to determine 
whether it could be assigned to the PF. Based on this idea, they proposed a tree-based effi-
cient non-dominated sort method that could reduce running time in solving MaOP (Zhang 
et al. 2016).
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Moreover, some researchers propose to reduce execution time in indicator-based algo-
rithms and decomposition-based algorithms. Considered the high execution complexity for 
hypervolume (HV) calculation, Bader and Zitzler (2011) used Monte Carlo simulation to 
approximate the exact hypervolume values and got the rankings of solutions induced by the 
HV indicator, and then got a balance between the accuracy of the estimates and the avail-
able computing resources. Jiang et al. (2015) measured the HV contribution of a solution 
by considering partial solutions rather than the whole solution set, and thus proposed a 
simple and fast HV indicator-based multi-objective evolutionary algorithm that can reduce 
the high time complexity in measuring the exact HV contributions of different solutions. 
Deng and Zhang (2019) transformed the hypervolume into an (m–1)-D (where m is the 
number of objectives) integral by using polar coordinate, and then proposed two approxi-
mation methods for computing the HV and HV contributions.

Another way for reducing running time is paralleling and distributed computing (Luna 
and Alba 2015; Talbi 2019). To reduce the running time for fitness evaluation, the evalu-
ations of the whole population are concurrently assigned by several processors in every 
iteration (Depolli et  al. 2013). Li et  al. (2015a) proposed a parallel version of multiob-
jective PSO-based decomposition algorithm by using both message passing interface and 
OpenMP. This algorithm combines distributed-memory and shared-memory programming 
models and can fully use the processing power. Experimental results show a speedup of 
2 × by using this algorithm. Campos et al. (2019) proposed a parallel strategy for PSO to 
deal with multiple populations to solve both MOP and MaOP. Specifically, the multiple 
populations evolve on the independent processors parallelly, so as to reduce running time. 
Besides, the communication among populations is established by a fully-connected net-
work to share search information.

3.4.5 � Extending application field

Many practical applications have spawned the development of MaOP. Researchers in dif-
ferent fields use EC algorithms as basic tools to optimize practical MaOP. For example, in 
the industrial field, Cheng et al. (2017) viewed the hybrid electric vehicle control model 
as a MaOP with different objectives, such as fuel consumption, battery stress, emissions, 
and noise. Bitsi et al. (2019) used a Pareto-based many-objective optimization algorithm 
to optimize conflicting objectives such as torque capacity, efficiency, and torque density 
of automotive motors to design a better motor topology. Salimi and Lowther (2016) used 
a projection-based objective reduction method to optimize the five-objective industrial 
motor design problem. Furthermore, in order to improve the design robustness of axial-flux 
permanent magnet synchronous generators under uncertain factors, Sabioni et  al. (2018) 
considered efficiency, material cost, weight, diameter, and efficiency maximum estimated 
deviation as the optimization objectives. Martins et al. (2019) used NSGA-II to optimize 
the parameters in the voltage-controlled oscillator to help it adapt to different consumption 
requirements of the Internet of things and cellular applications.

In some other subject areas, Starkey et  al. (2019) added fuzzy logic systems to the 
algorithm to get tradeoff solutions of workforce resource allocation, aiming at optimizing 
the workforce resource allocation of large organizations or companies. Fleck et al. (2017) 
extended the NSGA-III algorithm to solve model transformation modularization problems. 
Miranda et  al. (2018) focused on the performance of classifiers after training in imbal-
anced data set and modeled the selection of sampling strategies in imbalanced data set as a 
MaOP, due to that different sampling strategies lead to different training performances of 
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the classifier. In order to obtain an ensemble classifier with balanced performance, Asafud-
doula et al. (2018) used the accuracy of different classifiers as optimization objectives.

Moreover, as some kinds of new paradigms for solving MOP and MaOP have shown 
efficient ability in solving benchmark problems, they have been widely extended to real-
world practical problems. An example is the popularization of the MPMO framework 
(Zhan et al. 2013). Li et al. (2014b) used the MPMO framework for solving multi-objective 
power system economic dispatch. Yao et al. (2017) used the MPMO framework for solv-
ing multi-objective workflow scheduling in a cloud system. Chen et al. (2019) proposed a 
multi-objective ACS based on the MPMO framework for optimizing both the execution 
time and executing cost in cloud workflow scheduling problems. Zhou et al. (2020) mod-
eled the airline crew rostering problem as a bi-objective optimization problem that aimed 
at optimizing both the fairness and satisfaction of crew, and they extended the MPMO 
framework to efficiently solve the proposed model. Zhao et al. (2021) proposed to use the 
MPMO framework for solving multi-objective cardinality constrained portfolio optimi-
zation problems. Liu et  al. (2021a) proposed to use the MPMO framework-based multi-
objective PSO to solve the emergency resource dispatch problem.

3.5 � EC for constrained optimization problems

The constrained optimization problems (COP) are a kind of complex problem that should 
satisfy a set of constraints. Therefore, there are lots of infeasible solutions in the search 
space because they do not satisfy one, some, or all of the constraints. Only a small frac-
tion of the search space contains feasible solutions. Due to the powerful search ability of 
EC algorithms, many researchers have focused on using them to solve COP in the recent 
decades. However, it is difficult to determine which solution is better because the COP has 
infeasible regions where the solutions may have good fitness values. We need to combine 
constraint-handling techniques (CHTs) when using EC to deal with COP. The EC algo-
rithms are served as the search engine, while CHTs guide the algorithms on how to select 
the solutions for the population of the next generation. The classic taxonomy of technolo-
gies for solving COP is shown in the left part of Fig. 8. However, in this paper, we classify 
the literature of EC algorithms in solving COP according to our function-oriented taxon-
omy from three aspects, which are reducing problem difficulty, increasing algorithm diver-
sity, and accelerating convergence speed. Finally, the extending application field approach 
for COP will also be given. The illustration of using EC to solve COP can be seen in Fig. 8.
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3.5.1 � Reducing problem difficulty

Considered the difficulty of finding feasible regions in the search space, a good idea is to 
reduce the problem difficulty of COP. Methods for reducing the problem difficulty of COP 
can be divided into three categories, namely penalty functions methods, multiobjectiviza-
tion, and mapping the feasible region into a regular area.

The penalty functions method is a well-known method for reducing problem difficulty 
because it is very simple and intuitive to be used to transform COP into an unconstrained 
problem. It adds the constraint violation as the penalty factor to the fitness function, so 
that the objective and constraint functions can be considered in a single function simul-
taneously. However, the penalty factor is problem-dependent, which is hard to be set with 
an appropriate value. According to the different adjustment methods of the penalty fac-
tor, penalty functions methods can be divided into the following four categories. Firstly, 
the simplest penalty function method is to directly set the penalty factor as positive infin-
ity, which is called “death penalty” (Yeniay 2005). It rejects all infeasible solutions into 
the population, and then losing information of infeasible solutions. Thus, this method may 
spend much time to find a feasible solution. Secondly, static penalty functions use the 
fixed penalty factor during the evolutionary process. Hsieh et al. (2015) proposed a two-
phase immune evolutionary algorithm to solve nonlinear COP, based on the static penalty 
function method. However, the importance of the penalty factor is often different during 
evolution, so it is inappropriate to keep the fixed value. Thirdly, dynamic penalty func-
tions change the penalty factor during the evolutionary process (Liu et al. 2018a). Liu et al. 
(2016a) proposed an S-type function to set the penalty factor, which was only adjusted by 
the current number of iterations. Since the penalty factor is generally problem-dependent, 
the same adjustment of the penalty factor may be unreasonable for all COP. Fourthly, adap-
tive penalty functions adjust the penalty factor according to the feedback information of 
the population. Hamida and Schoenauer (2002) proposed to adjust the penalty factor based 
on the comparison between the expected feasible ratio and the feasible ratio of the current 
generation. If the current feasible ratio is less than the expected feasible ratio, the penalty 
factor increases. Tessema and Yen (2009) proposed a self-adaptive penalty (SP) function 
that combined modified fitness value and the penalty. The penalty is the weighted sum of 
the modified fitness value and constraint violation and the weight is determined by the cur-
rent feasible ratio. Saha et al. (2016) proposed a fuzzy rule-based penalty function, where 
the input of the Mamdani-type fuzzy inference system was associated with constraint vio-
lation, the objective function value, and the current feasible ratio.

Another popular method for reducing the difficulty of COP is multiobjectivization, 
which transforms a COP into a MOP. It treats the overall constraint violation as another 
objective or each constraint function as an objective so that the algorithm can easily find 
feasible solutions for the MOP (Wang and Cai 2012a, b).

In addition, there are also some studies for reducing the difficulty of COP by map-
ping the feasible region into a regular area that is easy to handle. For example, Koziel 
and Michalewicz (1999) proposed a homomorphous mapping method that transformed the 
feasible region into a regular n-dimensional cube, which was easier to facilitated EC algo-
rithms to optimize. However, this kind of mapping process itself is complex and requires 
additional computational cost.
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3.5.2 � Increasing algorithm diversity

In COP, some infeasible solutions may be closer to the feasible optimal solution than some 
feasible solutions. Therefore, how to select solutions for the next population is the key 
issue of COP, and it is of great significance for COP to improve the diversity of algorithms. 
There are mainly two methods to increase algorithm diversity in current studies. One is 
treating the objective and constraints separately, and the other is combining different CHTs 
with different characteristics.

It is intuitional to treat the objective and constraints separately and the relevant methods 
can be divided into the following four categories. The first category is the common method 
based on the feasibility rule (FR). Generally speaking, the FR is with three criteria pro-
posed by Deb (2000): (1) Any feasible solution is better than any infeasible solution; (2) In 
two feasible solutions, the one with a better objective function value is preferred; and (3) 
In two infeasible solutions, the one with smaller constraint violation is preferred. Under the 
FR method, Zhang et al. (2014) solved the COP by proposing to use an artificial immune 
system for optimizing the objective and the FR as the CHT for dealing with the constraints, 
respectively. The FR is simple and easy to implement, but the feasibility is overempha-
sized, making it easy to fall into a local optimum. Therefore, some works enhance the 
FR comparison by additionally adopting objective function value comparison for further 
increasing the algorithm diversity. For example, Wang et  al. (2016c) proposed to incor-
porate the fitness value comparison into the FR, where the losing offspring based on FR 
comparison with a better fitness value could be stored into an archive. In the replacement 
mechanism, the solution with the maximum constraint violation in each group of the popu-
lation and the solution with the minimum constraint violation in the archive are compared 
based on the fitness value.

Besides the FR, the second category for the separation of the objective and constraints 
is the ε-constrained method proposed by Takahama and Sakai (2006). Since some infeasi-
ble solutions may carry important information, they introduced a parameter ε to relax the 
constraints comparison in the FR (Deb 2000). A solution with constraint violations not 
greater than ε can be regarded as a feasible solution. Under this consideration, the ε–based 
FR can be accommodated to select a solution with better objective function value and ε 
constraints satisfaction. The setting of ε directly controls the balance between the objective 
function and constraint violation. In the original ε-constrained method, as the number of 
iterations increases, ε decreases as a power function, where the power is fixed (Takahama 
and Sakai 2006). Later, the same authors proposed to control the ε decreasing by a power 
function, where the power was dynamically changed (Takahama and Sakai 2010). Further-
more, Fan et  al. (2019) proposed to use the current state of the population to guide the 
adaptive change of ε. In the early stage of evolution, if the current feasible ratio is small, 
ε decreases exponentially to help explore in the feasible region. When the feasible ratio 
is large enough, ε will relax to a large value to enhance the exploration in the infeasible 
region.

The third category for separating objectives and constraints is stochastic ranking (SR) 
proposed by Runarsson and Yao (2000), which compares two solutions only based on the 
objective function or constraint violation. It introduces a fixed parameter to determine the 
probability of comparison using the objective function.

The fourth category to separate constraints from the objective is dual populations pro-
posed by Gao et al. (2015). When the number of feasible and infeasible solutions is greater 
than three, the population is divided into two subpopulations that only optimize constraints 
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and the objective function, respectively. When implemented in DE, the two subpopulations 
cooperate and share information by the guidance solution in the mutation operator.

Besides the objective and constraints separation method, another popular method for 
increasing algorithm diversity is to deal with constraints by combining CHTs with different 
characteristics. According to the no free lunch theorems (Wolpert and Macready 1997), no 
single CHT can effectively deal with all COP. Different CHTs favor different types of solu-
tions, so as to increase the diversity of solutions. Wang et al. (2008) designed an adaptive 
tradeoff model for three situations. In the infeasible situation, a multi-objective optimiza-
tion method is adopted to handle constraints, while in the semi-feasible situation, an adap-
tive penalty function method is used. As for the feasible situation, the COP is reduced to 
an unconstrained optimization problem and only the objective function value is considered. 
Mallipeddi and Suganthan (2010) proposed a framework for COP based on an ensemble 
of four CHTs, i.e., SP (Tessema and Yen 2009), FR (Deb 2000), ε-constrained method 
(Takahama and Sakai 2006), and SR (Runarsson and Yao 2000). It uses multiple popu-
lations with multiple CHTs and all populations communicate by sharing their offspring. 
Hellwig and Beyer (2018) proposed a matric adaptation evolution strategy by combining 
successful constraint handling techniques, the ϵ-level ordering, and gradient-based repair, 
with Matric Adaptation Evolution Strategy. Both approaches are successful constraint han-
dling techniques, which can help the population move towards feasible regions. Wang et al. 
(2019a) proposed the composite DE with three different trial vector generation strategies. 
One of three strategies is the random generation strategy, which contributes to diversity. 
This approach also combines with the FR and ε-constrained method to select solutions for 
the next generation population.

3.5.3 � Accelerating convergence speed

When solving COP, how to quickly converge to the feasible region is a problem worth 
thinking about. The CHTs discussed above are generally used for comparison between two 
solutions. However, in recent years, some researchers have turned to use CHTs to directly 
guide the solution generation. This kind of method mainly focuses on the mutation opera-
tion to accelerate convergence speed for solving COP. When talking about accelerating the 
convergence speed of solving COP, there are two methods in current studies. One is accel-
erating the convergence of constraints, and the other is accelerating the convergence of the 
objective functions.

Since the feasible region of some COP with equality constraints may be small, it is dif-
ficult to obtain a feasible solution in this case. Finding a feasible solution quickly is one of 
the important ways to accelerate the convergence speed of algorithms. The gradient-based 
mutation (Takahama and Sakai 2006) tries to repair the infeasible solutions by the gradient 
of constraints. Hamza et al. (2016) proposed the mutation based on constraint consensus, 
whose calculation was also related to the gradient of unsatisfied constraints. The above 
two gradient-based methods can accelerate the search for feasible solutions. Maesani et al. 
(2016) proposed the memetic viability evolution, in which viability boundaries on each 
constraint were defined separately in the local search units. Thus, additional information on 
each constraint can be gathered to help search faster. Spettel et al. (2019) devised a special 
mutation operator that did not violate any linear constraints and repaired the non-negativity 
constraints by projection.

However, the above methods only consider speeding up the process of finding a feasi-
ble solution, but without the attention to the convergence of the objective function. It is 
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also significant to accelerate the convergence speed within the feasible region. Gong et al. 
(2015a) proposed an adaptive ranking mutation operator based on DE, which sorted the 
solutions according to different criteria in different situations. It utilizes better solutions 
to guide the search, so that the ability of exploitation can be improved to gain faster con-
vergence speed. This algorithm contains two different trial vector generation strategies for 
accelerating convergence speed, which is different from the random generation strategy 
used for increasing algorithm diversity in composite DE proposed by Wang et al. (2019a). 
One of the trial vector generation strategies is guided by constraint violation and the other 
is guided by the objective function. In another work, Wang et  al. (2020a) proposed to 
explore the correlation between constraints and the objective function in the early learning 
stage and made use of the correlation in the evolving stage to help the algorithm converge 
faster.

3.5.4 � Extending application field

As many COP come from real-world applications, there are also many EC algorithms pro-
posed to solve real-world COP. In the automatic control field, Wang et al. (2020a) applied 
the DE-based algorithm to the gait optimization of humanoid robots, which was restricted 
by the rotation angle of each degree of freedom. Xu et al. (2019) proposed a new CHT that 
divided the population into different sections and applied it to the constrained parametric 
optimization for a breast cancer immunotherapy model. As for resource scheduling, Chen 
and Chou (2017) proposed the NSGA-II to solve airline crew roster recovery problems, 
which had a set of constraints for safety. Zheng and Wang (2018) proposed a collaborative 
fruit fly optimization for the resource-constrained unrelated parallel machine green sched-
uling problem. In cloud computing, Chen et al. proposed the dynamic objective GA (Chen 
et al. 2015a) and ACS (Chen et al. 2015b) to solve the deadline constrained cloud comput-
ing resources scheduling. Liu et  al. (2018b) proposed an ACS-based method for virtual 
machine placement, which was constrained by the resource requirement. In electromagne-
tism, Kovaleva et al. (2017) proposed a cross-entropy method for electromagnetic optimi-
zation with constraints.

3.6 � EC for expensive optimization problems

Expensive optimization problems (EOP) refer to optimization problems that require com-
putational expensive simulation or calculation to evaluate candidate solutions (Jin 2005; 
Shan and Wang 2010; Tenne and Goh 2010). Due to the expensive evaluations, these prob-
lems are difficult for EC algorithms to optimize (Jin 2011). So far, more and more EC-
based research has been proposed for dealing with EOP. Generally speaking, to make EC 
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Fig. 9   Approaches of EC algorithms for solving EOP
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algorithms work efficiently on EOP, there are two major general approaches to make the 
algorithms obtain acceptable solutions within acceptable time, i.e., reducing problem dif-
ficulty and reducing running time of performing fitness evaluations. In addition, the extend-
ing application field approach can also provide valuable insight for solving expensive 
application optimization problems. Therefore, this part surveys the related works for solv-
ing EOP classified according to our function-oriented taxonomy, as shown in Fig. 9.

3.6.1 � Reducing problem difficulty

In many optimization problems, mathematical or exact fitness functions for evaluating can-
didate solutions may not exist (Jin 2005). In such situations, the solutions can only be eval-
uated by computationally expensive numerical simulations or physical experiments, e.g., 
wind tunnel experiments. This poses great challenges on EC algorithms because most EC 
algorithms are based on the fitness evaluations for evolution. To solve this problem and 
reduce the optimization difficulties, approximation methods have been widely researched 
(Shan and Wang 2010; Tenne and Goh 2010; Jin 2011; Jin et al. 2019). Generally speaking, 
existing approximation methods for reducing the problem difficulty can be mainly classi-
fied into two categories as problem approximation and fitness approximation (Jin 2005), 
which are described as follows.

Problem approximation is a straightforward way to employ an approximated problem to 
replace the original problem. The new problem is approximately the same as the original 
problem but is much easier to solve. Nguyen et al. (2017) proposed two strategies to design 
simplified simulation models to replace the original simulation for the design problem of 
dispatching rules. The first strategy is to reduce the warmup and running time of simula-
tions, while the second strategy is to reduce the search space, e.g., reduce the number of 
machines and the number of operations per job. The experimental results show that com-
bining these two strategies is able to generate a simplified but accurate enough simula-
tion model that requires less computational cost than the original simulation evaluations. 
Voutchkov et al. (2005) proposed a simplified mathematical model, which greatly reduced 
the expensive computational cost for solving sequential combinatorial finite element prob-
lems. The mathematical model is developed based on prior knowledge and assumptions 
and is optimized by a few real finite element simulations. This model has shown to be a 
fast, effective, and general method for replacing computationally expensive finite element 
models. Furthermore, in some real-world problems, there have been different kinds of fit-
ness evaluations that can be adopted to simplify the problem. For example, in the optimiza-
tion of aerodynamic structures, 2-D and 3-D computational fluid dynamics (CFD) simu-
lation can be used to replace the real-world wind tunnel experiments, where the latter is 
much more computational expensive (Jin and Sendhoff 2009).

Different from the problem approximation methods that approximate the original evalu-
ation procedure, the fitness approximation is to directly approximate the fitness value of 
candidate solutions. Given some evaluated data, i.e., solutions and their corresponding fit-
ness values, EC algorithms can adopt fitness approximation methods to approximate the 
objective function. After this, the approximated objective functions, which are also called 
surrogates in the literature, can be employed to replace the original objective functions and 
evaluate new candidate solutions to drive the EC algorithms (Jin et  al. 2019). Generally 
speaking, the surrogates, i.e., the approximated objective functions, are much easier to be 
calculated than the original objective functions and therefore they indeed reduce the dif-
ficulty of EOP. As the fitness approximation only needs to focus on the mapping between 
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solutions and their fitness, it does not need to rely on the prior knowledge and specific char-
acteristics of the problem, so many methods have been researched and proposed to build 
surrogates, including traditional interpolation methods (Zhou et  al. 2005) and machine 
learning techniques such as Kriging model (Buche et al. 2005; Chugh et al. 2018), artificial 
neural networks (Jin et al. 2002; Willmes et al. 2003; Jin and Sendhoff 2004), radial basis 
function neural networks (Lim et  al. 2010; Martinez and Coello 2013; Regis 2014; Sun 
et al. 2017), and random forest (Sun et al. 2020; Wang and Jin 2020). Furthermore, effec-
tive learning strategies have also been studied to improve the accuracy of fitness approxi-
mations. Wang et al. (2017) proposed a committee-based active learning method for build-
ing accurate surrogates. Wang et  al. (2019b) employed an ensemble learning method to 
generate and combine a set of surrogates to improve the accuracy of functional predic-
tions. In addition, Wei et al. (2021) proposed a level-based learning strategy and the gradi-
ent boosting gradient classifier to improve the robustness and scalability of surrogates for 
approximating high dimensional expensive problems. In the data-driven EA (DDEA), the 
number of true evaluated solutions is crucial for building good surrogates. However, if too 
much data is used, the problem becomes more complex. Therefore, how to build promis-
ing surrogates within few-shot true evaluated data is an important research topic. To this 
aim, very recently, Li et al. (2020c) proposed to build an accurate surrogate by efficiently 
manipulating the small number of available data via a localized data generation (LDG) 
method, so as to design a boosting DDEA with LDG (BDDEA-LDG). Moreover, Li et al. 
(2020d) further proposed a DDEA with perturbation-based ensemble surrogates (DDEA-
PES) on the small number of available data. The few-shot true evaluated data makes the 
algorithms slighter and easier for using.

3.6.2 � Reducing running time

As the computational cost is large in EOP, it is necessary to reduce the running time to 
make the EC algorithm applicable in real-world EOP. Generally speaking, there are three 
approaches to reduce the running time of expensive fitness evaluation. The first one is 
the fitness inheritance and imitation approach, the second one is the multi-fidelity fitness 
approximation approach, and the third one is parallel and distributed approach.

Firstly, as the fitness evaluation process is expensive, the fitness inheritance and imi-
tation approach approximate the individual fitness based on other individuals instead of 
executing the fitness function. In fitness inheritance, the fitness of a new individual inherits 
from its parents. Chen et al. (2002) proposed a fitness inheritance method to speed up the 
algorithms. In addition, Sastry et al. (2001) provided analyses of the fitness inheritance in 
EAs. Different from fitness inheritance, fitness imitation estimates the fitness value of an 
individual based on some other evaluated individuals. Salami and Hendtlass (2003) pro-
posed a fitness imitation method where the fitness of a new individual was the weighted 
sum of the fitness of the evaluated individuals. Tian et  al. (2016) proposed a Gaussian 
similarity measurement to better estimate individual fitness. Kim and Cho (2001) divided 
the population into several clusters and calculated most of the individual fitness through 
estimation. Similarly, Jin and Sendhoff (2004) proposed a cluster-based method to reduce 
the fitness evaluations, where the individual closest to the cluster center was evaluated 
by real fitness evaluation while the rest were evaluated by estimation. Besides, Sun et al. 
(2013) proposed a fitness estimation strategy to estimate the individual fitness based on 
the distance between this individual and the evaluated individuals. Recently, the fitness 
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estimation is further adopted for choosing individuals for real evaluations appropriately, 
which enhances the optimization accuracy and efficiency (Sun et al. (2017)).

Secondly, besides the fitness inheritance and imitation approach, the multi-fidelity fit-
ness approximation approach has also been researched to reduce expensive evaluations. 
In many real-world applications, the fidelity of fitness evaluation can be manually con-
trolled and there is a trade-off between fitness fidelity and computational cost (Wang et al. 
2018a). In such a situation, multi-fidelity fitness approximation considers how to better use 
simulations and models with multiple fidelities to search for the optimal solutions, so as to 
obtain acceptable solutions within a much shorter time. Wang et al. (2018a) proposed three 
strategies in PSO to adaptively select an appropriate low fidelity model to evaluate indi-
viduals, which could reduce the running time. Also, Li et al. (2016c) adopted high-fidelity 
surrogates for problem decompositions and then employed computationally cheap surro-
gates to replace the computational expensive evaluations to drive the EC algorithms. In 
addition, Sun et al. (2017) combined two different approximation methods, i.e., the surro-
gate-assisted approximation and individual-based approximation, to reduce the expensive 
evaluations in high dimensional expensive problems. Wu et al. (2021c) proposed a novel 
scale-adaptive fitness evaluation (SAFE) method to adopt some evaluation methods with 
different time cost and corresponding accuracy scales to complete the fitness evaluation 
process cooperatively and efficiently and obtained promising results. The SAFE mainly 
adopts fitness evaluation methods with small time cost (but with lower accuracy) in the 
early stage to save computational time and can adaptively switch to other fitness evalua-
tion methods with higher accuracy in the later stage to increase solution accuracy. This 
way, the algorithm can make the best balance between computational time and solution 
accuracy, resulting in promising results by reducing running time. Zhang et al. (2021) pro-
posed multifidelity-based surrogate models to replace the exact expensive fitness evalua-
tion, which have shown better performance than the compared algorithms within the same 
training time.

Thirdly, when evaluating candidate solutions is computationally expensive, parallel and 
distributed techniques can be employed to reduce the computational time cost. Therefore, 
many methods have been proposed to speed up EC algorithms through distributed tech-
niques for solving EOP (Gong et  al. 2015b). Liu et  al. (2016b) proposed a parallel DE 
for solving the power electronic circuit (PEC) optimization problem, which required time-
consuming simulations for fitness evaluations. Based on the distributed cloud computing 
resources, the parallel DE can assign candidate solutions to different resources for paral-
lel evaluations, so that the time cost can be reduced. Considering that the computational 
resources may have different workloads and computing performance, Ma et al. (2017) fur-
ther proposed a distributed DE with a load balance strategy to allocate the computational 
tasks to different resources efficiently and appropriately. In this method, the load informa-
tion of each resource is calculated and considered for performing dynamic resource alloca-
tions, so that the topology (i.e., mapping) between the individuals and the resources can 
change adaptively for higher utilization of the concurrent computational resources. Very 
recently, Liu et al. (2021c) further studied the resource-aware technique to make the com-
putational resources be allocated with suitable tasks, so as to propose a much faster dis-
tributed DE for training expensive neural-network-based controller in PEC. Different from 
only considering the load information of all resources, the Cloudde proposed by Zhan et al. 
(2017) calculates the appropriate number of machines or computing nodes for handling 
each task and then allocates resources accordingly, which is shown to be very promising 
and efficient in reducing the running time of evaluating PEC.
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In addition to employing parallel and distributed techniques to accelerate the real fit-
ness evaluations, parallel and distributed techniques have also been integrated with sur-
rogate models. Karakasis et al. (2003) proposed a distributed GA with surrogate models to 
reduce the computational time cost of calling excessive computational fluid dynamics in 
an aerodynamic shape optimization problem. The algorithm partitions the population into 
several subpopulations and each subpopulation is evolved with surrogates concurrently. 
The best solution in each subpopulation will be regularly migrated to other subpopulations. 
The experimental results show that the combination of surrogates and distributed meth-
ods results in maximum computational efficiency in terms of the time cost. Akinsolu et al. 
(2019) proposed a parallel model assisted EA (PSMEA) to better parallelize the surrogate-
assisted EAs. In PSMEA, several diverse solutions with promising approximated fitness 
are selected at the same time for the real fitness evaluation. During this process, the evalua-
tion of each selected solution can be performed concurrently, which can reduce the expen-
sive computational time. Furthermore, if there are multi-fidelity or multi-level surrogates, 
the algorithm parallelization can be further enhanced. Karakasis et al. (2007) proposed a 
hierarchical distributed EA for shape optimizations, where each subpopulation would con-
currently employ a surrogate with different accuracies and time costs. The better solutions 
will be moved to the subpopulation using the surrogate with higher accuracy and higher 
time cost while the worse solutions will be moved to the subpopulation using the surrogate 
with lower accuracy but cheaper time cost. In addition, Sun et  al. (2019d) proposed an 
asynchronous parallel surrogate optimization algorithm, which was based on an ensemble 
surrogating model and stochastic response surface method. In this algorithm, parallel com-
puting technology is adopted to accelerate both the weights update of ensemble surrogates 
and the parameter optimizations, which has shown to be efficient.

3.6.3 � Extending application field

As many EOP are almost from real-world applications, a lot of research has been conducted 
to deal with these problems by considering the problem types and characteristics, resulting 
in application-driven EC algorithms. In the health care field, Wang et al. (2016a) proposed 
a novel EA to optimize the design of trauma systems, where the fitness evaluation involv-
ing a large number of incidents was very computationally expensive. The authors found 
that the problem is an off-line data-driven optimization problem and proposed a novel EA 
with a clustering method and multi-fidelity surrogates to make a trade-off between compu-
tational time and optimization accuracy. The experimental results show that the proposed 
algorithm can save about 90% of computational budgets to produce an acceptable solu-
tion. In the fused magnesium furnaces optimization field, Guo et al. (2016) considered that 
the fitness evaluation was expensive to perform but only a small amount of evaluated data 
could be used to build the surrogate to approximate the fitness evaluation in such a typical 
small data-driven optimization problem. They constructed a low order polynomial model 
to generate more data to help approximate the fitness evaluation better. In the transonic 
airfoil design optimization field, Wang et al. (2017) proposed a surrogate-assisted EC algo-
rithm with active learning. Although the evaluation of airfoil performance requires time-
consuming CFD simulations, the proposed algorithm can obtain a high-quality solution 
efficiently through active learning-based surrogates. Similarly, Li et  al. (2020d) applied 
GA with perturbation-based ensemble surrogates for the expensive airfoil design opti-
mization as well and obtained great results. In an expensive shape optimization of an air 
intake ventilation system, Chugh et al. (2017) proposed a Kriging-based EA to tackle three 
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main challenges, i.e., formulating the optimization problem, connecting different simula-
tion tools, and dealing with computationally expensive objective functions, which obtained 
promising results in the blast furnace optimization problem. Guo et al. (2020) constructed 
two surrogate models with support vector regression so as to efficiently evaluate support-
ing quality for the bolt supporting networks optimization. Besides, Li et al. (2020c) applied 
GA with boosting surrogate ensembles for the arterial traffic signal timing real-world 
expensive optimization problem, which can efficiently reduce traffic congestions.

4 � Potential research directions and open problems

Based on the above survey, it is sure that using EC algorithms to solve complex continuous 
optimization problems has become a new and rising trend in both the EC community and 
the complex system community. In this section, we discuss some potential research direc-
tions and open problems, hoping to inspire wider and deeper research works in this field.

The discussions are based on two main bodies. That is, the “Problem” and “Algo-
rithm”, as shown in Fig.  10. From the problem aspect, future research surely includes 
the “Combination of 2-M or X-M challenges”, i.e., how to combine more than one chal-
lenge of the above-mentioned 5-M challenges to model the even more practical problems 
to approximate the real-world applications. From the algorithm aspect, besides the above-
mentioned five function-oriented approaches for solving complex problems, a promising 
way to design a more powerful EC algorithm is the “Cooperation of different function-
oriented approaches”, which is also arrowed by a dashed line from the “Problem”. The 
arrow means that as the problems become more complex, they may also inspire more new 
function-oriented approaches that can be hybrid with the existing approaches introduced in 
this paper. Moreover, the “Crossing of multi-disciplinary techniques” is also a promising 
way to enhance EC algorithms to better solve complex continuous optimization problems. 
Nevertheless, the “Problem” and “Algorithm” themselves may have a relationship and 
can influence each other. Therefore, the “Bi-directional interaction of problems and algo-
rithms” must be a significant future research topic. Also, the “Balance of solution accuracy 
and computational burden” is important for extending the EC algorithm in “Applications 
of more real-world complex problems” at last. These future research directions are summa-
rized as the “3C-2B-1A” topics as illustrated in Fig. 10 and are discussed as follows.
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Fig. 10   The future 3C-2B-1A research directions and their relationship
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4.1 � Combination of 2‑M or X‑M challenges

Compared with the complex continuous optimization problems discussed above, real-world 
problems are often under an even more complex environment, which may involve 2-M or 
X-M challenges. For example, some application problems are not only large-scale with 
many dimensions but also dynamic with many changes, such as the large-scale dynamic 
community detection problem (Yin et al. 2021) and the large-scale dynamic optimal reac-
tive power flow problem (Xiao et  al. 2020). To solve these complex practical optimiza-
tion problems, we need to build suitable models and use appropriate algorithms to opti-
mize them. Therefore, one of the future research directions is how to make the problem 
model more practical by considering these X-M challenges existing in these problems. If 
we model the real-world application problems by only considering some easy characteris-
tics, the problem model may not be suitable for practical use. Thus, it is a worthy research 
direction to consider different kinds of problem characteristics via multi-source data asso-
ciation and real data to combine different kinds of challenges (Liang et al. 2020; Shi et al. 
2021; Wu et al. 2021a). This way, we will obtain much more complex optimization prob-
lems such as large-scale dynamic optimization problems, constrained multi-modal optimi-
zation problems, expensive constrained optimization problems, and dynamic constrained 
many-objective optimization problems, etc. Furthermore, extending EC algorithms to solve 
these more complex problems is also in great need.

Nevertheless, the different challenges may also share some common characteristics. 
For example, as shown in Fig. 1 and Table 1, both the MMOP and MOP have the many-
optima challenge. Therefore, the relationship of MMOP and MOP can be a very interest-
ing research topic to find out the bridge connecting multi-objective and multimodal (Chen 
et al. 2020b). This way, the different challenges can not only be combined but also be trans-
formed, so that the EC algorithms designed for dealing with one challenge can also be 
adopted for dealing with another challenge.

4.2 � Cooperation of different function‑oriented approaches

In this paper, five function-oriented approaches are discussed for different complex con-
tinuous optimization problems. Each approach attempts to improve the performance of the 
algorithm from a different angle. If we hybrid these approaches, then ideally, the resulting 
cooperative approach can better solve complex continuous optimization problems, because 
it considers different aspects in dealing with the optimization problems or enhancing the 
EC algorithms. Moreover, as mentioned above, under the difficulty and challenges of 2-M 
or X-M, the cooperation of different function-oriented approaches will be more promis-
ing. For example, a reducing problem difficult approach can make the problem easier to 
be tackled by EC algorithms and an increasing algorithm diversity approach and/or an 
accelerating convergence speed approach will certainly further make the EC algorithm 
work better. For a problem, in an ideal situation, a reducing problem difficult approach 
is adopted to make the problem easy to solve, and then an increasing algorithm diversity 
approach and an accelerating convergence speed approach are adopted to improve the per-
formance. Nevertheless, a simple hybrid of different function-oriented approaches may 
not work well. When adopting different function-oriented approaches to deal with a prob-
lem, these approaches should cooperate and promote with each other, not just the simple 
combination. Thus, how to efficiently control their cooperation is a worthy future research 
direction for EC algorithms. Moreover, different approaches may be required in different 
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stages of the process in solving problems. Therefore, the adaptation of these function-ori-
ented approaches is also worthy studied in the future. For example, the increasing diver-
sity approach may be better to enhance the exploration ability of the algorithm and there-
fore should be emphasized in the early stage, while the accelerating convergence speed 
approach should be emphasized in the late or convergence stage to enhance the exploitation 
ability (Zhan et al. 2009, 2020). This way, a trade-off can be achieved between the explo-
ration ability and the exploitation ability to better solve complex continuous optimization 
problems. Very recently, the new pipeline-based parallel technique for EC (Li et al. 2020b) 
and matrix-based EC (MEC) (Zhan et al. 2021) have been proposed, and are worthy for 
future study in solving complex continuous optimization problems, especially the LSOP.

4.3 � Crossing of multi‑disciplinary techniques

Besides the above cooperation of different function-oriented approaches for efficiently 
dealing with the complex continuous optimization problems, integrating ideas and tech-
niques from the other disciplines into EC algorithms also has great potential to improve 
the performance of algorithms. For example, we can broaden our horizons and pay deeper 
attention to disciplines like biology and physics, to seek inspirations for enhancing the per-
formance of existing EC algorithms, such as not only making strong scientific, mathemati-
cal, and/or statistical foundations to enhance the EC algorithms, but also providing solid 
and formal insights on the search behavior of the EC algorithms on the search space of 
solutions (Sorensen 2015). For the crossing of EC and biology, many EC algorithms, such 
as GA, ACO, and PSO, are inspired by natural phenomena. The recent advances in biol-
ogy, particularly virology and immunology, may bring more inspiration to enhance the per-
formance of existing EC algorithms. For the crossing of EC and physics, particle physics is 
a subject that can be focused on.

Artificial intelligence (AI) is also a research hotspot in recent years. Although the EC 
itself is a kind of powerful AI technique, some kinds of other famous AI techniques, such 
as artificial neural networks, are able to integrate with EC algorithms to improve the per-
formance in solving complex continuous optimization problems. The feedback network and 
the ability of self-study and self-adaptability of the neural network provide another way for 
the parameter adjustment, the prediction for the new environments, the fitness imitation, 
and so on. Moreover, transfer learning in AI can inspire evolutionary transfer optimization, 
being a new frontier in EC research for complex optimization (Tan et al. 2021). Therefore, 
the crossing of inspirations and techniques between the multi-disciplines and EC algo-
rithms is a promising way to better solve complex continuous optimization problems.

4.4 � Bi‑directional interaction of problems and algorithms

In the future, problems become more and more complex, while algorithms become stronger 
and stronger. In fact, the EC algorithm itself is also a complex system. So how to efficiently 
optimize this complex system (i.e., the EC algorithm) to efficiently solve other problems 
(e.g., the solved complex optimization problem) seems to be interesting. Referring to the 
defined 5-M challenges in complex continuous optimization problems, can we think that 
some or all of such challenges (or named characteristics) also exist in EC algorithms? For 
example, if we design an EC algorithm with very large population size, is the algorithm 
a large-scale system? In such a case, can we use the approaches that deal with large-scale 
challenges to enhance the performance of the large-scale population size EC algorithms? If 
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we change the parameters or operators of an EC algorithm dynamically during the evolu-
tion, is the algorithm a dynamic system? In this case, the dynamic optimization techniques 
that deal with DOP may be useful for the enhancement of the dynamic EC algorithms. 
Therefore, the complexity and challenges of the problem and algorithm may have a rela-
tionship and interaction. How can complex problems interact with complex algorithms and 
vice versa? This bi-directional interaction of problems and algorithms will certainly be an 
interesting future research topic.

4.5 � Balance of solution accuracy and computational burden

Moreover, as the increasing complexity of problems and algorithms, a necessary consid-
eration is the balance of solution accuracy and computational burden, especially in those 
real-time practical applications. When we need to obtain a solution with higher accu-
racy through EC algorithms, it often requires more computational burden. However, the 
too heavy computational burden is not acceptable sometimes. So it is in need to obtain 
a relatively satisfactory solution within the available computational burden. To deal with 
the trade-off between solution accuracy and computational burden, there are two potential 
research directions. The first one is the analysis of “accuracy efficiency” for EC algorithms. 
In detail, accuracy efficiency represents the computational burden required to refine the 
solution accuracy to a certain degree. The analysis is about how to improve the compu-
tational accuracy and efficiency. The second one is the deployment of high performance 
computing and distributed computing resources, particularly supercomputing and cloud 
computing, because they provide powerful computational ability. Thus, the distributed EC 
(DEC) algorithms design (Zhan et al. 2017; Zhan et al. 2020) and the deployment of DEC 
algorithms on supercomputing or cloud computing platform are promising approaches to 
ease the computational burden.

4.6 � Applications of more real‑world complex problems

As surveyed in Sect. 3, many researchers have attempted to use EC algorithms for solv-
ing real-world complex continuous optimization problems and obtained some promising 
results. Therefore, at last but not least, with the improvement of EC algorithms in dealing 
with the 5-M and 4-V challenges in complex continuous optimization problems, EC algo-
rithms have great potential to be extended to solve more complex continuous optimization 
problems in the real world, such as the complex problems in economy and society, in sci-
ence and engineering, in industry and manufacturing, in business and finance, and in many 
fields that exist optimization problems. This is absolutely a hot and long-existing research 
topic in not only the EC and complex system communities but also many other areas that 
face complex continuous optimization problems.

5 � Conclusion

In this paper, we have provided a comprehensive survey on the application of EC algo-
rithms in solving complex continuous optimization problems. Taxonomy of research in 
this field is defined by the function-oriented approaches according to how the EC algo-
rithms are enabled and enhanced to efficiently deal with the 5-M challenges of complex 
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continuous optimization problems. The survey consists of EC algorithms for solving six 
types of complex continuous optimization problems, including LSOP, DOP, MMOP, 
MOP/MaOP, COP, and EOP. In each problem type, the related works are classified accord-
ing to some or all of the five function-oriented approaches, including reducing problem dif-
ficulty, increasing algorithm diversity, accelerating convergence speed, reducing running 
time, and extending application field. Such a systematic and structural taxonomy provides 
a better understanding of how to efficiently use EC algorithms to well tackle complex con-
tinuous optimization problems. Based on the survey of the existing works in the literature, 
the 3C-2B-1A potential future research directions in this field have also been proposed and 
discussed. We hope this survey is able to well-organize existing works, elicit escalating 
attention, inspire new ideas, and extend wider and deeper research in this emerging, excit-
ing, and interesting field.
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