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ABsTrACT. This paper discusses the minimal area rectangular packing prob-
lem of how to pack a set of specified, non-overlapping rectangles into a rect-
angular container of minimal area. We investigate different mathematical
programming approaches for this and introduce a novel approach based on
non-linear optimization and the “tunneling effect” achieved by a relaxation of
the non-overlapping constraints. We compare our optimization algorithm to
a simulated annealing and a constraint programming approach and show that
our approach is competitive. Additionally, since it is easy to extend, it is also
applicable to a larger class of problems.

Keywords: rectangular packing, non-overlapping con-
straints, non-linear optimization, regularization, relax-
ation

1. INTRODUCTION

Packing problems of objects with arbitrary shapes arise in a multitude of impor-
tant real world applications. In particular, packing problems of rectangular-shaped
objects are intensively studied. Such problems for example occur in industry, when
containers or pallets have to be loaded with packed goods, or in scheduling, where
jobs that require a certain amount of resource and processing time have to be
planned.

In microelectronics design, the layout of an electronic system includes the place-
ment of its devices. Being part of the floorplanning design, the placement problem
is to place interconnected electronic devices on a board device such that certain ob-
jectives are optimized and diverse constraints are met, e.g. to minimize the board
area. As the number of devices and complex design constraints grows, so does the
importance of the placement problem. An essential subproblem is the rectangular
packing problem.

In this paper, we focus on the following specific optimization problem fundamen-
tal to rectangular packing;:

Definition 1.1. The minimal area rectangular packing problem (MARPP) is to
arrange a set of non-rotatable rectangles into a rectangular container of minimal
area, such that the container includes all rectangles and no two rectangles overlap.

OCorresponding author
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The rectangular container is also called bounding box. The non-overlapping con-
straint is that no two rectangles overlap and the containment constraint is that all
rectangles are in the container.

A large variety of models and optimization approaches have been developed and
studied for rectangular packing problems. Approximation algorithms are mainly
studied in the context of the theory of bin packing problems (Coffman et al., 1996;
Bansal and Sviridenko, 2004). They rely on the design of clever heuristics which are
also used in the application to specific packing problems. Mixed integer program-
ming (MIP) is another method to formulate rectangular packing problems (Fasano,
2004; Goetschalckx and Irohara, 2007). In section three of this paper we discuss
metaheuristics, constraint programming (CP) and non-linear approaches to rectan-
gular packing problems in more detail. Metaheuristics and non-linear approaches
are traditionally used for placement problems. CP is a relatively new program-
ming paradigm, is strongly related to operations research and has been successfully
applied to packing problems in scheduling (Hooker, 2007).

For the MARPP we propose a novel non-linear model, motivated by methods
used for general semi-infinite programming (GSIP). As recently stated (Winterfeld,
2007), GSIP can also be used to fit several geometric objects O; into a container
C while optimizing the shape of both the objects and the container and preserving
the non-overlapping constraints. In the context of MARPP the O; correspond
to the rectangles r; to be arranged and the C' to the bounding box. However,
formulating the MARPP as a semi-infinite problem is not necessary as for the
simple shapes of objects and container the problem can be stated directly using
inequality constraints. That means, the containment constraint O; C C reduces to
a linear condition like Az < b and the non-overlapping constraint int(O; N O;) = 0
can be expressed as the maximum of two smooth functions being smaller than zero.

Since the resulting function is non-differentiable this might seem inadequate for
non-linear optimization approaches. Yet, smoothing techniques to circumvent this
problem are well-known. In our approach we use such a technique for approximat-
ing the maximum function by a differentiable substitute while at the same time
exploiting it in order to cope with the globality of the problem. The essential point
is that the approximation is a relaxation of the original problem in which the rect-
angles can change their relative positions more easily. We refer to this behaviour
as the “bunneling effect”. In common numerical approaches for GSIP (Stein, 2003)
it is also necessary to regularize the minimum function. Therefore our non-linear
programming (NLP) solver was inspired by a solver for general semi-infinite pro-
grams.

The outline of this paper is as follows: In the second section we briefly provide
the notation used in this paper. In the next section we give a broad survey of
metaheuristics, CP and non-linear approaches to rectangular packing problems. In
the main section we present our novel non-linear model, propose an optimization
algorithm for it and discuss properties of our approach. We show experiments in
which we compare our method to a simulated annealing approach and the optimal
solutions given by a CP approach. We conclude the paper with perspectives and
an outline for future research work.

2. NOTATION

Throughout this paper we use the following notation:
e R={ry,...,r,} denotes the set of rectangles.
. lgi), lgi) represent the width and the height of rectangle r;.
° cgi), céi) represent the center coordinate of rectangle r;.
e by, by represent the width and the height of the bounding box B.
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e The area as objective function is denoted by A = b1bs.

3. SURVEY OF OTHER APPROACHES

3.1. Formulation of the problem. In this section we focus on MARPP formu-
lated in the following way:

(P) min bl b2

subject to
1w i 1w )
(1) §l£)§clg)§bk—§l£) for ke {1,2}and i€ {1,...,n}
) L h 1. h LG ) L
(2) (Cg) + 515) S ng) — 51%”) \Y (ng) + 515]) S Cg) — 515 )) V

i 1. j LG j LG i L
(e + 515) <) - gléj)) V(e + 515]) <) - 515 )
for0<i<j<mn

We assume that the bounding box is anchored at the origin. Condition (1) guar-
antees that the rectangles are within the container B whereas (2) assures that no
two rectangles overlap. For the discussion of metaheuristics and CP approaches,
we emphasize the formulation of the non-overlapping constraints as disjunctions
of linear inequalities. The non-overlapping constraints express that rectangle r; is
either left, right, in front of or behind rectangle ;.

3.2. Metaheuristics. In the following we briefly overview metaheuristics and fo-
cus on simulated annealing, the predominant metaheuristic applied to placement
problems. Furthermore, we show how to represent a rectangular packing in a meta-
heuristic and sketch how one can solve MARPP in this way.

3.2.1. Owverview of metaheuristics. Many optimization problems appearing in real
world applications are, in practice, not solvable with complete solution methods due
to exponential computation times. Metaheuristics have successfully been applied
to such optimization problems, especially to combinatorial optimization problems.

Metaheuristics are local search methods which start from an initial solution and
iteratively try to replace the current solution by a better solution of the neigh-
borhood of the current solution. Intensification and diversification are the driving
forces behind these methods and have to be dynamically balanced in the local
search process (Blum and Roli, 2003). "Intensification is to search carefully and
intensively around good solutions found in the past search. Diversification, on the
contrary, is to guide the search to unvisited regions." (Yagiura and Ibaraki, 2001)
The concept of a metaheuristic is independent of any specific properties of the op-
timization problem. The specifics only influence the neighborhood definition and
the ways neighborhoods are explored. Metaheuristics are non-deterministic and
guarantee no optimal solution, but a good solution in moderate running time.

"The class of metaheuristics includes — but is not restricted to — Ant colony
optimization, FEvolutionary computation including Genetic algorithm, Iterated local
search, Simulated annealing (SA) and Tabu search." (Blum and Roli, 2003)

Metaheuristics are categorized in single point and population-based search tech-
niques. The search space is explored along trajectories in the former category
whereas it is searched through evolution of a set of points in the latter (Blum and
Roli, 2003).
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3.2.2. Application to MARPP. In order to apply a metaheuristic to MARPP we
have to encode a rectangular packing solution and define neighborhoods of the
current solution. We focus on simulated annealing as it is predominant in place-
ment problems. The encoding of a solution strongly depends on the optimization
problem.

How to encode an arrangement of rectangles as a combinatorial object has been
intensively studied. For placement problems, such an encoding of a packing is called
a floorplan representation. Yao et al. (2003) gave a broad overview of the multitude
of different floorplan encoding schemes and how they are related.

All these representations commonly model the geometric or topological relation-
ship of the rectangles, but not their actual positions. Usually, the representations
are built up from directed graphs, trees and/or permutations. We focus on the
sequence pair, a simple and often used encoding scheme.

3.2.3. Simulated annealing. Simulated annealing (SA) is a metaheuristic inspired
by annealing processes in metallurgy where techniques involving heating and con-
trolled cooling of a material result in a low energy configuration of the material.
The fundamental idea of SA applied to a minimization problem is to accept an
intermediate solution to have a worse objective function value than the current so-
lution. The probability of such an acceptance decreases during search (Blum and
Roli, 2003). The algorithm is analogous to cooling the material and the accepted
intermediate increases of the objective function correspond to revisited high energy
configurations. A pseudo-code of SA is given in algorithm 3.2.3.

Algorithm 1 Pseudo code of SA

Initialize random starting solution sp
Initialize temperature T’
while termination condition not met do
Pick neighbour sp’ € N(sp) through a random move
if f(sp’) < f(sp) then
Replace sp with sp’
else
Accept sp’ as sp with probability p(T, sp’, sp)
end if
Update T'

end while

The algorithm starts by generating an initial solution (either randomly or heuris-
tically constructed) and by initializing the temperature parameter 7. Then, at
each iteration a solution sp’ € M (sp) is randomly sampled and is accepted as new
current solution depending on f(sp), f(sp’) and T. sp’ replaces sp if f(sp’) <
f(sp) or, in case f(sp’) > f(sp), with a probability which is a function of T" and
f(sp’) — f(sp). The probability is generally computed following the Boltzmann
distribution exp(—w). The update of the temperature T usually follows
a geometrical law, i.e. Txy1 = aT} for a € (0,1). This yields an exponential decay
of the temperature (Blum and Roli, 2003).

3.2.4. Sequence pair encoding. The floorplan representation sequence pair is one of
the most popular encoding schemes and was proposed in Murata et al. (1996). The
following definition states the sequence pair for the MARPP:

Definition 3.1 (Sequence Pair). Suppose the rectangles r; € R are to be packed.
Then, a sequence pair sp := (I';,I'_) is a pair of rectangle sequences. Both se-
quences 'y and I'_ are permutations of R.
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The non-overlapping constraints between each pair of rectangles are disjunctions
of linear inequalities. Depending on the linear order in both sequences, the sequence
pair encodes exactly one geometric relation G € {left of, right of, in front of, behind}
between each pair (r;,7;) of rectangles of R, i < j. Therefore, at least one linear
inequality holds. In order to satisfy more than one linear inequality, transitive
relations between triples of rectangles are relevant.

The consistent assignment of exactly one linear inequality for each rectangle pair
can be transformed to a lower-left compacted packing. This can be formulated as
a linear program or as longest path problems on two directed acyclic graphs, one
for the horizontal and the vertical dimension. For further properties and details of
the sequence pair we refer to Murata et al. (1996).

3.2.5. Details of the application to MARPP. When we represent a packing solu-
tion with a sequence pair sp and apply SA, we only have to define neighborhood
structures N and to define our objective function f.

A mowve defines how to traverse randomly from a solution sp to a neighbourhood
solution sp’ € . Moves for the sequence pair are based on randomly shifting or
swapping rectangles in either one or both sequences. Typically, a rectangle is shifted
in one sequence and pairs of rectangles are swapped in one or both sequences. In
order to guarantee the diversification of the SA, moves should be chosen randomly
out of several different move types. However, any sequence pair can be simply
reached from any other sequence pair by consecutively applying any single move
out of the described move types. More details on neighborhood definitions and
their properties can be found in Berger (2006).

The objective function for the MARPP is the area f(sp) := b1bs of the bounding

box, where by (sp) = maxizly,,,,n(cgi)(sp)+l§i)/2) and ba(sp) = maxizl,,,,)n(cg)(sp)—i—
i50/2).

3.3. Constraint programming. In the following we briefly overview constraint
programming and how it is applied to rectangular packing. Therefore, we study
how to represent the constraints of MARPP and sketch how to solve MARPP.

3.3.1. Owverview of CP. “Constraint programming is a powerful paradigm for solv-
ing combinatorial search problems that draws on a wide range of techniques from
artificial intelligence, computer science, databases, programming languages, and
operations research.” (Rossi et al., 2006) From the CP viewpoint, the decision or
optimization problem is to satisfy relations between variables stated in the form of
constraints. “A constraint between variables expresses which combination of values
for the variables are allowed.” (Clautiaux et al., 2007) A multitude of different
generic constraints yield a powerful, expressive and flexible modeling language. In
order to reduce the search effort CP develops strong inference and propagation
methods for constraints.

3.3.2. Relevant constraints for MARPP. The containment constraint is simply ex-
pressed as bounding constraints on domain variables for the center coordinates of
the rectangles. For the non-overlapping constraint, there are the following few
meta-constraint formulations:

(1) The disjunctive constraint is for scheduling problems and may, in general,
be written disjunctive(s|p), where s = (s1,..., s,) are the start times of the
jobs to be scheduled, and p = (p1,. .., pn) are the processing times (Hooker,
2007). The constraint is satisfied when the jobs do not overlap. Edge-finding
is a constraint propagation technique for identifying the precedence of jobs
(must be first/last) and has been applied very successfully to scheduling
problems (Baptiste et al., 2001).
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(2) The meta-constraint cumulative differs from the disjunctive constraint in
that several jobs may run simultaneously but can only consume a certain
amount of resource. Edge finding for disjunctive scheduling can be gener-
alized to cumulative scheduling (Baptiste et al., 2001).

(3) The diffn constraint was developed in order to handle multidimensional
placement problems that occur in scheduling, cutting or geometrical place-
ment, problems. Its intuitive idea is to extend the alldifferent constraint
which works on a set of domain variables all have to be assigned with dif-
ferent values, to a non-overlapping constraint between a set of k-dimensional
rectangles defined in an k-dimensional space. The declaration of the diffn
constraint may, in general, be written

diffn([[0",...,0, L, L, 08, o8 L L)

where OJ(-Z) and ng) are respectively the origin and the length of the k-
dimensional rectangle in the j'" dimension i = 1,....,n, j = 1,...,k
(Beldiceanu and Contjean, 1994). In Beldiceanu and Carlsson (2001) pro-
pose the sweep algorithm as a pruning and propagation algorithm for the
non-overlapping constraint of rectangles.

3.3.3. Application to MARPP. Rectangular packing has also been a challenge for
researchers form CP and several CP approaches are proposed for problems related to
MARPP. Briefly, they differ in the way they model the non-overlapping constraint,
how it is propagated and how search is branched. In general, branching is either
done on the alternative disjuncts of the non-overlapping constraint or done on the
coordinates of the rectangles.

Beldiceanu et al. (1999) proposed a CP model for the perfect square problem
which uses the global constraints diffn and cumulative. The perfect square problem
is to pack a set of squares with given different sizes into a bigger square in such
a way that no squares overlap each other, all squares borders are parallel to the
border of the big square, and no area of the big square is left blank.

A constraint-based scheduling model for the two-dimensional orthogonal packing
problem can be found in Clautiaux et al. (2007). The two-dimensional orthogonal
packing problem consists in determining if a set of rectangles can be packed in a
larger rectangle of fixed size. They use energetic reasoning together with a subset-
sum propagation algorithm to effectively prune the search tree in a branch-and-
bound framework.

Amossen and Pisinger (2006) proposed to solve multi-dimensional bin packing
problems with guillotine constraints through a depth-first search with constructive
assignment, of the disjuncts of the non-overlapping constraints. During search,
feasibility with respect to the guillotine constraints is maintained.

Moffitt and Pollack (2006) also applied a backtracking search for constructively

assigning disjuncts of the non-overlapping constraints of MARPP. They propose
several new problem-specific as well as well-known problem-independent pruning
and propagation techniques in order to explore consistent solutions of a reduced
search tree. In their approach, all-pair shortest path matrices for the two dimensions
are maintained. During search, these matrices are efficiently used to check if an
assignment of a geometric relation between rectangles is consistent with respect to
other constraints.
They evaluate their approach by proving optimal solutions for packing squares of
consecutive size into a container of minimal area. To our knowledge, their results
are the best in terms of running time for the prove of optimality. In section 5 we
compare the generated solutions of our approach to the optimal solutions proven
by them.



MINIMAL AREA RECTANGULAR PACKING 7

3.4. Nonlinear approaches. There are also several ways to use a continuous
model for packing problems. Formulating the MARPP as a non-linear problem may
not seem like an obvious choice. Since the non-overlapping constraints are highly
non-convex, standard gradient-based approaches likely stop in a local optimum
and rarely find a good global solution (Horst and Tuy, 1996). There are several
strategies to come close to the global optimum nevertheless. One is to divide the
solution space in subsets and chooses representatives which are used as starting
solutions. Alternatively one can also generates them randomly. However, depending
on the problem the number of starting solution necessary to provide a good final
solution can be very large. Further strategies can be found in (Levy and Montalvo,
1985; Ali et al., 1997; Wang and Zhang, 2007).

In the context of rectangular packing problems several approaches exists: In Zhan
et al. (2006) and Ababei et al. (2005) the main issue is a floorplanning algorithm.
The size of the container is fixed but beside the positioning also the sizing of the
rectangles is variable within a predefined range. The algorithm consists of two
stages: In the first stage a uniform distribution of the rectangles is calculated
which needs not be completely feasible; in the second stage the overlapping is
explicitly penalized to enforce feasibility. Since the overlapping is described by
an approximation of maximum and minimum functions, a final post-processing is
necessary to eliminate remaining overlaps. The main objective here is to minimize
the length of wires connecting the rectangles in some predefined way.

In Birgin et al. (2006) the container is supposed to be convex but need not be
box shaped. The algorithm consists of an iterative loop where in each iteration
the number of rectangles is increased and the violation of the containment and
non-overlapping constraints is minimized. If the violation is not close to zero the
algorithm terminates. For the containment constraints it is enough to check the four
corners of a rectangle, for the non-overlapping constraints a smooth approximation
of the maximum function is used.

In Dorneich and Sahinidis (1995) a mixed integer non-linear programming ap-
proach is used. The shape of the rectangles can be changed to a certain amount and
there are further constraints like some pairs of rectangles have to share a common
border. A combination of a non-linear solver and a branch-and-bound algorithm is
proposed to solve the problem.

In Herrigel and Fichtner (1989) the model also allows 90° rotations and several
other objectives. However, the resulting non-linear program has a structure which
is not very easy to handle. The way the non-overlapping constraints are smoothed
is similar to our approach, except that the regularization parameter is constant.
As a consequence, the error introduced by the regularization is not driven to zero
which leaves a slight infeasibility in the end of the algorithm.

Alon and Ascher (1988) also deal with a placement problem. Here the non-
overlapping constraints are enforce by lower bounds on the Euclidean distance of
the rectangle’s midpoints. This is a significant overestimation, however, it allows
the rotation by any degree without much extra work. The main objective is again
minimal length of wires and constraints are added as a penalty term.

Also related is the problem of packing circles with different or identical sizes
in a rectangle as for instance in George et al. (1995). Since the non-overlapping
constraints have a simple structure non-differentiable functions can be avoided.

3.5. Remarks on the different approaches. Naturally the question arises when
which of the generic approaches, CP, metaheuristics and non-linear formulation is
most appropriate.

Obviously CP is the first choice if an exact optimum is needed, the problem
is highly constrained and it is hard to find a feasible solution, or the problem
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instance is small. Tt is most effective when specific properties or constraints of the
problem can be efficiently used to deduce information and prune the search tree.
Yet, the implementation of such propagation algorithms can be laborious. If the
problem instance is large, this approach applied with a complete search is obviously
inadequate.

Metaheuristics can also deal with large-scale problems. The basic algorithms are
easy to adapt and implement. The main issue is to design mechanisms for intensi-
fication and diversification. When the structure of a problem is hardly known, it is
rarely possible to apply metaheuristics well. However, if an encoding of a problem is
well-designed, these techniques may have the ability to handle global optimization
problems.

Finally, formulating a given problem using differentiable functions and solving it
with methods from continuous optimization can be a very flexible approach, since
changes in the objective or constraints can easily be adapted without changing the
solver. For instance, it is easy to add a continuous formulation of the objective
“minimize the wire length” or “make heat distribution uniform”. Gradient-based
methods usually improve the objective in each iteration. But then, one has to
develop techniques to avoid bad local optima. Furthermore, the design of a good
solver, which can deal with a large class of problem instances is an art. Often
enough, it is necessary to tune the solver for a new class based on trial and error,
since it is sometimes not obvious how the structure of the problem influences the
behaviour of the solver.

In any case the possibilities to express a given problem in formulae making it
comprehensible for computational evaluation limits the choice of methods. Yet for
the MARPP we can use methods from each of the three generic approaches and
compare them.

4. THE NOVEL NON-LINEAR APPROACH

4.1. Reformulation of the problem. An equivalent formulation of P is the fol-
lowing:

(Pl) minb1b2
subject to
LG i LG .
51,@ <P gbk_§z,g> for k€ {1,2} and i € {1,...,n}
i j 1 G j .
(3) kgﬁ);} (|c,(€) - c,(f)| - 5(112) - l,(cj))) >0for0<i<j<m

It is easy to see that (3) is just a reformulation of (2). Even though (3) avoids the
disjunctions of (2) it is still non-linear, non-convex and non-differentiable. Since
differentiability is an essential precondition for most NLP solvers, we approximate
the constraints by differentiable functions, a procedure which is known as smoothing
or reqularization.

4.2. Regularization of the problem. Our approach is based on a variant of
the Chen-Harker-Kanzow-Smale function f(a,b) = 3(a +b— /(a — b)?) which is
equivalent to the minimum function (Chen and Harker, 1993). The counterpart
for the maximum function is f(a,b) = 3(a + b+ y/(a —b)?). There are a few
similar functions (Sun and Qi (1999), Chen et al. (2000)) which are known as non-
linear complementary problem (NCP) functions'. As indicated by the name they
are used to express the complementarity constraints which appear for instance in

We do not have any evidence that one of the functions is preferable. The comparison of the
numerical behaviour of different NCP functions in our context could be subject to further research.
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the Karush-Kuhn-Tucker optimality conditions. For primal-dual and interior point
methods these conditions arise explicitly and need to be regularized. This is usually
done by inserting a regularization parameter 7 in an appropriate way such that when
7 goes to zero the regularized function converges to the original function (Wright,
1997; Ye, 1997; Burke and Xu, 2000).

By introducing the function g,y (2,y) == (z — y)? — $(11) +12))2 we get the
new formulation of the non-overlapping constraints:

(4) f (919719 (cgi), ng)),glgi)J;j) (céi), cgj))) >0for0<i<j<mn

The regularized form? of the Chen-Harker-Kanzow-Smale function f is f,(a,b) :=

fa+b++/(a—b)2+47). For 7 > 0, f, is differentiable everywhere and the
regularized problem is

(Pq-) min b1 b2

subject to
1 ) 1
(5) 51,@ <" < by — 51,@ for k€ {1,2} and i € {1,...,n}
(6) Fr (910,100 (A7, 7), 910 0 (87, ) Z 0 for 0 < i< j < m

Note that fo = f = max and fr(a,b) > f(a,b). Therefore, the set of feasible
solutions of (P) is contained in the one for (P,). That means that replacing the
condition (4) by (6) causes not only a smoothing but also a relaxation of the prob-
lem. The relaxation has a specific interpretation: Depending on the size of 7
condition (6) allows partially overlapping or even containment of the rectangles. In
the context of the global optimization problem this can be used to get away from
local minima. The effect of this mechanism is illustrated in figure 3 in section 5.1.
Winterfeld (2007) describes an analog observation in the context of semi-infinite
programming.

4.3. Analysis of the tunneling effect. In order to give a proper analysis of the
effect caused by the relaxation we need a stricter notion of the overlapping. To
ease the presentation we restrict ourselves now to squares, i.e. we assume lgl) = léz)
and omit the subscript. In this way, we can concentrate on the main idea without

having to take care of several sub-cases.

Definition 4.1. Given two squares with midpoints ¢, e € R? and side lengths
1M, 1), respectively. The degree of overlapping is given by d(c, e) = max{0, (1Y +
1(2)) — maxk€{172}{| Cr — €k |}}

Note that d(c,e) > 0 if and only if the corresponding squares overlap, i.e. the
interior of their intersection is non-empty. Furthermore, d(c,e) < (1) +1®) and
equality holds when the midpoints coincide. In figure 1 the degree of overlapping
is indicated by o.

Lemma 4.2. Given two squares with side lengths () and (2. For r := %(l(l) +
1), any o € [0,7] and 19 := (2ro — 0*)r? equation (6) guarantees a degree of
overlapping smaller or equal than o.

Proof. Assume that the midpoints ¢ and e of the two squares have a distance of d;
and dy in the corresponding dimension and d(c,e) > o. Furthermore without loss

20ften also stated as fr(a,b) := La+b++/(a—b)Z+4r?)
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%,

FiGURE 1. Tllustration of the meaning of the variables

of generality 6; > d. Then &1 < r — o, g.(ck,ex) = 67 —r? for k € {1,2} and we
have

fro(gr(ci,e1), gr(c2,€2)) = % (5% —r? 467 —r 4 \/(5% —62)2 4+ 4(2ro — 02)r2>

IN

1
—r? + 3 (5% + \/5‘21 +4(2ro — 02)1"2)

1
< —r4 3 ((T —0)2 +/(r —0)* +8r30 — 47"202)

1
= —r’4+ 3 (T2 —2ro+0° + /(=12 —2ro+ 02)2)

= 0 using that —72 20+ 0%2<0

which contradicts equation (6). O
Corollary 4.3. For the setup of Lemma 4.2 and given 7 € [0,7%] the equation (6)
guarantees a degree of overlapping smaller or equal than r — /1% — 2.

Corollary 4.4. There exists a T such that the relazed problem holds if and only if
the containment constraints are fulfilled.

The above statements show how to control the maximal overlapping for a given
pair of rectangles explicitly. However, this depends also on the specific sizes of the
two rectangles.

4.4. The novel algorithm. The algorithm consists of three nested loops. In the
outer loop we determine the starting solution and in the middle loop an initial 7 is
fixed. The inner loop is within the regularized NLP solver, there the actual problem
is solved.

Algorithm 2 Pseudo code of the novel algorithm

for i:=1ton; do
Initialize random starting solution
for j :=1 to ny do
Initialize 77’
Run regularized NLP solver
if no significant improvement was achieved then
leave inner loop
end if
end for

end for
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4.4.1. The regularized NLP solver. The non-linear solver used here is based on
penalty successive linear programming (PSLP, Zhang et al. (1985)) extended by a
strategy to reduce the regularization parameter 7 to zero®. The essential ingredients
of PSLP are:

e The non-linear constraints are handled as a penalty term for the objective
(multiplied by a penalty factor u).

e In each iteration the new interim solution is calculated by solving a lin-
earization of the problem at the current solution within a trust region.

e The trust region is adapted depending on the ratio of the improvement of
the objectives of the linearized model and of the non-linear model. If the
ratio is close to one, the trust region size is increased. If it is not too far
from zero the trust region size is decreased. If it is nearly zero or negative,
the interim solution is rejected and the current iteration is repeated with a
smaller trust region.

e The stopping criterion is that the gradient of the penalized objective is close
to zero and there is no change in the objective value.

If the initial solution is feasible and p is chosen large enough, this algorithm termi-
nates with a Karush-Kuhn-Tucker point which is usually a local optimum.

For the extension to handle the regularization, 7 is considered as another variable
with a separate kind of trust region. 7 also appears as an additional term in the
extended objective weighted by a factor. In this way, it is automatically driven to
zero during the iterations.

4.4.2. The starting solution. The quality of the final solution depends significantly
on the starting solution. Yet, the dependency seems to be arbitrary. We cannot
expect to find starting solutions in a general way such that our algorithm always
converges to a final solution close to a global optimum.

Therefore, we did not use sophisticated heuristics, but rather arranged the rect-
angles in such a way that the lower right corner of the i-th box touches the upper
right corner of the ¢ 4+ 1-th box. The order of the rectangles is subject to random-
ization. In the first iterations of the inner loop the rectangles are pushed together
without any bias to a particular arrangement, which is a necessary requirement for
good starting solutions.

It is worth noting that the starting solution need not be feasible for P but only

for P_o. If Tél) is chosen large enough, one could even put all rectangles on top of
1

each other.

4.4.3. The choice of parameters of the reqularized NLP solver. The behaviour of
the solver depends on the values of a few parameters. Those which proved to be
most influential are:

[ ] 7'1(1)

e o which determines the adaptation of 7: Tl(JH) = aTl(J)

e The penalty factor u

Since the behaviour of the problem changes depending on the size of the problem
instance, we did not expect to find values for this parameters which suits all problem
instances equally well. Instead, we used an evolutionary algorithm (Hanne, 2007) to
determine the values for several sizes of problem instances. The results are shown
in table 2.

3In our implementation this means actually 7 < 1076
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FI1GURE 2. Comparison of the three different methods.

5. NUMERICAL RESULTS

To enable the comparison with an optimal solution we used the same problem
setup as Moffitt and Pollack (2006), that is, n squares of consecutive sizes.

For our algorithm refered to as BMW the runtimes are the needed CPU times in
seconds which are more reliable than the time span from start to termination. The
actually elapsed time was a fraction of it since the calculations for different starting
solutions were done in parallel. For the SA algorithm which was not parallelized the
ellapsed time was measured. Table 1 shows the different parameter configurations

1)

Variant ‘ # starting solutions ‘ ) ‘ o ‘ “
A 128 372 | 0.48 | 240835
B 128 394 | 0.68 | 76827
C 32 380 | 0.63 | 46084
D 16 270 | 0.77 | 100000

TABLE 1. Choice of parameters for table 2

used for our approach. The corresponding results for different problem instance
sizes are given in table 2.

Variant | # squares | best area | average area | usage | runtime
A 15 1344 1495 0.92 257
B 15 1350 1478 0.92 239
C 15 1363 1489 0.91 88.0
D 15 1363 1475 0.91 40.0
A 25 6106 6621 0.90 |1.29-103
B 25 6138 6561 0.90 | 1.27-103
C 25 6084 6565 0.91 427
D 25 6203 6518 0.89 255
A 100 398750 689093 0.85 [2.13-10°
B 100 385541 1028145 0.88 | 2.86-10°
C 100 386640 426158 0.87 | 8.15-10%
D 100 396500 674944 0.85 | 5.43-10*
A 150 1444114 4708489 0.79 | 7.08-10°
C 150 1390212 6399340 0.88 | 3.08-10%
TABLE 2. Comparison for different choices of parameters
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In Figure 2 the optimal values taken from Moffitt and Pollack (2006), the SA
implementation and our approach are compared. Here we used variant A as pa-
rameter configuration. For larger problem instances table 3 presents results using

# squares | area SA | usage SA | time SA | area BMW | usage BMW | time BMW

10 408 0.944 1.71 425 0.906 25.6

25 5772 0.957 11.9 6084 0.908 266

50 45045 0.953 31.3 48585 0.884 3.60 - 103
75 149946 0.957 86.9 163710 0.876 2.22-10%
100 356136 0.950 193 386640 0.875 8.15- 104
125 690336 0.954 489 755094 0.873 1.76 - 10°
150 1193865 | 0.952 588 1390212 0.817 3.08-10°

TABLE 3. Results for larger number of squares

variant C. To our knowledge, optimal solutions are not available for these cases.

The SA implementation proved to be less sensitive regarding the choice of the
starting solution and of the moves. Different runs did not yield significant dif-
ferences in the quality of the solutions. Therefore, we abstained from presenting
different results for this method.

For problem instances with up to 19 squares the BMW algorithm yields results
of similar quality as SA, even though it needs more time. For larger instances
the outcome is not as good any more. As table 1 indicates, the critical point is
the number of starting solutions. A possibility to allow more starting solution by
decreasing the runtime is shown in section 6.

We tried to adapt 7 for each non-overlapping constraint in such a way that
the degree of overlapping is bounded from above. For this we used max{r,7; ;}
instead of 7 where 7, ; is given for each pair of rectangles (r;,r;). Thus, complete
containments like in figure 3(d) are avoided. However, our tests did not show any
significant improvement.

In contrast to other non-linear approaches the final solution is a feasible one and
no further post-processing is necessary. This is an highly desirable property as we
do not need a second model which focuses on feasibility and may have to deteriorate
the objective function value.

The choice of parameters effects the runtime and the quality of the solution.
The influence of most of the parameters on that two properties of the optimization
is unapparent. However, for the most essential parameter, the number of starting
solutions, the following is observed: The larger the number of starting solutions,
the longer takes the algorithm but the better is the resulting final solution.

Besides the specific choices of the parameters, our algorithm is not restricted to
the characteristics of MARPP. Even though the result are not better than what we
get from SA, the great strength of our approach is its expressiveness and extensi-
bility. As far as the runtime is concerned, the possibilities for improvement are not
exhausted:

e For large problem instances most of the non-overlapping constraints are not
active. Therefore, if such non-overlapping constraints for rectangles that
are far apart are ignored, the number of constraints is significantly reduced
without risking infeasibility. However, the “being-far-apart-property” has
to be rechecked by the algorithm from time to time. The trust region size
can be a good indicator when to recheck this property. This e-active set
strategy certainly leads to a improvement of the runtime, since the size of
the non-linear program is considerably reduced.
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FIGURE 3. Selected iterations of one optimization run with ten squares.

e One could use different 7 for each non-overlapping constraint. Since for a
given 7 the degree of overlapping depends on the sizes of the rectangles the
effect of 7 is different for each such constraint.

e The way 7 is reduced within the regularized NLP solver can be designed
more adaptively. Especially the speed of reduction seems to have some
influence on the solution finally found. Alternatively, one could also add
the condition 7 = 0 to the set of constraints and start with a solution which
is infeasible with respect to this condition.

5.1. Detailed study of the behaviour of the BMW Algorithm. Figure 3
demonstrates how the outer loop of the algorithm works. Starting from the initial
solution a local optimum is reached quickly which cannot be improved directly.
When the NLP solver is restarted and the non-overlapping constraints are relaxed,
situations like in figure 3(c) occur. The relative positions of the larger squares are
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maintained but for the smaller squares the relaxation is so strong that the non-
overlapping constraints are completely suppressed. When the allowed relaxation is
reduced, overlaps of squares disappear as it can be seen in figures 3(d) and 3(e).
Then, another local optimum is reached in 3(g) and the relaxation yields a change
in the relative positions of the squares. This change leads to a reduced objective
value. This behaviour reoccurs twice until the last relaxation does no longer yield
an improvement and the algorithm terminates.

The figures show that some squares moved to the left upper corner. This phe-
nomenon is not related to any change in the objective. It is caused by the underlying
non-linear solver and cannot be controlled directly. This is undesirable since it gives
the solution some bias. Since there is no influence in the objective one way to elim-
inate this property is to change the non-linear solver. Alternatively, a bound on
the maximal degree of overlapping can prevent this phenomenon.

5.2. Similarities between the BMW algorithm and SA. Using SA for global
optimization of a continuous function is not a new idea (Ali et al., 1997). Recently,
Wang and Zhang (2007) explicitly combined SA with a gradient-based optimization
method. Interesting in our approach is that aspects from SA appear naturally
through the formulation of the problem in two different perspectives.

The regularized NLP solver is analogous to SA if we consider the regularization
parameter 7 as the temperature and the infeasibility as the energy configuration.

A low energy configuration is achieved when no rectangles overlap and is enforced
for 7 = 0. By corollary 4.3 we can interpret the reduction of 7 as cooling the
system, since we reduce the allowed degree of overlapping. The difference to SA
is that a worse state is not accepted according to a probability function. Rather
any improvement of the actual objective, the area of the bounding box, is accepted
which does not violate the limit of overlapping determined by 7. In practice it
turns out that in each iteration the current solutions achieve the maximal degree
of non-overlapping allowed by the current value of 7.

Also the middle loop has a similar interpretation. Again we can consider 7 as
the temperature. Now, the inner loop can be seen as a move which changes the
current solution. The degree of the change is determined by 7, with which the
regularized NLP solver is initialized. However, so far this analogy is not carried out
completely. The middle loop does not stop when 7 is small enough but when no
further improvements were achieved. Also, deteriorations are not accepted in any
case. However, the algorithm can easily be adapted to represent this strategy.

Putting both loops together one can consider the outer loop as a kind of reheat-
ing, which is an idea well known for SA (Kolonko, 1999; Anagnostopoulos et al.,
2006).

6. CONCLUSION AND FUTURE RESEARCH

We presented a novel approach to solve the MARPP based on a continuous model
and a regularization of the maximum function. We compared our approach with SA
and it turned out that it is competitive, even though the improvement of the per-
formance of the solver remains an issue. The special features of this algorithm are
that it always provides a feasible solution and the tunneling effect. This technique
uses the relaxation of the non-overlapping constraints to excape from local optima
and shows similarities to metaheuristic concepts. Finally, the major strength of
our model is that it can be easily extended with other continuous objectives and
constraints. Such extensions may expecially benefit from the tunneling effect. For
instance, when minimizing the length of wires the gradient of the objective yields
more information. These are useful in particular when the relaxation causes a large
degree of freedom.
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Another interesting topic is to exchange the underlying NLP solver. Alternatives
to PSLP may be sequential quadratic programming, other Newton-like methods or
interior point algorithms.

Furthermore, one could make use of the possibilities offered by the non-linear,
continuous formulation of the problem. For example, in microelectronics, the rect-
angles correspond to modules which are interconnected by wires in a predefined
way and one important goal is to keep the length of the wire as short as possible.
This leads intuitively to a continuous objective function.

Extending this approach to three (or higher) dimensions may be interesting. The
main issue for this is that instead of smoothing something like max{a(x), b(x)} one
has to consider max{a(x),b(x),c(x)}. To do so, another regularization function is
needed which probably behaves numerically slightly worse. However, the underly-
ing algorithm stays the same, whereas SA or CP approaches have to deal with a
significantly higher combinatorial complexity.

Hybridization of our approach with other approaches like SA or CP might yield
improvements. They could complement each other in a framework which unifies the
robust sampling of the solution space from metaheuristics, the strong propagation
mechanisms from CP and the flexible relaxation from global non-linear optimiza-
tion. For example, considering simulated annealing one could switch between SA
moves and iterations of the NLP solver as described in Wang and Zhang (2007).
Also, it should be possible to use CP with its strong methods to investigate arrange-
ments of a subset of the rectangles on which additional constraints are imposed.
When dealing with CP applied in a complete search one can use the NLP solver to
get upper bounds for the problem and propagate this information during search.

ACKNOWLEDGMENTS

We thank Dr. Conor John Fitzsimons for his great support in proofreading this
paper and his constructive and helpful feedback on our work. Also, we are grateful
to Dr. Michael Schréder for his great support and guidance throughout our research.
For the first and second author the research originated from current PhD projects.
It was funded by Fraunhofer ITWM.

REFERENCES

Ababei, C., Feng, Y., Goplen, B., Mogal, H., Bazargan, K., Sapatnekar, S. S., and
Zhang, T. (2005). Placement and routing in 3D integrated circuits. IEEE Des.
Test, 22(6):520 531.

Ali; M., Toérn, A., and Viitanen, S. (1997). A direct search simulated anneal-
ing algorithm for optimization involving continuous variables. Technical Report
TUCS-TR-97.

Alon, A. and Ascher, U. (1988). Model and solution strategy for placement of
rectangular blocks in the euclidean plane. [EEE Trans. Comput.-Aided Des.
Integr. Circuits Syst., 7(3):378 386.

Amossen, R. R. and Pisinger, D. (2006). Multi-dimensional bin packing problems
with guillotine constraints. Comput. Oper. Res.

Anagnostopoulos, A., Michel, L., Hentenryck, P., and Vergados, Y. (2006). A
simulated annealing approach to the traveling tournament problem. J. Sched.,
9(2):177 193.

Bansal, N. and Sviridenko, M. (2004). New approximability and inapproximability
results for 2-dimensional bin packing. In Proceeding of the fifteenth annual STAM
Symposium on Discrete Algorithms, pages 196-203, Philadelphia, PA, USA. So-
ciety for Industrial and Applied Mathematics.



MINIMAL AREA RECTANGULAR PACKING 17

Baptiste, P., Le Pape, C., and Nuijten, W. (2001). Constraint-based Scheduling
- Applying Constraint Programming to Scheduling Problems. Kluwer, Norwell,
Massachusetts.

Beldiceanu, N., Bourreau, E., and Simonis, H. (1999). A note on perfect square
placement. Technical report, Cosytec SA.

Beldiceanu, N. and Carlsson, M. (2001). Sweep as a generic pruning technique
applied to the non-overlapping rectangles constraint. In Proceedings of the 7th
International Conference on Principles and Practice of Constraint Programming,
pages 377 391, London, UK. Springer-Verlag.

Beldiceanu, N. and Contjean, E. (1994). Introducing global constraints in CHIP.
Math. Comput. Model., 12:97-123.

Berger, M. (2006). Module placement in 2.5D system in package design automation.
Master’s thesis, University of applied sciences, Mittweida.

Birgin, E. G., Martinez, J. M., Nishihara, F. H., and Ronconi, D. P. (2006). Orthog-
onal packing of rectangular items within arbitrary convex regions by nonlinear
optimization. Comput. Oper. Res., 33(12):3535-3548.

Blum, C. and Roli, A. (2003). Metaheuristics in combinatorial optimization:
Overview and conceptual comparison. ACM Comput. Surv., 35(3):268 308.

Burke, J. V. and Xu, S. (2000). A non-interior predictor-corrector path-following
algorithm for the monotone linear complementarity problem. Math. Program.,
A87:113-130.

Chen, B., Chen, X., and Kanzow, C. (2000). A penalized Fischer-Burmeister NCP-
function. Math. Program., 88(1):211-216.

Chen, B. and Harker, P. T. (1993). A non-interior-point continuation method for
linear complementarity problems. SIAM J. Matriz Anal. Appl., 14(4):1168 1190.

Clautiaux, F., Jouglet, A., Carlier, J., and Moukrim, A. (2007). A new constraint
programming approach for the orthogonal packing problem. Comput. Oper. Res.

Coffman, E. G., Garey, M. R., and Johnson, D. S. (1996). Approximation al-
gorithms for bin packing: A survey. In Hochbaum, D., editor, Approzimation
algorithms for NP-hard Problems, pages 46 93. PWS Publishing, Boston.

Dorneich, M. C. and Sahinidis, N. V. (1995). Global optimization algorithms for
chip layout and compaction. Eng. Optim., 25(2):131-154.

Fasano, G. (2004). A mip approach for some practical packing problems: Balancing
constraints and tetris-like items. J. Oper. Res., 2(2).

George, J. A., George, J. M., and Lamar, B. W. (1995). Packing different-sized
circles into a rectangular container. Eur. J. Oper. Res., 84(3):693 712.

Goetschalckx, M. and Irohara, T. (2007). Efficient formulations for the multi-floor
facility layout problem with elevators. Optimization Online.

Hanne, T. (2007). A multiobjective evolutionary algorithm for approximating the
efficient set. Eur. J. Oper. Res., 176(3):1723 1734.

Herrigel, A. and Fichtner, W. (1989). An analytic optimization technique for place-
ment of macro-cells. In DAC ’89: Proc. of the 26th ACM/IEEE conference on
Design automation, pages 376-381, New York, NY, USA. ACM Press.

Hooker, J. (2007). Integrated Methods for Optimization. Springer Science Business
Media, LLC.

Horst, R. and Tuy, H. (1996). Global Optimization: Deterministic Approaches.
Springer, Heidelberg, 3rd edition.

Kolonko, M. (1999). Some new results on simulated annealing applied to the job
shop scheduling problem. Eur. J. Oper. Res., 113(1):123-136.

Levy, A. V. and Montalvo, A. (1985). The tunneling algorithm for the global
minimization of functions. SIAM J. Sci. Stat. Comput., 6(1):15 29.



18 V. MAAG, M. BERGER, A. WINTERFELD, K.-H. KUFER

Moffitt, M. D. and Pollack, M. E. (2006). Optimal rectangle packing: A Meta-CSP
approach. In Proceedings of the 16th International Conference on Automated
Planning and Scheduling.

Murata, H., Fujiyoshi, K., Nakatake, S., and Kajitani, Y. (1996). VLSI mod-
ule placement based on rectangle-packing by the sequence-pair. IEEE Trans.
Comput.-Aided Des. Integr. Circuits Syst., 15, No. 12:1518-1524.

Rossi, F., van Beek, P., and Walsh, T. (2006). Handbook of Constraint Program-
ming. Elsevier B.V.

Stein, O. (2003). Bi-level strategies in semi-infinite programming. Kluwer, Boston.

Sun, D. and Qi, L. (1999). On NCP-functions. Comput. Optim. Appl., 13:201-220.

Wang, Y.-J. and Zhang, J.-S. (2007). An efficient algorithm for large scale global
optimization of continuous functions. J. Comput. Appl. Math., 206(2):1015-1026.

Winterfeld, A. (2007). Large-scale semi-infinite optimization applied to industrial
gemstone cutting. PhD thesis, University of Kaiserslautern.

Wright, S. J. (1997). Primal-Dual Interior-Point Methods. Siam.

Yagiura, M. and Ibaraki, T. (2001). On metaheuristic algorithms for combinatorial
optimization problems. Trans. Inst. Electron., Inf. Commun. Eng., J83-D-1(1):3—
25.

Yao, B., Chen, H., Cheng, C. K., and Graham, R. L. (2003). Floorplan represen-
tations: Complexity and connections. ACM Trans. Des. Autom. Electron. Syst.,
8(1):55-80.

Ye, Y. (1997). Interior Point Algorithms, Theory and Analysis. John Wiley &
Sons, Inc, New York.

Zhan, Y., Feng, Y., and Sapatnekar, S. S. (2006). A fixed-die floorplanning algo-
rithm using an analytical approach. In Proceedings of the 2006 Conference on
Asia South Pacific Design Automation, pages 771-776, New York, NY, USA.
ACM Press.

Zhang, J. Z., Kim, N. H., and Lasdon, L. S. (1985). An improved successive linear
programming algorithm. Manag. Seci., 31(10):1312 1331.



Published reports of the
Fraunhofer ITWM

The PDF-files of the following reports
are available under:
www.itwm.fraunhofer.de/de/
zentral__berichte/berichte

1. D. Hietel, K. Steiner, J. Struckmeier
A Finite - Volume Particle Method for
Compressible Flows

(19 pages, 1998)

2. M. Feldmann, S. Seibold

Damage Diagnosis of Rotors: Application
of Hilbert Transform and Multi-Hypothe-
sis Testing

Keywords: Hilbert transform, damage diagnosis,
Kalman filtering, non-linear dynamics

(23 pages, 1998)

3. Y.Ben-Haim, S. Seibold

Robust Reliability of Diagnostic Multi-
Hypothesis Algorithms: Application to
Rotating Machinery

Keywords: Robust reliability, convex models, Kalman fil-
tering, multi-hypothesis diagnosis, rotating machinery,
crack diagnosis

(24 pages, 1998)

4. F-Th. Lentes, N. Siedow
Three-dimensional Radiative Heat Transfer
in Glass Cooling Processes

(23 pages, 1998)

5. A.Klar, R. Wegener

A hierarchy of models for multilane vehicu-
lar traffic

Part I: Modeling

(23 pages, 1998)

Part II: Numerical and stochastic investigations
(17 pages, 1998)

6. A.Klar, N. Siedow

Boundary Layers and Domain Decompos-
ition for Radiative Heat Transfer and Diffu-
sion Equations: Applications to Glass Manu-
facturing Processes

(24 pages, 1998)

7. 1. Choquet

Heterogeneous catalysis modelling and
numerical simulation in rarified gas flows
Part I: Coverage locally at equilibrium

(24 pages, 1998)

8. ). Ohser, B. Steinbach, C. Lang

Efficient Texture Analysis of Binary Images
(17 pages, 1998)

9. J. Orlik

Homogenization for viscoelasticity of the
integral type with aging and shrinkage
(20 pages, 1998)

10. J. Mohring

Helmholtz Resonators with Large Aperture
(21 pages, 1998)

11.  H. W. Hamacher, A. Schobel
On Center Cycles in Grid Graphs
(15 pages, 1998)

12. H. W. Hamacher, K.-H. Kufer

Inverse radiation therapy planning -

a multiple objective optimisation approach
(14 pages, 1999)

13. C.Lang, J. Ohser, R. Hilfer
On the Analysis of Spatial Binary Images
(20 pages, 1999)

14. M. Junk

On the Construction of Discrete Equilibrium
Distributions for Kinetic Schemes

(24 pages, 1999)

15. M. Junk, S. V. Raghurame Rao

A new discrete velocity method for Navier-
Stokes equations

(20 pages, 1999)

16. H. Neunzert

Mathematics as a Key to Key Technologies
(39 pages (4 PDF-Files), 1999)

17. ). Ohser, K. Sandau

Considerations about the Estimation of the
Size Distribution in Wicksell’s Corpuscle
Problem

(18 pages, 1999)

18. E. Carrizosa, H. W. Hamacher, R. Klein,

S. Nickel
Solving nonconvex planar location prob-
lems by finite dominating sets
Keywords: Continuous Location, Polyhedral Gauges,
Finite Dominating Sets, Approximation, Sandwich Algo-
rithm, Greedy Algorithm
(19 pages, 2000)

19. A. Becker

A Review on Image Distortion Measures
Keywords: Distortion measure, human visual system
(26 pages, 2000)

20. H. W. Hamacher, M. Labbé, S. Nickel,

T. Sonneborn
Polyhedral Properties of the Uncapacitated
Multiple Allocation Hub Location Problem
Keywords: integer programming, hub location, facility
location, valid inequalities, facets, branch and cut
(21 pages, 2000)

21. H. W. Hamacher, A. Schobel

Design of Zone Tariff Systems in Public
Transportation

(30 pages, 2001)

22. D. Hietel, M. Junk, R. Keck, D. Teleaga
The Finite-Volume-Particle Method for
Conservation Laws

(16 pages, 2001)

23. T.Bender, H. Hennes, J. Kalcsics, M. T. Melo,
S. Nickel

Location Software and Interface with GIS

and Supply Chain Management

Keywords: facility location, software development,

geographical information systems, supply chain man-

agement
(48 pages, 2001)

24. H.W. Hamacher, S. A. Tjandra
Mathematical Modelling of Evacuation

Problems: A State of Art
(44 pages, 2001)

25. J. Kuhnert, S. Tiwari

Grid free method for solving the Poisson
equation

Keywords: Poisson equation, Least squares method,
Grid free method

(19 pages, 2001)

26. T. Go6tz, H. Rave, D. Reinel-Bitzer,

K. Steiner, H. Tiemeier
Simulation of the fiber spinning process
Keywords: Melt spinning, fiber model, Lattice
Boltzmann, CFD
(19 pages, 2001)

27. A. Zemitis

On interaction of a liquid film with an obstacle
Keywords: impinging jets, liquid film, models, numeri-
cal solution, shape

(22 pages, 2001)

28. |. Ginzburg, K. Steiner

Free surface lattice-Boltzmann method to
model the filling of expanding cavities by
Bingham Fluids

Keywords: Generalized LBE, free-surface phenomena,
interface boundary conditions, filling processes, Bing-
ham viscoplastic model, reqularized models

(22 pages, 2001)

29. H. Neunzert

»Denn nichts ist fiir den Menschen als Men-
schen etwas wert, was er nicht mit Leiden-
schaft tun kann«

Vortrag anléasslich der Verleihung des
Akademiepreises des Landes Rheinland-
Pfalz am 21.11.2001

Keywords: Lehre, Forschung, angewandte Mathematik,

Mehrskalenanalyse, Strémungsmechanik
(18 pages, 2001)

30. J. Kuhnert, S. Tiwari

Finite pointset method based on the projec-
tion method for simulations of the incom-
pressible Navier-Stokes equations

Keywords: Incompressible Navier-Stokes equations,
Meshfree method, Projection method, Particle scheme,
Least squares approximation

AMS subject classification: 76D05, 76M28

(25 pages, 2001)

31. R. Korn, M. Krekel

Optimal Portfolios with Fixed Consumption
or Income Streams

Keywords: Portfolio optimisation, stochastic control,

HJB equation, discretisation of control problems
(23 pages, 2002)

32. M. Krekel

Optimal portfolios with a loan dependent
credit spread

Keywords: Portfolio optimisation, stochastic control,

HJB equation, credit spread, log utility, power utility,

non-linear wealth dynamics

(25 pages, 2002)

33. J. Ohser, W. Nagel, K. Schladitz

The Euler number of discretized sets — on the
choice of adjacency in homogeneous lattices
Keywords: image analysis, Euler number, neighborhod
relationships, cuboidal lattice

(32 pages, 2002)



34. I. Ginzburg, K. Steiner

Lattice Boltzmann Model for Free-Surface
flow and Its Application to Filling Process in
Casting

Keywords: Lattice Boltzmann models; free-surface phe-
nomena, interface boundary conditions; filling pro-
cesses; injection molding, volume of fluid method; in-
terface boundary conditions; advection-schemes; up-
wind-schemes

(54 pages, 2002)

35. M. Gunther, A. Klar, T. Materne, R. Wegener
Multivalued fundamental diagrams and stop
and go waves for continuum traffic equations
Keywords: traffic flow, macroscopic equations, kinetic
derivation, multivalued fundamental diagram, stop and
go waves, phase transitions

(25 pages, 2002)

36. S. Feldmann, P. Lang, D. Pratzel-Wolters
Parameter influence on the zeros of net-
work determinants

Keywords: Networks, Equicofactor matrix polynomials,
Realization theory, Matrix perturbation theory

(30 pages, 2002)

37. K. Koch, J. Ohser, K. Schladitz

Spectral theory for random closed sets and es-
timating the covariance via frequency space
Keywords: Random set, Bartlett spectrum, fast Fourier
transform, power spectrum

(28 pages, 2002)

38. D. d'Humiéres, I. Ginzburg
Multi-reflection boundary conditions for
lattice Boltzmann models

Keywords: lattice Boltzmann equation, boudary condis-
tions, bounce-back rule, Navier-Stokes equation

(72 pages, 2002)

39. R.Korn

Elementare Finanzmathematik

Keywords: Finanzmathematik, Aktien, Optionen, Port-
folio-Optimierung, Bérse, Lehrerweiterbildung, Mathe-
matikunterricht

(98 pages, 2002)

40. J. Kallrath, M. C. Miller, S. Nickel

Batch Presorting Problems:

Models and Complexity Results

Keywords: Complexity theory, Integer programming,
Assigment, Logistics

(19 pages, 2002)

41. J. Linn

On the frame-invariant description of the
phase space of the Folgar-Tucker equation
Key words: fiber orientation, Folgar-Tucker equation, in-
Jection molding

(5 pages, 2003)

42. T.Hanne, S. Nickel

A Multi-Objective Evolutionary Algorithm
for Scheduling and Inspection Planning in
Software Development Projects

Key words: multiple objective programming, project

management and scheduling, software development,
evolutionary algorithms, efficient set

(29 pages, 2003)

43. T. Bortfeld , K.-H. Kifer, M. Monz,

A. Scherrer, C. Thieke, H. Trinkaus
Intensity-Modulated Radiotherapy - A Large
Scale Multi-Criteria Programming Problem
Keywords: multiple criteria optimization, representa-
tive systems of Pareto solutions, adaptive triangulation,
clustering and disaggregation techniques, visualization
of Pareto solutions, medical physics, external beam ra-
diotherapy planning, intensity modulated radiotherapy
(31 pages, 2003)

44 T. Halfmann, T. Wichmann

Overview of Symbolic Methods in Industrial
Analog Circuit Design

Keywords: CAD, automated analog circuit design, sym-
bolic analysis, computer algebra, behavioral modeling,
system simulation, circuit sizing, macro modeling, dif-
ferential-algebraic equations, index

(17 pages, 2003)

45, S. E. Mikhailov, J. Orlik

Asymptotic Homogenisation in Strength
and Fatigue Durability Analysis of Compos-
ites

Keywords: multiscale structures, asymptotic homoge-
nization, strength, fatigue, singularity, non-local con-
ditions

(14 pages, 2003)

46. P. Dominguez-Marin, P. Hansen,

N. Mladenovic, S. Nickel
Heuristic Procedures for Solving the
Discrete Ordered Median Problem
Keywords: genetic algorithms, variable neighborhood
search, discrete facility location
(31 pages, 2003)

47. N. Boland, P. Dominguez-Marin, S. Nickel,
J. Puerto

Exact Procedures for Solving the Discrete

Ordered Median Problem

Keywords: discrete location, Integer programming

(41 pages, 2003)

48. S. Feldmann, P. Lang

Padé-like reduction of stable discrete linear
systems preserving their stability

Keywords: Discrete linear systems, model reduction,
stability, Hankel matrix, Stein equation

(16 pages, 2003)

49, J. Kallrath, S. Nickel

A Polynomial Case of the Batch Presorting
Problem

Keywords: batch presorting problem, online optimization,

competetive analysis, polynomial algorithms, logistics
(17 pages, 2003)

50. T. Hanne, H. L. Trinkaus

knowCube for MCDM -

Visual and Interactive Support for
Multicriteria Decision Making

Key words: Multicriteria decision making, knowledge
management, decision support systems, visual interfac-
es, interactive navigation, real-life applications.

(26 pages, 2003)

51. 0. lliev, V. Laptev

On Numerical Simulation of Flow Through
Oil Filters

Keywords: oil filters, coupled flow in plain and porous
media, Navier-Stokes, Brinkman, numerical simulation
(8 pages, 2003)

52. W. Dorfler, O. lliev, D. Stoyanov, D. Vassileva
On a Multigrid Adaptive Refinement Solver
for Saturated Non-Newtonian Flow in
Porous Media

Keywords: Nonlinear multigrid, adaptive refinement,
non-Newtonian flow in porous media

(17 pages, 2003)

53. S.Kruse

On the Pricing of Forward Starting Options
under Stochastic Volatility

Keywords: Option pricing, forward starting options,
Heston model, stochastic volatility, cliquet options

(11 pages, 2003)

54. O. lliev, D. Stoyanov

Multigrid - adaptive local refinement solver
for incompressible flows

Keywords: Navier-Stokes equations, incompressible flow,
projection-type splitting, SIMPLE, multigrid methods,
adaptive local refinement, lid-driven flow in a cavity

(37 pages, 2003)

55. V. Starikovicius

The multiphase flow and heat transfer in
porous media

Keywords: Two-phase flow in porous media, various
formulations, global pressure, multiphase mixture mod-
el, numerical simulation

(30 pages, 2003)

56. P.Lang, A. Sarishvili, A. Wirsen

Blocked neural networks for knowledge ex-
traction in the software development process
Keywords: Blocked Neural Networks, Nonlinear Regres-
sion, Knowledge Extraction, Code Inspection

(21 pages, 2003)

57. H.Knaf, P. Lang, S. Zeiser

Diagnosis aiding in Regulation
Thermography using Fuzzy Logic
Keywords: fuzzy logic,knowledge representation,
expert system

(22 pages, 2003)

58. M. T. Melo, S. Nickel, F. Saldanha da Gama
Largescale models for dynamic multi-
commodity capacitated facility location
Keywords: supply chain management, strategic
planning, dynamic location, modeling

(40 pages, 2003)

59. J. Orlik
Homogenization for contact problems with
periodically rough surfaces

Keywords: asymptotic homogenization, contact problems
(28 pages, 2004)

60. A. Scherrer, K.-H. Kufer, M. Monz,

F. Alonso, T. Bortfeld
IMRT planning on adaptive volume struc-
tures - a significant advance of computa-
tional complexity
Keywords: Intensity-modulated radiation therapy
(IMRT), inverse treatment planning, adaptive volume
structures, hierarchical clustering, local refinement,
adaptive clustering, convex programming, mesh gener-
ation, multi-grid methods
(24 pages, 2004)

61. D. Kehrwald

Parallel lattice Boltzmann simulation

of complex flows

Keywords: Lattice Boltzmann methods, parallel com-
puting, microstructure simulation, virtual material de-
sign, pseudo-plastic fluids, liquid composite moulding
(12 pages, 2004)

62. O. lliev, J. Linn, M. Moog, D. Niedziela,

V. Starikovicius
On the Performance of Certain Iterative
Solvers for Coupled Systems Arising in Dis-
cretization of Non-Newtonian Flow Equa-
tions
Keywords: Performance of iterative solvers, Precondi-
tioners, Non-Newtonian flow
(17 pages, 2004)

63. R. Ciegis, O. lliev, S. Rief, K. Steiner

On Modelling and Simulation of Different
Regimes for Liquid Polymer Moulding
Keywords: Liquid Polymer Moulding, Modelling, Simu-
lation, Infiltration, Front Propagation, non-Newtonian
flow in porous media

(43 pages, 2004)



64. T. Hanne, H. Neu

Simulating Human Resources in

Software Development Processes
Keywords: Human resource modeling, software pro-
cess, productivity, human factors, learning curve
(14 pages, 2004)

65. O. lliev, A. Mikelic, P. Popov

Fluid structure interaction problems in de-
formable porous media: Toward permeabil-
ity of deformable porous media

Keywords: fluid-structure interaction, deformable po-
rous media, upscaling, linear elasticity, stokes, finite el-
ements

(28 pages, 2004)

66. F. Gaspar, O. lliev, F. Lisbona, A. Naumovich,
P. Vabishchevich

On numerical solution of 1-D poroelasticity

equations in a multilayered domain

Keywords: poroelasticity, multilayered material, finite

volume discretization, MAC type grid

(41 pages, 2004)

67. J. Ohser, K. Schladitz, K. Koch, M. Nothe
Diffraction by image processing and its ap-
plication in materials science

Keywords: porous microstructure, image analysis, ran-
dom set, fast Fourier transform, power spectrum,
Bartlett spectrum

(13 pages, 2004)

68. H. Neunzert

Mathematics as a Technology: Challenges
for the next 10 Years

Keywords: applied mathematics, technology, modelling,
simulation, visualization, optimization, glass processing,
spinning processes, fiber-fluid interaction, trubulence
effects, topological optimization, multicriteria optimiza-
tion, Uncertainty and Risk, financial mathematics, Mal-
liavin calculus, Monte-Carlo methods, virtual material
design, filtration, bio-informatics, system biology

(29 pages, 2004)

69. R. Ewing, O. lliev, R. Lazarov, A. Naumovich
On convergence of certain finite difference
discretizations for 1D poroelasticity inter-
face problems

Keywords: poroelasticity, multilayered material, finite
volume discretizations, MAC type grid, error estimates
(26 pages,2004)

70. W. Dorfler, O. lliev, D. Stoyanov, D. Vassileva
On Efficient Simulation of Non-Newto-
nian Flow in Saturated Porous Media with a
Multigrid Adaptive Refinement Solver
Keywords: Nonlinear multigrid, adaptive renement,

non-Newtonian in porous media
(25 pages, 2004)

71. J. Kalcsics, S. Nickel, M. Schréder

Towards a Unified Territory Design Approach
- Applications, Algorithms and GIS Integration
Keywords: territory desgin, political districting, sales
territory alignment, optimization algorithms, Geo-
graphical Information Systems

(40 pages, 2005)

72. K. Schladitz, S. Peters, D. Reinel-Bitzer,

A. Wiegmann, J. Ohser
Design of acoustic trim based on geometric
modeling and flow simulation for non-woven
Keywords: random system of fibers, Poisson line pro-
cess, flow resistivity, acoustic absorption, Lattice-

Boltzmann method, non-woven
(21 pages, 2005)

73. V. Rutka, A. Wiegmann

Explicit Jump Immersed Interface Method
for virtual material design of the effective
elastic moduli of composite materials
Keywords: virtual material design, explicit jump im-
mersed interface method, effective elastic moduli,

composite materials
(22 pages, 2005)

74. T.Hanne

Eine Ubersicht zum Scheduling von Baustellen
Keywords: Projektplanung, Scheduling, Bauplanung,
Bauindustrie

(32 pages, 2005)

75. J.Linn

The Folgar-Tucker Model as a Differetial
Algebraic System for Fiber Orientation
Calculation

Keywords: fiber orientation, Folgar-Tucker model, in-
variants, algebraic constraints, phase space, trace sta-
bility

(15 pages, 2005)

76. M. Speckert, K. DreBler, H. Mauch,

A. Lion, G. J. Wierda
Simulation eines neuartigen Priifsystems
fiir Achserprobungen durch MKS-Model-
lierung einschlieBlich Regelung
Keywords: virtual test rig, suspension testing,
multibody simulation, modeling hexapod test rig, opti-

mization of test rig configuration
(20 pages, 2005)

77. K.-H. Kufer, M. Monz, A. Scherrer, P. SUss,
F. Alonso, A.S.A. Sultan, Th. Bortfeld,
D. Craft, Chr. Thieke
Multicriteria optimization in intensity
modulated radiotherapy planning
Keywords: multicriteria optimization, extreme solu-
tions, real-time decision making, adaptive approxima-
tion schemes, clustering methods, IMRT planning, re-
verse engineering
(51 pages, 2005)

78. S. Amstutz, H. Andra

A new algorithm for topology optimization
using a level-set method

Keywords: shape optimization, topology optimization,
topological sensitivity, level-set

(22 pages, 2005)

79. N. Ettrich

Generation of surface elevation models for
urban drainage simulation

Keywords: Flooding, simulation, urban elevation
models, laser scanning

(22 pages, 2005)

80. H. Andra, J. Linn, I. Matei, I. Shklyar,

K. Steiner, E. Teichmann
OPTCAST - Entwicklung adaquater Struk-
turoptimierungsverfahren fiir GieBereien
Technischer Bericht (KURZFASSUNG)
Keywords: Topologieoptimierung, Level-Set-Methode,
GieBprozesssimulation, GieBtechnische Restriktionen,
CAE-Kette zur Strukturoptimierung
(77 pages, 2005)

81. N. Marheineke, R. Wegener

Fiber Dynamics in Turbulent Flows

Part I: General Modeling Framework
Keywords: fiber-fluid interaction; Cosserat rod, turbu-
lence modeling, Kolmogorov’s energy spectrum, dou-
ble-velocity correlations, differentiable Gaussian fields
(20 pages, 2005)

Part II: Specific Taylor Drag

Keywords: flexible fibers; k-¢ turbulence model; fi-
ber-turbulence interaction scales, air drag, random
Gaussian aerodynamic force; white noise, stochastic
differential equations; ARMA process

(18 pages, 2005)

82. C.H.Lampert, O. Wirjadi

An Optimal Non-Orthogonal Separation of
the Anisotropic Gaussian Convolution Filter
Keywords: Anisotropic Gaussian filter, linear filtering, ori-
entation space, nD image processing, separable filters
(25 pages, 2005)

83. H. Andrg, D. Stoyanov

Error indicators in the parallel finite ele-
ment solver for linear elasticity DDFEM
Keywords: linear elasticity, finite element method, hier-
archical shape functions, domain decom-position, par-
allel implementation, a posteriori error estimates

(21 pages, 2006)

84. M. Schréder, I. Solchenbach
Optimization of Transfer Quality in
Regional Public Transit

Keywords: public transit, transfer quality, quadratic
assignment problem

(16 pages, 2006)

85. A. Naumovich, F. J. Gaspar

On a multigrid solver for the three-dimen-
sional Biot poroelasticity system in multi-
layered domains

Keywords: poroelasticity, interface problem, multigrid,
operator-dependent prolongation

(11 pages, 2006)

86. S.Panda, R. Wegener, N. Marheineke
Slender Body Theory for the Dynamics of
Curved Viscous Fibers

Keywords: curved viscous fibers; fluid dynamics, Navier-
Stokes equations, free boundary value problem; asymp-
totic expansions, slender body theory

(14 pages, 2006)

87. E.lvanov, H. Andra, A. Kudryavtsev
Domain Decomposition Approach for Auto-
matic Parallel Generation of Tetrahedral Grids
Key words: Grid Generation, Unstructured Grid, Delau-
nay Triangulation, Parallel Programming, Domain De-
composition, Load Balancing

(18 pages, 2006)

88. S. Tiwari, S. Antonov, D. Hietel, J. Kuhnert,
R. Wegener

A Meshfree Method for Simulations of In-

teractions between Fluids and Flexible

Structures

Key words: Meshfree Method, FPM, Fluid Structure

Interaction, Sheet of Paper, Dynamical Coupling

(16 pages, 2006)

89. R. Ciegis, O. lliev, V. Starikovicius, K. Steiner
Numerical Algorithms for Solving Problems
of Multiphase Flows in Porous Media
Keywords: nonlinear algorithms, finite-volume method,
software tools, porous media, flows

(16 pages, 2006)

90. D. Niedziela, O. lliev, A. Latz

On 3D Numerical Simulations of Viscoelastic
Fluids

Keywords: non-Newtonian fluids, anisotropic viscosity,
integral constitutive equation

(18 pages, 2006)



91. A. Winterfeld

Application of general semi-infinite Pro-
gramming to Lapidary Cutting Problems
Keywords: large scale optimization, nonlinear program-
ming, general semi-infinite optimization, design center-
ing, clustering

(26 pages, 2006)

92. J. Orlik, A. Ostrovska

Space-Time Finite Element Approximation
and Numerical Solution of Hereditary
Linear Viscoelasticity Problems

Keywords: hereditary viscoelasticity, kern approxima-
tion by interpolation; space-time finite element approx-
imation, stability and a priori estimate

(24 pages, 2006)

93. V. Rutka, A. Wiegmann, H. Andra

EJIIM for Calculation of effective Elastic
Moduli in 3D Linear Elasticity

Keywords: Elliptic PDE, linear elasticity, irreqular do-
main, finite differences, fast solvers, effective elas-
tic moduli

(24 pages, 2006)

94. A.Wiegmann, A. Zemitis

EJ-HEAT: A Fast Explicit Jump Harmonic
Averaging Solver for the Effective Heat
Conductivity of Composite Materials
Keywords: Stationary heat equation, effective ther-
mal conductivity, explicit jump, discontinuous coeffi-
cients, virtual material design, microstructure simula-
tion, EJ-HEAT

(21 pages, 2006)

95. A. Naumovich

On a finite volume discretization of the
three-dimensional Biot poroelasticity sys-
tem in multilayered domains

Keywords: Biot poroelasticity system, interface problems,

finite volume discretization, finite difference method
(21 pages, 2006)

96. M. Krekel, J. Wenzel

A unified approach to Credit Default Swap-
tion and Constant Maturity Credit Default
Swap valuation

Keywords: LIBOR market model, credit risk, Credit De-
fault Swaption, Constant Maturity Credit Default Swap-
method

(43 pages, 2006)

97. A. Dreyer

Interval Methods for Analog Circiuts
Keywords: interval arithmetic, analog circuits, tolerance
analysis, parametric linear systems, frequency response,
symbolic analysis, CAD, computer algebra

(36 pages, 2006)

98. N. Weigel, S. Weihe, G. Bitsch, K. DreBler
Usage of Simulation for Design and Optimi-
zation of Testing

Keywords: Vehicle test rigs, MBS, control, hydraulics,
testing philosophy

(14 pages, 2006)

99. H.Llang, G. Bitsch, K. DreBler, M. Speckert
Comparison of the solutions of the elastic
and elastoplastic boundary value problems
Keywords: Elastic BVP, elastoplastic BVP, variational
inequalities, rate-independency, hysteresis, linear kine-
matic hardening, stop- and play-operator

(21 pages, 2006)

100. M. Speckert, K. DreBler, H. Mauch
MBS Simulation of a hexapod based sus-
pension test rig

Keywords: Test rig, MBS simulation, suspension,
hydraulics, controlling, design optimization

(12 pages, 2006)

101. S. Azizi Sultan, K.-H. Ktfer

A dynamic algorithm for beam orientations
in multicriteria IMRT planning

Keywords: radiotherapy planning, beam orientation
optimization, dynamic approach, evolutionary algo-
rithm, global optimization

(14 pages, 2006)

102. T. Gotz, A. Klar, N. Marheineke, R. Wegener
A Stochastic Model for the Fiber Lay-down
Process in the Nonwoven Production
Keywords: fiber dynamics, stochastic Hamiltonian sys-

tem, stochastic averaging
(17 pages, 2006)

103. Ph. Suss, K.-H. Kufer

Balancing control and simplicity: a variable
aggregation method in intensity modulated
radiation therapy planning

Keywords: IMRT planning, variable aggregation, clus-

tering methods
(22 pages, 2006)

104. A. Beaudry, G. Laporte, T. Melo, S. Nickel
Dynamic transportation of patients in hos-
pitals

Keywords: in-house hospital transportation, dial-a-ride,
dynamic mode, tabu search

(37 pages, 2006)

105. Th. Hanne

Applying multiobjective evolutionary algo-
rithms in industrial projects

Keywords: multiobjective evolutionary algorithms, dis-
crete optimization, continuous optimization, electronic
circuit design, semi-infinite programming, scheduling
(18 pages, 2006)

106. J. Franke, S. Halim

Wild bootstrap tests for comparing signals
and images

Keywords: wild bootstrap test, texture classification,
textile quality control, defect detection, kernel estimate,
nonparametric regression

(13 pages, 2007)

107. Z. Drezner, S. Nickel

Solving the ordered one-median problem in
the plane

Keywords: planar location, global optimization, ordered
median, big triangle small triangle method, bounds,
numerical experiments

(21 pages, 2007)

108. Th. Gétz, A. Klar, A. Unterreiter,

R. Wegener
Numerical evidance for the non-existing of
solutions of the equations desribing rota-
tional fiber spinning
Keywords: rotational fiber spinning, viscous fibers,
boundary value problem, existence of solutions
(11 pages, 2007)

109. Ph. Suss, K.-H. Kufer

Smooth intensity maps and the Bortfeld-
Boyersequencer

Keywords: probabilistic analysis, intensity modulated
radiotherapy treatment (IMRT), IMRT plan application,
step-and-shoot sequencing

(8 pages, 2007)

110. E. Ivanov, O. Gluchshenko, H. Andra,

A. Kudryavtsev
Parallel software tool for decomposing and
meshing of 3d structures
Keywords: a-priori domain decomposition, unstruc-
tured grid, Delaunay mesh generation
(14 pages, 2007)

111. 0. lliev, R. Lazarov, J. Willems

Numerical study of two-grid precondition-
ers for 1d elliptic problems with highly
oscillating discontinuous coefficients
Keywords: two-grid algorithm, oscillating coefficients,
preconditioner

(20 pages, 2007)

112. L. Bonilla, T. Gotz, A. Klar, N. Marheineke,
R. Wegener

Hydrodynamic limit of the Fokker-Planck-

equation describing fiber lay-down pro-

cesses

Keywords: stochastic dierential equations, Fokker-

Planck equation, asymptotic expansion, Ornstein-

Uhlenbeck process

(17 pages, 2007)

113. S. Rief

Modeling and simulation of the pressing
section of a paper machine

Keywords: paper machine, computational fluid dynam-

ics, porous media
(41 pages, 2007)

114. R. Ciegis, O. lliev, Z. Lakdawala

On parallel numerical algorithms for simu-
lating industrial filtration problems
Keywords: Navier-Stokes-Brinkmann equations, finite
volume discretization method, SIMPLE, parallel comput-
ing, data decomposition method

(24 pages, 2007)

115. N. Marheineke, R. Wegener

Dynamics of curved viscous fibers with sur-
face tension

Keywords: Slender body theory, curved viscous bers
with surface tension, free boundary value problem

(25 pages, 2007)

116. S. Feth, J. Franke, M. Speckert
Resampling-Methoden zur mse-Korrektur
und Anwendungen in der Betriebsfestigkeit
Keywords: Weibull, Bootstrap, Maximum-Likelihood,
Betriebsfestigkeit

(16 pages, 2007)

117. H. Knaf

Kernel Fisher discriminant functions - a con-
cise and rigorous introduction

Keywords: wild bootstrap test, texture classification,
textile quality control, defect detection, kernel estimate,
nonparametric regression

(30 pages, 2007)

118. O. lliev, I. Rybak

On numerical upscaling for flow in hetero-
geneous porous media

Keywords: numerical upscaling, heterogeneous porous
media, single phase flow, Darcy’s law, multiscale prob-
lem, effective permeability, multipoint flux approxima-
tion, anisotropy

(17 pages, 2007)

119. O. lliev, I. Rybak

On approximation property of multipoint
flux approximation method

Keywords: Multipoint flux approximation, finite volume
method, elliptic equation, discontinuous tensor coeffi-
cients, anisotropy

(15 pages, 2007)

120. O. lliev, I. Rybak, J. Willems

On upscaling heat conductivity for a class of
industrial problems

Keywords: Multiscale problems, effective heat conduc-

tivity, numerical upscaling, domain decomposition
(15 pages, 2007)



121. R. Ewing, O. lliev, R. Lazarov, |. Rybak

On two-level preconditioners for flow in
porous media

Keywords: Multiscale problem, Darcy’s law, single
phase flow, anisotropic heterogeneous porous media,
numerical upscaling, multigrid, domain decomposition,
efficient preconditioner

(18 pages, 2007)

122. M. Brickenstein, A. Dreyer

POLYBORI: A Grébner basis framework
for Boolean polynomials

Keywords: Grébner basis, formal verification, Boolean
polynomials, algebraic cryptoanalysis, satistiability
(23 pages, 2007)

123. O. Wirjadi

Survey of 3d image segmentation methods
Keywords: image processing, 3d, image segmentation,
binarization

(20 pages, 2007)

124. S. Zeytun, A. Gupta

A Comparative Study of the Vasicek and the
CIR Model of the Short Rate

Keywords: interest rates, Vasicek model, CIR-model,
calibration, parameter estimation

(17 pages, 2007)

125. G. Hanselmann, A. Sarishvili
Heterogeneous redundancy in software
quality prediction using a hybrid Bayesian
approach

Keywords: reliability prediction, fault prediction, non-
homogeneous poisson process, Bayesian model aver-
aging

(17 pages, 2007)

126. V. Maag, M. Berger, A. Winterfeld, K.-H.
Kufer

A novel non-linear approach to minimal

area rectangular packing

Keywords: rectangular packing, non-overlapping con-

straints, non-linear optimization, reqularization, relax-

ation

(18 pages, 2007)

Status quo: Oktober 2007



