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Abstract The current kidney allocation system in the United States fails
to match donors and recipients well. In an effort to improve the allocation
system, the United Network of Organ Sharing (UNOS) defined factors that
should determine a new allocation policy, and particularly patients’ potential
remaining lifetime without a transplant (pre-transplant survival rates). Esti-
mating pre-transplant survival rates is challenging because the data available
on candidates and organ recipients is already “contaminated” by the current
allocation policy. In particular, the selection of patients who are offered (and
decide to accept) a kidney is not random. We therefore expect differences in
mortality-related characteristics of organ recipients and of candidates who have
not received transplant. Such differences introduce bias into survival models.

Existing approaches for tackling this selection bias either ignore the dif-
ference between candidates and recipients or assume that selection to trans-
plant is based solely on patients’ pre-transplant information, irrespective of
the potential allocation outcome. We argue that in practice the allocation is
dependent on the anticipated allocation outcome, which is a major factor in
selection to transplant. Moreover, we show that ignoring the anticipated out-
come increases model bias rather than decreases it. In this paper, we propose a
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novel simulator-based approach (SimBa) that adjusts for the selection bias by
taking into account both pre-transplant and anticipated outcome information
using simulation. We then fit survival models to kidney transplant waitlist
data and compare the different adjustment methods. We find that SimBa not
only fits the data best, but also captures a key aspect of the current alloca-
tion policy, namely, that the probability of kidney allocation increases in the
expected pre-transplant life years.

Keywords Selection bias · Pre-transplant survival rate · Kidney allocation ·
Propensity scores · Survival analysis · Simulation

1. Introduction

According to the Scientific Registry of Transplant Recipients (SRTR) annual
statistics, more than 90,000 candidates with kidney failure End-Stage Renal
Disease (ESRD) are currently waiting for transplantation in the United States.
Whereas the number of annual transplants stands at approximately 13,500,
the number of annual waiting list additions reaches 30,000. This imbalance
between demand and supply of organs raises a need for an efficient organ
allocation policy to determine the order in which candidates are offered an
organ, when one becomes available.

Under the current kidney allocation system in the United States, kidneys
are allocated to patients primarily through a combination of tissue matching,
sensitization level (the level of sensitization to donor antigens, measured by
Panel Reactive Antibody), and waiting time. However, due to recent trends in
medicine and the shortfall of kidney supply, the current system fails to match
donors and recipients well. Ideally, kidney allocation should take into account
the potential outcome in terms of transplant success, post-transplant lifetime,
etc. In an effort to improve the allocation system, the United Network of
Organ Sharing (UNOS) defined factors that should determine a new allocation
policy, a major factor being patients’ potential remaining lifetime without a
transplant.

Survival rates of patients with kidney failure ESRD provide important
medical information that affects candidates’ transplant options, and there-
fore the development of an efficient kidney allocation policy. Pre-Transplant
Life Years (PTLY ) refers to the lifetime of an ESRD patient who has not
received a transplant. PTLY models are useful for various purposes includ-
ing comparing candidates’ survival rates under different policies, estimating
overall waitlist mortality rates, and measuring lifetime gained from a specific
transplant (called Life Years From Transplant (LYFT)). The new allocation
policy called KAS (Kidney Allocation Scores; OPTN/UNOS (2008)) that will
be replacing the existing policy, will rely on LYFT for allocation decisions.

Consider the two types of waitlist patients: recipients who receive a trans-
plant during the study period, and candidates who have not received a kidney.
Modeling patients’ PTLY using transplant waitlist data poses several statisti-
cal challenges. First, the PTLY for a kidney recipient is right-censored at the
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time of transplant, and therefore we have no complete information on recipi-
ents’ PTLY values. That is, their life years had they not received transplant.
PTLY is also right-censored for candidates who remained alive during the
study period, where the end of the study period creates right censoring. To
build a survival model we must therefore consider which data to use. While
PTLY values of deceased and live candidates can be modeled using survival
models (due to the non-informative censoring), integrating recipients’ data
into such models is a challenge due to the informative censoring resulting
from the non-random nature of kidney allocation decisions. The major chal-
lenge is that existing waitlist data are ‘contaminated’ by the existing allocation
policy, under which patients are not selected for transplant at random. There-
fore, transplant recipients can greatly differ from candidates in terms of their
PTLY-related characteristics. These differences can potentially introduce bias
into survival rate estimates. Moreover, when patients are offered a kidney, they
very often refuse it in the hope of obtaining a more suitable kidney while they
are high on the priority list. This extra step further differentiates recipients
from candidates.

There are several approaches to tackling the effects of the allocation pol-
icy on waitlist data, and the resulting informative censoring. One approach,
called complete-case analysis (CCA), assumes statistical equivalence of candi-
dates and recipients in terms of PTLY-related characteristics (see e.g., SRTR
(2007a,b); Wolfe et al (2008)). Recipients, who have right-censored PTLY val-
ues, are then excluded from the sample and candidates are assumed to be
representative of the population of all ESRD patients. CCA has two disadvan-
tages:

1. The loss of efficiency due to excluding data on recipients and using a smaller
sample, and

2. Inconsistent estimates of survival rates when the underlying censoring
mechanism (the allocation policy) depends on the outcome.

A second approach is to impute missing recipients’ PTLY values by match-
ing recipients with candidates who have similar medical histories. One chal-
lenge is defining “similar”. Another challenge is that the medical history of
patients is only recorded when they join or leave the list, but is not updated
throughout the long period between joining and leaving except for few spo-
radic updates for different patients at different times. Methods based on data
mining algorithms and statistical matching have been proposed.

A third approach aims at adjusting the selection bias by reweighting the
PTLY value for each candidate by his/her transplant probability, thereby cre-
ating a representative sample of ESRD patients. Weights are traditionality
estimated using logistic regression or discriminant analysis, yielding “propen-
sity scores” (Rosenbaum and Rubin, 1983). The challenge with using propen-
sity scores is that they rely on the assumption of strong ignorability. In the
context of kidney transplants, strong ignorability implies that the assignment
to transplant, conditional on observed pre-transplant covariates, is indepen-
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dent of the potential transplant outcome. Such independence in this context
is highly unlikely.

In this paper, we propose a method for reducing selection bias for esti-
mating PTLY survival rates using a novel approach. Our method generates
improved weights that do not suffer from the weaknesses of existing methods.
We argue that the medical outcome of a transplant along with other sources
of uncertainty, such as organ acceptance decisions, are major factors that in-
troduce bias into PTLY survival models. Hence, the assumptions underlying
CCA, propensity scores, and other existing methods are violated. We propose
a simulator-based model, called SimBa, which computes weights based not
only on patients’ selection to transplant covariates but also on their simulated
outcome. Simulated outcomes are generated using the computer simulation
program developed by SRTR (operated by the non-profit organization UNOS).
The simulation approach allows us to meet the assumption of strong ignora-
bility and to compute propensity scores based on patients’ observed covariates
as well as on unobserved covariates that correlate with the outcome.

We compare SimBa to CCA and standard propensity score approaches by
applying them to a large waitlist dataset for kidney transplants in the United
States between 2000-2010 (see Appendix A for a description of the variables in
this dataset). We find that SimBa not only outperforms the other methods in
terms of model fit, but more importantly it captures a crucial and surprising
aspect of the current allocation policy: the probability of transplant increases
in expected PTLY. While the current policy prioritizes high-risk patients, the
resulting allocation actually gives an advantage to patients with anticipated
high pre-transplant life years. In other words: outcomes matter!

The contribution of our paper is both methodological and practical. Method-
ologically, we introduce an improved approach for estimating pre-transplant
survival rates in the presence of an existing allocation policy. Applying our ap-
proach to real data and comparing it to existing methods, we find that other
bias-correcting methods actually introduce more bias. Our proposed method
contributes to practice by highlighting that with the current allocation policy,
the probability of receiving a kidney increases in anticipated life years.

The remainder of the paper is organized as following. We introduce ter-
minology and notation in Section 2. Section 3 describes existing approaches for
addressing recipients’ missing PTLY values. Section 4 introduces our simulator-
based approach and its advantages. In Section 5 we describe a survival model
and how SimBa propensity scores are incorporated into the model. In Section
6 we apply the different methods to the 2000-2010 waitlist dataset for kidney
transplant and discuss and compare the different resulting survival models.
We discuss the main results and draw conclusions in Section 7.

2. Terminology and Notation

Waitlist data contain patients of three types:

Recipients are patients who received a transplant during the study period.
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Live candidates are patients who did not receive a transplant during the study
period and remained alive by the study end.

Deceased candidates are patients who did not receive a transplant during the
study period and died during the study period.

We use PTLY for Pre-Transplant Life Years. This is measured by the number
of years from joining the waitlist until death, given that the patient did not
receive transplant.

In the remainder of the paper we use the following notation:

PTLYi = pre-transplant life years for waitlist patient i.

pi = Probability of transplant for waitlist patient i.

PSi = p̂i = Propensity score for patient i, an estimate of pi.

3. Existing Approaches for Handling Recipients’ Missing PTLY
Values

We present a brief survey of the kidney transplant and related literature re-
garding approaches to handling missing PTLY values for kidney recipients,
for the purpose of modeling the survival rates of ESRD patients. The three
approaches are: excluding data on recipients, imputing recipients’ data, and
reweighting candidates’ data. Methods include complete case analysis; data
imputation via logistic regression and classification and regression trees; and
reweighting via propensity scores using logistic regression.

3.1 Excluding Missing Data: Complete Case Analysis (CCA)

Complete Case Analysis (CCA) is an approach for handling data with missing
values by using only “complete” observations and dropping all observations
with missing values. In the context of modeling the PTLY of ESRD patients
using data from the UNOS waitlist, all kidney recipients have right-censored
PTLY values, where censoring is informative. That is, we do not know how
long they would have survived had they not received transplant. Hence, the
CCA approach treats recipients’ PTLY values as missing values and drops all
kidney recipients from the modeling.

CCA is based on the assumption that excluded and included observations
are statistically equivalent in terms of mortality-rate-related characteristics
(SRTR, 2007a,b; Wolfe et al, 2008; Schaubel et al, 2009). The main limitation
of the CCA approach in our context is that in practice the underlying assump-
tion is violated: recipients and candidates differ statistically in terms of their
medical conditions which are related to their mortality rate. Figure 1 shows
such differences, comparing a sample of candidates and recipients from the
UNOS waitlist. It shows the differences in terms of diabetes status (“DIAB”),
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Fig. 1 Comparison of kidney recipients and candidates (who have not received transplant),
in terms of medical conditions.

need for a simultaneous kidney-pancreas transplant (“KP”), and hypertension
information (“HYPERTENSION”).

Not only does the allocation policy affects the outcome; in practice, many
patients (45%, according to Zenios (2004)) choose to refuse an offered organ
that is not best suited to them, as advised by their physicians. Hence, although
the allocation system does not prioritize patients according to their PTLY
(with the exception of urgent cases), patients’ choice to accept or reject an
organ is also outcome-dependent.

The differences between the two patient groups mean that using only can-
didates’ data for modeling survival rates of all ESRD patients will result not
only in loss of efficiency due to the reduced sample size, but more importantly
it will introduce bias in the estimated model and therefore might lead to in-
valid inference. The faults of CCA and its substantial bias when missingness
is dependent on the outcome are well-known (e.g., Demissie et al (2003)).

3.2 Data Imputation

Data imputation is a common alternative to CCA that is superior in terms of
bias reduction, both theoretically and in various applications. The idea is to
impute the missing PTLY data for recipients.

Wolfe (2007) proposed a conceptual procedure for imputing a recipient’s
PTLY by matching his/her medical conditions at the time of kidney offer to
a “similar” candidate in the waitlist. However, the concept of “medical simi-
larity” remains undefined, and the method was not implemented in practice
on real data.

Yahav and Shmueli (2010) introduced a two-step method for imputing
recipients’ PTLY value. In the first step, death incidences of recipients are
imputed using a classification tree procedure that utilizes candidates’ medical
history as inputs and their death as a binary output variable. Then, conditional
on death incidence, a recipient’s PTLY is imputed using a regression tree.
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The challenge with both imputation approaches is that they require pa-
tients’ medical history during the entire period from arrival to the waitlist
onwards. The medical history obviously changes over time, and therefore must
be updated. Yet, the UNOS dataset includes only the medical history recorded
at arrival time, departure time (such as transplant, if applicable), and at main
status change periods (e.g., the patient moves to another center or the pa-
tient’s pancreas failed while waiting for a kidney). The actual time-changing
medical history is not recorded. Therefore, recipients can be matched with
candidates mainly based on their initial record, and not based on their health
progression over time.

A third imputation approach, propensity score matching (Rosenbaum and
Rubin, 1983), relies on using propensity scores for creating a matched sam-
ple of recipients and candidates. Propensity scores is a data-driven approach
to studying treatment effects when the investigator has no control over the
treatment assignment. Each observation is assigned a score based on its con-
ditional probability of being selected to treatment (in this case, transplant),
given the individual’s observed covariates. Propensity score models are com-
monly estimated by fitting a logistic regression to the entire study population
(Stürmer et al, 2005), and then using the model to predict selection scores.
In the context of data imputation, propensity scores can be used to create
a matched sample of candidates and recipients, so that the two groups are
similar in terms of their medical history covariates. The matched samples are
then used for imputing the missing PTLY values for recipients.

The main weakness of using propensity scores and estimating transplant
probabilities using logistic regression (or similar statistical models such as dis-
criminant analysis) is the underlying assumption of strong ignorability. This
assumption implies that the assignment to transplant, conditional on observed
pre-transplant covariates, is independent of the potential transplant outcome.
Such independence is highly unlikely because in practice kidney allocation is
not random and depends on the expected outcome of the transplant. Patients
are offered an organ, and decide to accept it, if both the policy planner and the
patient (and his/her physician) believe that the transplant will be successful
in terms of significantly increasing the patient’s lifetime and quality of life.
Hence, the selection to transplant is not only a function of the patient’s ob-
served medical covariates, but also of the potential outcome and the patient’s
acceptance decision, which are not captured by the logistic model.

A second weakness of propensity scores imputation is that it does not
take into account the censoring effect of the study period. Ignoring the right-
censoring of PTLY values due to waitlist departure (mostly due to death) or
the truncated study period, introduces bias. In particular, patients with low
PTLY values due to censoring should have a smaller transplant probability
within the study period, compared to patients with the same health condi-
tions (upon arrival to the waitlist) who arrived earlier. Yet, the propensity
scores approach would assign these two types of patients an equal transplant
probability.
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Lastly, like imputation, standard propensity score imputation procedures
do not account for sporadic medical health updates such as those available
in UNOS waitlist. Recall that information is only recorded upon arrival to
the waitlist and at few special events such as death or change of insurance
plan. Hence, medical updates are only available in unstructured form (different
updates for different patients at different times). Yet such updates can be
informative.

3.3 Data Reweighting

Reweighting data according to selection probability is common in survey anal-
ysis for reducing selection bias, when some sub-populations have a lower prob-
ability of being selected to the sample. Weights are used to adjust for devia-
tions between the variable distribution in the sample and the target population
(Henry, 1990). Unlike post-stratification weighting, where only a small number
of categorical covariates are used for computing the weights, propensity scores
allow the inclusion of multiple numerical and categorical covariates.

Another difference between the contexts of surveys and kidney allocation is
knowledge about the covariates’ distribution in the population and the relation
between the sample and the population. Such knowledge allows direct estima-
tion of weights. For example, Binder (1992) and Lin (2000) use weighting to
reduce bias due to survey non-response, assuming that the covariate distribu-
tion in the population is known (e.g., census data) and the sample design is
controlled by the researcher. In contrast, in the kidney allocation context the
covariate distribution in the population of ESRD patients is unknown and the
allocation of kidneys is not under the control of the researcher.

Propensity scores are widely used to account for selection bias in medical
research (D’Agostino, 1998). For example, Cho et al (2006) study the mor-
tality rate of patients treated with different dialysis treatments after acute
kidney injury. The authors use propensity scores to account for selection to
different treatment options; Polkinghorne et al (2004), D’Agostino (2007) and
Bavaria et al (2007) apply propensity scores to vascular access and alternative
treatment options and their effect on patients’ survival. Engoren et al (2002)
examine the effect of blood transfusion after cardiac operation on long-term
survival. Selection to transfusion is adjusted with propensity scores. Common
to all these studies is that both treatment and non-treatment groups include
censored and uncensored survival rates. In contrast, in the context of kid-
ney allocation, the recipient group contains no uncensored survival rates. This
special data structure means that propensity score weights are applied only to
candidates’ PTLY values, and the weighted sample of candidates can then be
considered to represent all ESRD patients.

Propensity scores are useful even when the population covariates’ distri-
bution is unknown. Pan and Schaubel (2008, 2009) used logistic regression to
compute propensity scores in the context of post-transplant graft lifetime (the
lifetime of a kidney after it is transplanted). There, an observation is a graft
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and the probability of selection is the probability of being transplanted, as
opposed to being discarded.

To the best of our knowledge, this approach has not been used to estimate
pre-transplant survival rates. As with the use of propensity scores for creating
a matched sample of candidate-recipient pairs (see Section 3.2), the three
limitations of assuming strong ignorability, ignoring censoring, and excluding
medical updates during the study period lead to biased results.

4. SimBa: Simulator-Based Propensity Scores

We propose a simulator-based solution, called SimBa, for computing propen-
sity scores of waitlist patients. SimBa overcomes the limitations of existing
approaches, namely violating the assumption of strong ignorability, ignoring
censoring, and excluding medical updates during the study period that are in
unstructured form.

Recognizing that allocation outcomes are detrimental to allocation itself,
SimBa accounts for information about potential allocation outcomes that are
unavailable in waitlist data in a probabilistic yet realistic fashion. For exam-
ple, SimBa accounts for patients’ decisions to accept an offered kidney, and for
possible transplant outcomes such as death, success or failure of transplant,
and re-listing. SimBa also accounts for waitlist dynamics such as changes in
patients’ health condition. The SimBa approach therefore meets the assump-
tion of strong ignorability that underlies propensity scores, as well as accounts
for the changing nature of patient’s health condition.

SimBa uses simulation in two forms: First, it uses the Kidney-Pancreas
Simulated Allocation Model (KPSAM) simulator, developed by SRTR, for sim-
ulating the allocation of organs to waitlist candidates according to the current
Priority Points allocation policy1. To the best of our knowledge, there has been
no attempt in the literature to integrate real waitlist data with simulation al-
location data using the realistic SRTR simulator for estimating pre-transplant
survival rates. Second, to incorporate the uncertainty associated with the KP-
SAM simulator so that results can be generalized beyond a particular waitlist
dataset, SimBa simulates multiple allocations by randomizing donor arrivals.
Next, we discuss the two simulation components in further detail.

1 Health condition in KPSAM is modeled through (1) medical updates recorded during
major status changes (given to the simulator as an input), and (2) time-dependent variables,
such as age, dialysis time, etc. that the simulator automatically keeps updated over time.
The simulation also incorporates health updates in a more realistic way compared to any
static model (such as the logistic regression): updated information is introduced into the
model only when it becomes available (i.e., when the change occurs), and only if it occurs
before the event of transplant or death. In contrast, static models include status update
information in a static fashion, as if it is available upon patient arrival, and irrespective of
the outcome.
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4.1 Kidney-Pancreas Simulated Allocation Model (KPSAM) Simulator

The Scientific Registry of Transplant Recipients (SRTR), under direction of
the U.S. Health Resources and Services Administration (HRSA), developed the
Kidney-Pancreas Simulated Allocation Model (KPSAM) simulator version 4.2
(KPSAM, 2009) for simulating the allocation of organs to waitlist candidates
according to the current Priority Points allocation policy (for more information
on the current policy see UNOS (2011)). The simulator takes into account
patients’ decisions to accept an offered kidney, transplant outcomes such as
death, success or failure of transplant, patient re-listings, as well as changes in
patients’ health condition. It then simulates the allocation of organs to waitlist
candidates.

The KPSAM simulator is based on an event-sequenced Monte Carlo tech-
nique, where some of the modeled processes (organ acceptance, relisting, post-
graft survival, and non-relist death) are stochastic. The simulator samples
pseudo-random numbers to generate a realization of these processes over the
specified time period. Choosing different initial random seeds therefore allows
generating different realizations from these stochastic models.

Recognizing the insufficiency of freely available waitlist data, and the value
of KPSAM for estimating pre-treatment survival rates, we purchased rights to
use the simulator program for a period of one year.

We apply KPSAM to an existing waitlist, by applying the current policy
and using multiple initial random seeds to capture the variability associated
with the stochastic processes that KPSAM models. We then take an extra
simulation step (described in the next section) to allow generalization beyond
the time-sequenced organ and patient arrivals in an existing waitlist. Our
purpose is to estimate the probability of transplant for each patient in the
waitlist (pi) under the current policy. The estimated probabilities are then
used as propensity scores.

4.2 Simulating Allocation Replications and Computing Propensity Scores

Computing propensity scores requires estimating each patient’s conditional
probability of receiving transplant, that is, being offered a kidney and accept-
ing it under the current allocation policy. To that end, we generate replications
of the waitlist where donor arrivals are randomized, and then the allocation
is simulated using the KPSAM simulator, which takes into account the out-
comes. The allocation policy heavily relies on the order of donor arrivals, due
to its local maximization fashion (a kidney is allocated to the current most
suitable patient). Therefore, randomizing the order of donor arrivals (or equiv-
alently, kidney arrivals) allows us to generalize results beyond the particular
organ arrival order in the study period. Because the demand for kidneys is
much larger than supply, various scenarios can occur within a study period
that would result in estimated PSi values of 0 or 1 which do not reflect the
actual allocation in the longer run. For example, patients who wait for a rare
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kidney type and join the waitlist near the end of the study period might have
PSi = 0 if one considers only the actual donor arrivals, but a slightly higher
probability under a different arrival order. Another scenario is a high-priority
patient with low sensitization level who competes with a low-priority patient
with high sensitization level. According to the allocation policy, the next avail-
able organ will be assigned to the former, regardless of its compatibility with
the latter patient, implying that the low-priority patient’s pi depends on the
order of compatible kidney arrivals. Randomizing donor arrivals can overcome
such limitations. Other scenarios that depend on the organ arrival include (1)
changes in patients’ health condition and consequently, their type of required
kidney and/or their waitlist priority, and (2) pre-transplant departures from
the waitlist for reasons of death, living-donor donations, transfer to another
center, etc.

The SimBa algorithm repeatedly simulates the allocation of organs to wait-
list candidates using KPSAM, by generating M bootstrap samples so that
donor arrivals are randomized. For each of the M bootstrap samples, we simu-
late N samples using different initial random seeds in the KPSAM simulator,
resulting in a total of M × N samples. Given a set of replications, SimBa
computes the “success probability” for each candidate. This probability of
receiving transplant (that is, being offered and accepting an organ) is esti-
mated using the proportion of times out of M ×N that the patient “received”
transplant.

SimBa uses three types of datasets for generating propensity scores from
the resampled data:

1. The list of waitlist patients and their covariates upon arrival, as given at
the start of the study period. In our case, the start date is 1/1/2000 and
the covariates are described in Appendix A.

2. Arrivals and departures of patients (due to transplant, death, or other
reasons) and any major status changes during the study period. In our
case the study period is 2000-2010.

3. Simulated donor arrival times during the study period. We generate a total
of M donor datasets.

The data used for generating these three types of datasets in our application
are described in detail in Section 6.1.

To simulate donor arrival times, we first decompose the actual donor infor-
mation into arrival timestamp and donor information (age, blood type, cause
of death, etc.). We then generate a new donor dataset of the same size as the
original dataset by using a bootstrap sample of donors’ information (Efron
and Tibshirani (1993)) to randomize the order in which they arrive. Finally,
we recombine the actual arrival timestamp with the sampled donor informa-
tion. This means that the same donors arrive during our study period, but in a
different order. The simulated donors dataset maintains the characteristics of
the original arrival information in terms of both organ arrival rate and organ
distribution. Figure 2 illustrates this process.
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Fig. 2 Illustration of Donors’ Simulated Arrival Data

The propensity score for patient i (PSi) is the proportion of times the pa-
tient received transplant according to our algorithm. For example, if a patient
received an organ k times out of the M×N runs, his/her estimated transplant
probability would be PSi = k/(M × N). A schematic representation of the
SimBa algorithm is given in Figure 3.

The novelty of SimBa is its ability to meet the assumption of strong ignor-
ability by basing the propensity scores on both observed and unobserved pa-
tients’ covariates, such as their acceptance decision, and on the actual potential
outcome (death, success/failure of transplant, candidates’ relisting, etc.). Fur-
thermore, by randomizing donor arrivals, SimBa allows computing the mean
transplant probability given a probability distribution of organ types, thereby
avoiding overfitting the probabilities to a particular waitlist.

4.3 From Propensity Scores to Weights

Once propensity scores are computed via SimBa, logistic regression, or any
other method, we use the binning approach by Rosenbaum and Rubin (1984)
to create selection-bias correction weights. Weighting each of the candidates’
PTLY values is intended to generate a representative sample of the complete
waitlist (candidates and recipients). The procedure is:

1. Sort patients by their propensity scores
2. Create J homogeneous subgroups of patients with similar propensity scores
3. The weight for a candidate in subgroup j is computed by

wj =
#patients in subgroup j

#candidates in subgroup j

5. Estimating Pre-Transplant Survival Rates Using a Weighted
Accelerated Failure Time (AFT) Model

We use the parametric Accelerated Failure Time (AFT) model to estimate
ESRD patients’ survival curves. Compared to the popular semi-parametric Cox
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Fig. 3 Schematic representation of SimBa.

proportional hazards model (see, e.g., Wolfe et al (2008)), in our context the
parametric AFT model offers two important advantages. First, AFT models
are known to be more robust to unmeasured or neglected covariates (also
referred to as hidden heterogeneity), compared to the Cox model (Shyur et al
(1999); Lambert et al (2004)). Second, unlike the Cox model that does not
allow extrapolation beyond the study period, the AFT model enables us to
extrapolate survival rates beyond the length of the study period. Because the
study period is typically shorter than many waiting times, it is important to
be able to estimate longer survival rates.

Following Yahav and Shmueli (2010), we use an AFT model with a Weibull
distribution, which offers sufficient flexibility and better model fit compared
to other distributions. The Weibull AFT model with covariates z models the
survival at time t as:

S(t|z) = S0(t)e
eγ

′

z

= e−tαeγ
′

z

, t > 0, α > 0 (1)

where S0(t) = exp(−tα) is the baseline Weibull survival probability, α is the
shape parameter, γ is a vector of parameters and z is the vector of covariates.
This model essentially places individuals with different covariates on different
time scales. The Weibull AFT model can also be parameterized as a pro-
portional hazards model (see, e.g., Kleinbaum and Klein (1995)), so that the
hazard is given by

h(t|z) = αtα−1eγ
′

z, (2)
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thereby assuming a linear relationship between the log of failure time (log(T ))
and the covariates (z), with an error term (ε) that follows a Weibull distribu-
tion:

log(T ) = α+ γ
′

z+ ε. (3)

Estimating model parameters α and γ can be achieved using ordinary max-
imum likelihood estimation, or, in the presence of selection bias, via weighted
maximum likelihood estimation (Field and Smith (1994)). We take the latter
approach, using weights derived from the SimBa propensity scores described in
Section 4.2 to correct for the selection bias introduced by the current allocation
policy.

The estimated survival model can be used for various purposes. One pur-
pose is testing hypotheses regarding effects of covariates on survival and com-
paring survival curves of subgroups. Another is characterizing patient lifetimes.
A third purpose is predicting PTLY for new waitlist patients. We discuss these
purposes further in Section 7.

6. Applying SimBa to the U.S. Kidney Waitlist

In the following, we estimate pre-transplant survival models based on the
current waitlist of registrations and transplants of kidney and simultaneous
kidney-pancreas in the United States. We compare a weighted AFT model
based on SimBa propensity scores to two existing approaches: an ordinary AFT
model applied only to candidates’ data (the CCA approach), and a weighted
AFT model that uses logistic regression propensity scores as weights. We start
by describing the data, then discuss the computation of propensity scores, and
finally present the different survival models.

6.1 Data

We consider the dataset of waiting list registrations and transplants of kidney
and simultaneous kidney-pancreas2 that have been listed or performed in the
U.S. and reported to the OPTN between October 1, 1987 and October 1, 2010.
The dataset includes records on both deceased and living-donor transplants.
The data were exclusively provided by UNOS3.

Preliminary analysis of the data exhibits a rapid increase in patients’ life-
time over the last 30 years, possibly due to changes in recent medical and
dialysis treatments. Rather than incorporate these changes into our model,

2 Simultaneous transplantation of a kidney and pancreas is performed for those who have
kidney failure as a complication of insulin-dependent diabetes mellitus (also called Type I
diabetes).

3 The data reported here have been supplied by the United Network for Organ Sharing as
the contractor for the Organ Procurement and Transplantation Network. The interpretation
and reporting of these data are the responsibility of the author(s) and in no way should be
seen as an official policy of or interpretation by the OPTN or the U.S. Government
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as suggested in Mauger et al (1995), we consider a subset of the patients
who joined the waiting list after January 2000. Truncating the data according
to arrival time, as opposed to waiting list status on that year, ensures that
patients’ arrivals are approximately uniformly distributed4 over the studied
interval: [2000, 2010]. For computational reasons, we apply the policies and
evaluate them for a single geographic region. We randomly chose region #2
that contains the following states: Pennsylvania (PA), New Jersey (NJ), West
Virginia (WV), Maryland (MD), Delaware (DE), and Washington DC (DC).
Our studied subset includes over 29,000 patients, among them 10,400 (approx-
imately 36%) received transplants and about 4,300 (approximately 15%) died
while waiting for transplant.

6.2 Computing Propensity Scores

To compute the propensity scores from an ordinary logistic regression model,
we fit a model to the entire waitlist such that Y=transplant/no-transplant
(recipient/candidate) and the covariates are the patient’s health condition at
the time of joining the waitlist and his/her location. The propensity score, or
estimated probability of transplant, for patient i, given covariates zi, is

PSi(θ̂) =
exp (θ̂′zi)

1 + exp (θ̂′zi)
, (4)

where θ̂ is the estimated parameter vector and zi is the corresponding vector
of covariates.

The estimated model using our data is provided in Table 1. The distribution
of the resulting propensity scores is shown in Figure 4. The top left panel
displays the scores for recipients and bottom left for candidates. Ideally, scores
should be low for candidates and high for recipients. The figure shows that the
logistic model captures candidates reasonably well (the histogram exhibits a
right-tailed distribution), but does not capture recipients well (the histogram
is bell shaped).

Next, we use SimBa to generate propensity scores, as described in Section
4. We generate M = 100 donor datasets, each replicated N = 5 times, for a
total of M ×N = 500 runs.

The distribution of the propensity scores is shown in Figure 4. The top right
panel corresponds to recipients’ scores and the bottom right to candidates.
Overall, SimBa captures both candidates’ and recipients’ scores quite well,
polarizing the scores of the two classes, such that most recipients receive near-
one probabilities of transplant and candidates near-zero probabilities, with a
few exceptions.These exceptions give an idea of the KPSAM simulator’s inac-
curacy. Let us examine the exceptions and their magnitude. For candidates,
the great majority were assigned zero or near-zero scores. Approximately 0.7%
of candidates (∼130 candidates) received a score of 1, but in reality did not

4 Under the assumption of Poisson arrival times, as evidenced from the data.



16 Yahav and Shmueli

Table 1 Estimated Logistic Regression Parameters from Selection Probability Model

Covariate (Zk) θ̂k SE(θ̂k) p− value

State: Delaware 0.36 0.12 0.00
State: Maryland 0.63 0.10 0.00
State: New Jersey 0.37 0.10 0.00
State: Pennsylvania 0.66 0.09 0.00
State: West Virginia 0.99 0.12 0.00
Human Leukocyte Antigen (HLA) 0.31 0.08 0.00
Diabetes -1.34 0.20 0.00
Simultaneous kidney-pancreas (KP) 0.57 0.09 0.00
Dialysis 0.23 0.06 0.00
Previous transplant (yes/no) -0.58 0.05 0.00
Albumin -0.24 0.04 0.00
Panel Reactive Body (PRA)>80 1.72 0.16 0.00
Diagnosis unknown 0.21 0.07 0.00
Polycystic kidneys 0.52 0.28 0.06
Male -0.06 0.04 0.19
ABO type AB 0.42 0.07 0.00
ABO type B -0.50 0.04 0.00
ABO type O -0.43 0.03 0.00
Functional status: minor disability -0.30 0.11 0.01
Functional status: some disability -0.06 0.08 0.45
Age -0.01 0.00 0.00
No Antigens 0.15 0.04 0.00
African American -0.30 0.21 0.15
Diabetes x Diagnosis unknown 0.39 0.09 0.00
Diabetes x Age 0.02 0.00 0.00
Diabetes x Male 0.17 0.06 0.00
Diabetes x African American 0.18 0.06 0.00
Dialysis x African American -0.14 0.07 0.04
Dialysis x Hospitalization History -0.11 0.02 0.00
PRA>80 x Hospitalization History -0.37 0.09 0.00
Male x African American 0.27 0.06 0.00
Previous transplant x Diagnosis unknown 0.19 0.13 0.14
Some disability x Hospitalization History 0.09 0.03 0.00
Albumin x Hospitalization History 0.14 0.02 0.00
Albumin x African American 0.09 0.05 0.08
KP x PRA>80 -1.44 0.43 0.00
KP x Diagnosis unknown -0.97 0.27 0.00
KP x Previous transplant -0.97 0.31 0.00
KP x Age -0.45 0.13 0.00
HLA x Diabetes -0.26 0.12 0.03
Diagnosis unknown x Hospitalization History -0.13 0.03 0.00
No Antigens x African American -0.12 0.06 0.06
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Fig. 4 Distribution of propensity scores of recipients and candidates.

receive transplant. For recipients, while most received a near-one score, about
10% were assigned a zero score (∼1200 patients) but in reality they did receive
a kidney. The two types of discrepancies imply that some allocation considera-
tions are not captured by the KPSAM simulator. We discuss this point further
in Section 7.

We evaluate and compare the propensity scores generated by the logistic
model and SimBa by plotting their lift charts in Figure 5. The lift charts clearly
show that SimBa outperforms the logistic regression in separating recipients
from candidates. The corresponding c-statistics (“area under the ROC curve”),
which measure the likelihood that a randomly selected recipient has a higher
score than a randomly selected candidate, are 0.78 for the logistic model,
and 0.92 for SimBa. While both exceed the random 0.5, SimBa significantly
outperforms the logistic regression in terms of lift.
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Fig. 5 Lift chart of the logistic and SimBa models

Weights for candidates are then generated using the propensity scores, for
both the logistic regression and SimBa, using the binning procedure described
in Section 4.3. In particular, we use 100 equal-size subgroups.

6.3 Modeling Pre-Transplant Survival Rates

We estimate the survival rates of waitlist patients’ (candidates and recipients)
using a weightedWeibull AFT model that uses SimBa-based weights . We com-
pare the survival model with an ordinary Weibull AFT model applied only to
candidates’ data (the CCA approach), and a weighted Weibull AFT model
that uses logistic regression-based weights. Based on the model in Wolfe et al
(2008), the covariates in each of the survival models include age, disease his-
tory (such as reason for listing: kidney alone or simultaneous kidney-pancreas
(KP), years with dialysis, and previous transplant) primary diagnosis at time
of listing (such as diabetes, dialysis, and polycystic kidneys), and various in-
teractions between these covariates. The estimated models are given in Table
2, and compared graphically in Appendix B, Figure 14. While the differences
between coefficients across the three models are mostly insignificant, for some
covariates there is a significant difference. For example, the coefficient for AGE
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is significantly larger in magnitude for SimBa, indicating a stronger correlation
between survival and age. For Previous Transplant, only the logistic model has
a statistically significant coefficient at 5% significance level.

To compare the models, we plot the baseline survival curves in Figure 6
and PTLY distribution in Figure 7. The results reveal contradicting pictures of
the relationship between selection-to-transplant probability and survival rate.
Let us first consider two main results:

1. Unsurprisingly, the logistic regression approach is more pessimistic than
the CCA approach in terms of patients’ survival rates and lifetimes (due
to CCA modeling only candidates’ data). In fact, according to the logistic
regression model, the great majority of patients do not live longer than
20 years. The average PTLY under this model is approximately 9 years,
compared to nearly 11 years under CCA approach.

2. The SimBa approach is more optimistic than both alternatives. The aver-
age PTLY under SimBa is approximately 13.5 years, 25% longer than the
CCA average, and 51% longer than the logistic average.

Recall that the logistic model includes both candidates and recipients. Be-
cause the expected PTLY under this model is shorter than under the candidates-
only CCA model, it necessarily indicates that recipients’ survival rates are
lower. In other words, the logistic model indicates that transplant probabil-
ity decreases in expected PTLY. In contrast, the SimBa model indicates that
transplant probability increases in expected PTLY, implying also that the
CCA model under-estimates the survival rate of waitlist patients.

The correctness of the SimBa approach conclusion over the logistic regres-
sion approach conclusion can be explained systematically and theoretically.
We also show that it is supported empirically. Systematically, two factors con-
tribute to a negative correlation between transplant probability and survival
rate. The first factor is that patients with a severe health condition are typ-
ically not considered by the current policy to be appropriate candidates for
most available organs, and consequently their transplant probability is low.
The second factor is the high rate of kidney refusal decisions; it is well known
that the current allocation system poorly matches candidates and kidneys
(see OPTN/UNOS (2008)). This results in a high patient refusal rate (45%,
according to Zenios (2004)), because patients and their physicians anticipate
transplant failure or degradation in the patient’s post-transplant health con-
dition or quality of life. Hence, patients with lower PTLY tend to wait longer
for suitable organs.

Theoretically, the assumption of strong ignorability in the logistic regres-
sion approach means that by-design the propensity scores, and hence the re-
sulting survival model, cannot correctly capture the relationship between the
transplant probability and the actual outcome. The logistic approach models
each of these components separately: the transplant probability is modeled in
the first step (propensity scores computed via logistic regression, as described
in Section 6.2), where the anticipated outcome is ignored; the outcome is then
modeled by the AFT model. In contrast, SimBa considers the indirect effects



20 Yahav and Shmueli

0 10 20 30 40 50 60

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

years

S
u
rv

iv
a
l 
p
ro

b
a
b
ili

ty

SimBa

Logistic

CCA

Fig. 6 Estimated baseline survival rates (with 95% confidence intervals), by model.

of the outcome on transplant probability, and therefore captures this positive
relationship between transplant probability and PTLY.

Empirically, we find evidence in the waitlist dataset showing that patients
with more severe health conditions (e.g., diabetics vs. non-diabetics) have a
higher mortality rate, but a lower transplant rate. For example, among dia-
betic candidates 26% died while waiting for transplant compared to a death
rate of 20% for non-diabetic patients. Yet, the transplant rate among diabetic
candidates is less than 30% as opposed to 40% among non-diabetics. Similar
patterns are found for other health indicators such as age, time on dialysis,
and the need for simultaneous kidney and pancreas transplant, which is more
severe than a need for only a kidney. These patterns are shown in Figures 8
and 9. Figure 8 compares high-risk (“H”) and low-risk (“L”) groups in terms
of death rate and transplant rate for selected health covariates that exhib-
ited such differences. Note that this pattern was not observed for covariates
Dialysis, Unknown diagnosis, and PRA. Figure 9 compares death rate and
transplant rate for two numerical covariates binned into subgroups: age and
dialysis years. Both figures show that patients with more severe health con-
ditions have a higher mortality rate but lower transplant rate compared to
“healthier” patients.
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Table 2 Estimated Parameters (and standard errors) from Weibull AFT Models

Covariate (Zk) CCA: Logistic: SimBa:
γ̂k (SE(γ̂k)) γ̂k (SE(γ̂k)) γ̂k (SE(γ̂k))

Diabetes -0.70 (0.18) -0.53 (0.19) -0.96 (0.20)
Simultaneous kidney-pancreas -1.38 (0.23) -1.26 (0.20) -1.69 (0.26)
Dialysis -0.45 (0.03) -0.45 (0.03) -0.50 (0.03)
Previous transplant (yes/no) -0.06 (0.03) -0.09 (0.03) -0.01 (0.04)
Time on dialysis 0.02 (0.01) 0.03 (0.01) 0.00 (0.01)
Age -0.02 (0.00) -0.02 (0.00) -0.03 (0.00)
Diagnosis unknown -0.13 (0.03) -0.21 (0.03) -0.13 (0.03)
Polycystic kidneys 0.31 (0.07) 0.20 (0.06) 0.40 (0.07)
Body Mass Index (BMI) 0.02 (0.00) 0.02 (0.00) 0.02 (0.00)
Albumin 0.34 (0.03) 0.35 (0.03) 0.34 (0.03)
Number of A antigens -0.14 (0.05) -0.17 (0.05) -0.10 (0.05)
Number of B antigens -0.16 (0.04) -0.13 (0.04) -0.17 (0.05)
Number of DR antigens -0.22 (0.05) -0.31 (0.05) -0.26 (0.05)
No Antigens -0.22 (0.05) -0.26 (0.05) -0.24 (0.06)
Panel Reactive Body (PRA) -0.01 (0.00) -0.01 (0.00) -0.01 (0.00)
KP x Diabetes 1.97 (0.52) 2.51 (0.50) 2.61 (0.60)
Diabetes x Age 0.01 (0.00) 0.01 (0.00) 0.01 (0.00)
Diabetes x albumin -0.07 (0.04) -0.07 (0.04) -0.04 (0.05)
Diabetes x Albumin x KP -0.19 (0.10) -0.46 (0.10) -0.29 (0.12)

Shape 1.13 1.04 1.18
Scale 9.73 6.91 16.42

6.4 Summary of Findings

We apply the proposed SimBa approach, which is a simulator-based method
for generating propensity scores, to adjust for selection bias in modeling pre-
transplant survival rates using the 2000-2010 U.S. kidney transplant waiting
list. We compare the weighted survival model based on SimBa propensity
scores to two existing approaches: an ordinary survival model based only on
candidates’ data (CCA approach) and a weighted survival model based on
logistic regression propensity scores. The main findings are as follows:

1. SimBa generates a more accurate set of propensity scores compared to the
logistic regression model, better capturing the actual transplant selections.
SimBa’s lift outperforms the lift of the logistic regression, with a c-statistic
of 0.92, compared to the logistic model’s 0.78 (an improvement of 18%).

2. The SimBa-based survival model is more optimistic than both CCA and
the logistic models in terms of survival rates. This implies that the CCA
survival model under-estimates patients’ survival rates. It also means that
the SimBa model captures a positive correlation between transplant prob-



22 Yahav and Shmueli

CCA

Years

F
re

q
u
e
n
c
y

0 10 20 30 40 50 60

0
4
0
0
0

8
0
0
0

Logistic Regression

Years

F
re

q
u
e
n
c
y

0 10 20 30 40 50 60

0
4
0
0
0

8
0
0
0

SimBa

Years

F
re

q
u
e
n
c
y

0 10 20 30 40 50 60

0
4
0
0
0

8
0
0
0

Fig. 7 Estimated baseline lifetime distribution, by model.

ability and pre-treatment survival rate. That is, a longer expected lifetime
without transplant is positively correlated with transplant probability.

3. Relying on an assumption of strong ignorability, the logistic model in
fact increases selection bias instead of reducing it, thereby resulting in
overly pessimistic survival rates compared to both the CCA and SimBa
approaches.
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Fig. 8 Transplant and death rates of High (H) and Low (L) risk candidates (binary covari-
ates).

6.5 Sensitivity Analysis

The analysis presented in this section raises some additional questions re-
garding the robustness of SimBa, its sensitivity to data selection, and how it
compares to other nonparametric methods. In this section we address these
questions. Our analysis examines the robustness of the SimBa survival curves
to three factors: (1) the choice of study duration, (2) aggregation of study re-
gions, (3) using non parametric methods to compute propensity scores. Finally,
we compare the SimBa survival curves to those based on a data imputation-
based model.

The first set of analyses examines the effect of medical technology changes
on survival rates. For that, we re-estimate the survival curves under different
durations within the same region. In particular, we look at the last three
years, the last five years, and the last ten years. We examine the duration
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Fig. 9 Transplant and death rates of candidates (binned numerical covariates).

effect only on the CCA model for several reasons. First, CCA models the
survival of candidates (who have not received a kidney). These patients are
expected to be the most affected by changes in medicines prescribed for dialysis
patients. Second, the KPSAM simulator does not model changes in medication
and assumes that the same medication is used throughout the study period.
Third, the computation time of KPSAM can be prohibitive: each run for a
single region takes approximately 4 hours, and we execute 100 runs. Hence,
for a particular region, our analysis requires 400 hours of computation. But
most importantly, the average waiting time on the waitlist in our dataset is
approximately 4.5 years. Hence, modeling selection-to-transplant for a short
period, such as 3 or 5 years, is practically impossible with SimBa or logistic
regression.

We find that the survival curves are practically identical in all cases. This
can be seen in Figure 10, showing the three curves with 95% confidence bands.
We conclude that even if medical technology does change over time, survival
curve estimation is less sensitive to such changes in terms of producing similar
survival curves.

The second set of analyses compares survival rates in different regions, to
see whether all regions can be modeled within a single model. Using a five-
year period, we compared Region 2 alone (States: PA, NJ, WV, MD, DE, DC)
to all regions. We also compared Region 2 with a combination of Regions 2
and Region 9 (NY and Western VT). These two regions were chosen because
the literature shows that they are statistically similar in terms of selection to
transplant, health condition, disease and mortality rates (Mathur et al, 2010;
Garonzik-Wang et al, 2012). The results using CCA are shown in Figure 11.
We see that the survival curves for the three choices of region combinations
differ, especially in longer survival durations. Even combining two regions that
are supposed to be statistically similar leads to different survival curves.
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Fig. 10 Survival curves based on 3, 5 and 10 year span of data from region 2. (black: 10
years, dark grey: 5 years, light grey: 3 years) .

For computational reasons we do not examine the results using SimBa.
However, because even CCA results in different curves for different regions,
the same will be the case with the propensity-score-based models, which are
essentially weighted versions of the CCA survival model. Hence, we conclude
that modeling should be performed separately for different regions.

Third, we consider replacing the logistic regression model with a random
forest for computing propensity scores (Lee et al, 2010). The advantage of
random forests over logistic regression is that they are nonparametric and
data-driven. With a large sample, such an approach can capture unexpected
relationships between the covariates and outcome variable. In our case, we
find that the results of the two approaches are very similar, with a minuscule
advantage for the random forest in terms of lift (c-statistic of 0.79 for ran-
dom forest vs. 0.78 for the logistic model; see Figure 12). The reason for the
similarity is that trees, like the logistic model, are only based on the waitlist
data and not on the KPSAM simulator results. Hence, they too suffer from
violating the strong ignorability assumption.

Lastly, we compare the performance of SimBa to that of data imputation
models for estimating survival rates. In particular, we use a random forest to
impute the missing PTLY and death incidences for recipients and re-run the
AFT model on the completed set of patients. We use the method from Yahav
and Shmueli (2010), which consists of two steps: first, for recipients we predict
whether they would have died, had they not received the kidney. This is done
using a classification random forest. Then, for those predicted to have died, we
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Fig. 11 Survival curves under CCA, using data from the last five years and different sets
of regions (black: Region 2, dark grey: Regions 2 and 9, grey: all regions).
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Fig. 12 ROC curve of propensity scores under logistic model compared with random forest.
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Fig. 13 Survival curves and 95% confidence bands under random forest (black) and logistic
(grey) models.

estimate their PTLY using a regression random forest. Our analysis shows that
the performance is similar to that of the logistic regression (see Figure 13).
The reason is that in order to predict each of the model steps (that is, death
incidences and PTLY), we must assume that the data is complete (CCA), or
unbiased. We predict death incidences based on the candidate pool (those who
have not received transplant), assuming they also represent the recipients. In
other words, we assume that the selection to transplant does not depend on
PTLY, which we showed to be untrue.

7. Discussion and Implications

The main question raised in this paper is whether allocation outcomes matter
when estimating pre-transplant survival rates of kidney-transplant patients.
The results of our simulation approach clearly show that the answer to this
question is yes. Moreover, disregarding the outcome and relying on the as-
sumptions of strong ignorability while ignoring censoring due to the study
period introduces an even greater selection bias into survival rates than a
näıve, complete-case model.

Our conclusion from this analysis is the insufficiency of waitlist data alone
for estimating pre-transplant survival rates. Hence, it is necessary to integrate
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it with data on outcomes and other sources of uncertainty by using the KPSAM
simulator. This insufficiency of the waitlist data is related to the notion of
“information quality”, which is “the potential of a dataset to achieve a specific
(scientific or practical) goal using a given empirical analysis method” (Kenett
and Shmueli, 2011). Clearly, the information quality of the waitlist data for
estimating pre-transplant survival rates using classic propensity scores is low,
and can be drastically increased by including outcome information via the
KPSAM simulator.

Basing our model on the KPSAM simulator, has some limitations that are
derived from the simulator assumptions. In particular, two models underlie
the KPSAM simulator:

Kidney acceptance model (whether a patient accepts a kidney offered to him/her)
we do not know how this model is computed and whether it depends on
survival rates. In practice, there are personal considerations that cannot
be modeled, which can lead to outliers, as described in Section 6.2

Patient pre-transplant survival model (for survival without a transplant) the sur-
vival model used in KPSAM is a Cox regression model. According to our
results, we find that using the simulator to predict recipients lifetime yields
shorter lifetimes than expected. However, since the KPSAM assignment
model is fairly accurate (see Figures 4-5), the estimate of candidates life-
time under KPSAM does not significantly affect the SimBa estimates (re-
call that we only use KPSAM for computing scores and not for estimating
lifetimes).

While the KPSAM simulator is not perfect and ignores some factors af-
fecting kidney allocation, it offers a significant improvement over using waitlist
data alone, as well as offers insights into the current Priority Points allocation
policy. The 10% of misclassified recipients that we found in our dataset (which
appear to be a random sample of recipients) means that the SimBa survival
curve is a lower bound for a similar curve that would be based on a perfect
simulator.

Additional uses of pre-transplant survival models are (1) inference regard-
ing the effects of different health covariates on survival, (2) characterization of
patient lifetimes, and (3) predictions of individual patients’ survival or PTLY.
With respect to inference, in our data (the 2000-2010 US waitlist) the three
estimated survival models are very similar for most covariates, except for the
significance of Previous Transplant and the magnitude of Age (see Table 2).
Hence, bias can be a concern. In terms of PTLY distribution, our example
shows that estimated lifetimes of patients under the different models can dif-
fer substantially (see Figure 7).

Predicting the pre-transplant survival rates of new patients is an important
component of new guidelines for allocation. In 2004, the Kidney Allocation
Review Subcommittee (KARS) was established with the goal of designing
an allocation policy that maximizes the tradeoff between equity in access to
transplantation and efficiency; that is, maximizing the aggregate health of the
transplant candidate pool (Votruba, 2001). In 2008, the committee proposed
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four concepts that would together combine to determine a candidate’s Kidney
Allocation Score (KAS). One of the key concepts is Life Years From Transplant
(LYFT), which is the difference between the Post-Treatment Life Years and
PTLY. The KAS equation assigns scores based on LYFT and three other
parameters: (1) Donor Profile Index (DPI, ranges between 0 and 1), which
measures the organ quality based on clinical information, (2) Calculated Panel
Reactive Antibody (CPRA), which is the likelihood that the recipient and
donor are incompatible, and (3) time on dialysis time (DT). LYFT, DPI and
CPRA together measure the efficiency of the allocation policy, while DT is a
measure of equity.

To evaluate the effect of under-estimating PTLY on the new allocation
policy We compared PTLY values of candidates under CCA and SimBa and
found that the correlation is nearly 0.98. This implies that the ordering of
PTLY values (and consecutively, LYFT) for a set of patients will remain the
same under CCA and SimBa. However, the order of transplant probability
significantly changes. Moreover, the total weight of the LYFT component (the
policys efficiency) in the KAS equation is in practice higher than it should be,
due to the current under-estimation of PTLY values. Since there is a tradeoff
between efficiency and fairness (measured by DT in the KAS equation), giving
too much weight to efficiency leads to a decreased fairness weight.

In the context of predicting PTLY values for new patients, while it is
easy to generate predictions, it is more challenging to assess the predictive
accuracy of the survival models. Evaluating the predictive power of a model
would ideally be based on the predictive performance on a holdout set. As is
customary in predictive modeling, we would ideally fit the survival models to
a training set and then use this model to predict PTLY values of patients in
a holdout set. Unfortunately, the waitlist dataset consists mostly of unlabeled
data, where we do not know the actual PTLY values, neither for recipients
nor for live candidates. The only patients for whom we have complete PTLY
values are deceased candidates. This group consists of approximately 13.5% of
our dataset5.

In our analyses, we included all information that was available in the wait-
list data for generating simulated outcomes and for estimating survival rates.
We included the few sporadic health updates (where different patients had
different updates at different times) by using the KPSAM simulator. Poten-
tial improvement to pre-transplant survival models can be obtained if waitlist
data contain frequently updated health data in a structured form. Such up-
dates can then be integrated into the model via time-varying covariates in the
imputation model (as proposed in Wolfe (2007); Sela and Simonoff (2011)),
the propensity model, or even directly in the survival model.

5 We examined predictive accuracy for the deceased group based on separate training
and holdout samples. While all three survival models generated mostly near-zero prediction
errors, SimBa was much better at predicting PTLY values of deceased candidates who
joined the waitlist late in the study and died early. This result emphasizes the importance
of including the arrival time (rather than only the PTLY) in the model
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One main limitation of the SimBa model is its high computation time: each
run for a single region takes approximately 4 hours, and we run 100 runs in
each case. Hence, for a particular region, our analysis requires 400 hours of
computation. Note that such computations are needed only once per region
for generating the propensity scores and estimating survival rates. However,
periodic updates of the SimBa model, additional sensitivity tests, and other
model changes require additional extensive simulation runs. This limitation,
which applies only to future uses of SimBa, will become less prohibitive as
computation power increases. Regardless of computational issues, our current
study revealed the important point that allocation outcomes matter when
estimating pre-transplant survival rates of kidney-transplant patients. This
result in itself highlights a feature of the current allocation policy, questions
the validity of current methodology for estimating pre-treatment survival rates
and the need for methods that properly account for the outcome effect.

An important question that our results raise is the robustness of alterna-
tive allocation policies that incorporate PTLY into the allocation decisions to
ignoring strong ignorability and time-changing covariates. Would a biased sur-
vival model significantly affect allocation decisions of a newly designed policy?
The impact of the survival model and selection bias on allocation policies is
an open question that requires further research.
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Appendix A: Description of Variables in U.S. KidneyWaitlist Dataset

Below is a list of variables used throughout the paper. We list their abbrevia-
tion and description.

ABO type AB (ABO AB) Patient’s blood group is AB
ABO type B (ABO B) Patient’s blood group is B
ABO type O (ABO O) Patient’s blood group is O
Age (AGE) Patient’s age upon arrival
African American (AFRICAN) Patient’s race is African American
Albumin (ALBUMIN) Patient albumin level. Low albumin levels reflect possi-

bility of diseases in which the kidneys cannot prevent albumin from leaking
from the blood into the urine and being lost

Body Mass Index (BMI) Patient’s Body Mass Index (ratio of weight to square
root of the hight). BMI provided a measure of a patient’s overweight
(BMI>25) or underweight (BMI<18.5)

Diabetes (DIAB) Indicates whether a patient is diabetic
Diagnosis unknown (NotSPECIFIED) Indicates whether a patient has no di-

agnosis
Dialysis (DIAL) Indicates whether a patient needs dialysis
Functional status: minor disability (MINOR DIS) Patient can function with

no assistance
Functional status: some disability (SOME DIS) Patient can function with lit-

tle assistance
Hospitalization History (HOSPITALIZATION) Number of previous hospital-

izations
Hypertension (HYPERTENSION) Indicates whether a patient was diagnosed

with malignant hypertension (a complication of hypertension characterized
by very elevated blood pressure)

Human Leukocyte Antigen (HLA) Mean patient’s antigen match with donors
pool (ranges between [0,6])

Male (MALE) Patient’s gender is male
No Antigens (ABDR) Indicates weather the patients has no antigens
Number of A antigens (A) Number of a patient’s A antigens
Number of B antigens (B) Number of a patient’s B antigens
Number of DR antigens (DR) Number of a patient’s DR antigens
Panel Reactive Body (PRA) Patient’s Panel Reactive Antibody (PRA) level

(measure for sensitization level)
Polycystic kidneys (POLYCYSTIC) Indicates weather a patient was diagnosed

with polycystic kidney syndrome (a genetic disorder that results in massive
enlargement of the kidneys)

Previous transplant (PrevTRANS) Indicates whether a patient had previous
transplants

Simultaneous kidney-pancreas (KP) Indicates whether a patient is waiting for
simultaneous pancreas-kidney transplant

Time on dialysis (DT) Dialysis time in years upon arrival
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Appendix B: Graphical Comparison Between the AFT Models
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Fig. 14 Comparison of CCA, logistic, and SimBa AFT model coefficients. Each line corre-
sponds to the parameter’s 95% confidence interval.


