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Abstract

Incremental language learning with pseudo-data can alleviate
catastrophic forgetting in neural networks. However, to ob-
tain better performance, former methods have higher demands
for pseudo-data of the previous tasks. The performance dra-
matically decreases when fewer pseudo-data are employed.
In addition, the distribution of pseudo-data gradually devi-
ates from the real data with the sequential learning of dif-
ferent tasks. The deviation will be greater with more tasks
learned, which results in more serious catastrophic forgetting.
To address these issues, we propose reminding incremental
language model via data-free self-distillation (DFSD), which
includes self-distillation based on the Earth Mover’s Distance
and hidden data augmentation. By estimating the knowledge
distribution in all layers of GPT-2 and transforming it from
teacher model to student model, the Self-distillation based on
the Earth Mover’s Distance can significantly reduce the de-
mand for pseudo-data. Hidden data augmentation can greatly
alleviate the catastrophic forgetting caused by deviations via
modeling the generation of pseudo-data as a hidden data aug-
mentation process, where each sample is a mixture of all
trained task data. The experimental results demonstrate that
our DFSD can exceed the previous state-of-the-art methods
even if the maximum decrease in pseudo-data is 90%.

1 Introduction
The process of human learning is a long-term, continuous
behavior. When learning new knowledge, humans will not
obviously forget what they have learned. However, the tra-
ditional machine learning paradigm is unable to retain pre-
viously learned knowledge when learning new knowledge,
which is referred to as catastrophic forgetting (McCloskey
and Cohen 1989; French 1999). Some people who are good at
learning can learn new knowledge and consolidate old knowl-
edge through analogy and memory. The goal of incremental
learning is that the model can separately learn different tasks,
without retrieving the data of previous tasks, and regardless
of the order of tasks. At the end of learning the new task,
the model can perform well in the new task and previously
learned tasks. Since most training methods of neural networks
are data-driven, a lot of works on mitigating catastrophic for-
getting are based on appropriately relaxing the restrictions
on employing the data of previous tasks. In this paper, we
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investigate solving the catastrophic forgetting problem in
incremental learning following data-free constraints.

Unifying the data format of different tasks is very benefi-
cial to incremental learning. DecaNLP (McCann et al. 2018)
regards various NLP tasks as question answering (QA). Re-
cently, LAMOL (Sun, Ho, and Lee 2019) has been a genera-
tive lifelong learning framework, that uses a language model
(LM) to learn various kinds of NLP tasks in QA-style, such
as sentiment classification, goal-oriented dialogue systems,
semantic role labeling, semantic parsing, and question an-
swering. In LAMOL, the pseudo-data generated by the model
is trained together with the new task, instead of the real data
from the previous tasks. L2KD (Chuang, Su, and Chen 2020)
improves LAMOL by distilling the output of the model at
the word-level and sequence-level. However, L2KD needs to
train a single-task model as a teacher model when learning
a new task. DnR (Sun et al. 2020) improved LAMOL by
distilling the attention and hidden states of some layers in
GPT-2 (Radford et al. 2019). Although these two methods
can better alleviate catastrophic forgetting, they still need
to generate pseudo-data equivalent to 20% of the new task
dataset size.

It is significant to solve the catastrophic forgetting problem
in incremental learning following data-free constraints. In
above-mentioned works, the performance dramatically de-
creases when fewer pseudo-data were trained together with
a new task for the following two reasons: (1) the knowledge
distribution of tasks in different layers of GPT-2 is not con-
sidered, which renders training of pseudo-data inefficient and
causes obvious catastrophic forgetting when fewer pseudo-
data. (2) with an increase in learned tasks and the imbalance
of different task data, the deviation between the distribution
of pseudo-data of the tasks and the distribution of real data
of the tasks will gradually increase. Any deviation was re-
garded as “chaos” in (Sun, Ho, and Lee 2019). We define this
deviation as noise, which will cause catastrophic forgetting.

To address these two issues, we propose a reminding incre-
mental language model via data-free self-distillation (DFSD)
which leverages self-distillation based on the Earth Mover’s
Distance (EMD) (Rubner, Tomasi, and Guibas 2000) and
hidden data enhancement (HDA). (1) The self-distillation
based on EMD, regards the model trained on all previous
tasks as the teacher (T) and the model training on a new task
as the student (S) initialized by parameters of T. The student



model needs to learn new tasks and retains the performance
for old tasks.

(2) Hidden Data Augmentation (HDA) models the genera-
tion of pseudo-data as a hidden data augmentation process,
where each sample is a mixture of all trained task data and is
able to correct deviations.

DFSD is inspired by the knowledge distillation method in
model compression (Furlanello et al. 2018; Li et al. 2020) and
noise correction (Arazo et al. 2019). In contrast to previous
approaches, DFSD is a self-learning method that considers
both the commonness and difference of knowledge distri-
bution among different tasks in the model and fully utilizes
noise in pseudo-data. Our incremental language model is
both a teacher and a student. As our model is both a teacher
and a student, we do not need to train a single-task model as
a teacher.

Our main contributions in this paper are detailed as follows:
(1) We propose DFSD, which can learn more useful knowl-
edge from a small amount of noisy pseudo-data for incremen-
tal language learning and significantly outperforms previous
state-of-the-art methods. (2) We propose EMD-based self-
distillation to estimate the distribution of task knowledge in
all layers; it can significantly reduce the dependence on data
replay. (3) We propose HDA to alleviate catastrophic forget-
ting caused by the deviation of the pseudo-data probability
distribution from the real distribution. (4) We analyzed the
influence of HDA and self-distillation based on EMD on the
final performance of DFSD. Experiments indicate that these
process complement each other and can alleviate catastrophic
forgetting from different aspects.

We will open-source our code after publishing the paper
to facilitate further incremental language learning.

2 Related Work
Incremental learning is an essential step in promoting the
realization of general artificial intelligence. Previous studies
have explored how to alleviate catastrophic forgetting from
different perspectives. EWC (Kirkpatrick et al. 2017) and
MAS (Aljundi et al. 2018) use regular methods to estimate
the importance of parameters, and update the parameters
based on these methods. Knowledge distillation has been
researched in the field of incremental learning. Meta-MbPA
(Wang et al. 2020), MbPA++ (d’Autume et al. 2019), GEM
(Lopez-Paz and Ranzato 2017) and A-GEM (Chaudhry et al.
2018) use a small amount of data from old tasks, and use
them to alleviate catastrophic forgetting. GEM and A-GEM
uses these data to join the training phase, while MbPA++,
in addition to training, will also be utilized in the inference
phase. Meta-MbPA applies a meta-lifelong framework to
improve MbPA++. In the field of computer vision, (Li and
Hoiem 2017; Van de Ven and Tolias 2018; Zhai et al. 2019)
researched memory replay- or generation-based approaches
with distillation. In the field of natural language process-
ing, L2KD (Chuang, Su, and Chen 2020) uses word-level
and sequence-level knowledge distillation to transform in-
formation from a teacher model to a student model which
contains knowledge of previous tasks. L2KD needs to train
a single-task model with a new task as a teacher model be-
fore incremental learning. DnR (Sun et al. 2020) distills the
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Figure 1: Illustration of two tasks in LAMOL. Left: LM task.
Right: QA Task.

attention and hidden state of some layers in GPT-2 (Radford
et al. 2019). Both L2KD and DnR use knowledge distillation
to improve LAMOL (Sun, Ho, and Lee 2019). In contrast to
prior work, we consider the distribution of tasks learned by
each layer in GPT-2, which can make pseudo-data be learned
more efficiently. Moreover, we are the first researchers to
propose modeling generation of each pseudo-sample as a
mixture of all learned tasks, and use it as a basis to correct
the noise in the pseudo-data. Therefore, both methods are
complementary to each other and can be applied to other
fields.

3 Methodology
The proposed DFSD is based on LAMOL (Sun, Ho, and Lee
2019). Before we introduce our method in detail, we will
briefly introduce it.

LAMOL uses a single language model to complete QA and
LM tasks. The QA task refers to a sequence containing the
context (C) and question (Q) as input, and the corresponding
answer (A) is generated by the model. The LM task is to
generate a complete sentence that contains C+Q+A, starting
from a task-specific token. These two tasks are illustrated in
Figure 1. Assume a order of tasks {D1, D2, ...}, where we do
not know the number of tasks. When training on a new task
Dτ , τ > 1, the task-specific token will be applied as the first
token to generate pseudo-samples that are trained with a new
task. The number of pseudo-data is γ|Dτ |, where γ denotes
the sampling ratio and |Dτ | is the number of data in task Dτ .
Since all τ − 1 tasks share the γ|Dτ | pseudo-samples, the
model generates 1

τ−1 |Dτ | pseudo-samples for the previous
τ − 1 tasks.

3.1 Overall Framework
One of the main ideas in our proposed DFSD is to adap-
tively transfer different layers of knowledge from the teacher
model to the student model when learning a new task since
the knowledge learned in different tasks is distributed differ-
ently in different layers. The knowledge distribution of a task
will shift when the model learns a new task. As we can not
predict what the next task will look like during incremental
learning, it will become very expensive to manually design
the mapping relationship between the teacher layers and the
student layers. It is significant to find a way to obtain the



Figure 2: Framework of DFSD. ω indicates the distribution
of task knowledge in all layers. T and S in ω’s superscript de-
note the current model as the teacher or student, respectively,
while subscripts denote the index of the task. Mτ indicates
that the model has learned the τ -th task. Tτ indicates the
real data of the τ -th task. T

′

<τ indicates the pseudo-data of
previous τ − 1 tasks.

mapping relationship that can transform the knowledge from
T to S with minimum cost. Moreover, from the aspect of data
restriction, the incremental model needs to utilize the data of
the previously learned tasks as little as possible when training
a new task. The EMD (Rubner, Tomasi, and Guibas 2000)
can measure the discrepancy between two distributions as
transforming knowledge between two distributions with min-
imal accumulated cost. As the pseudo-data can be regarded
as containing the distribution of tasks that have been learned,
feeding a few pseudo-data into the model can obtain knowl-
edge distribution of tasks. Therefore, we propose a method
of self-distillation based on the EMD to transfer knowledge
from the teacher model to the student model with pseudo-
data. Both the teacher model and the student model share all
parameters.

In addition, we innovatively propose applying hidden data
augmentation (HDA) to solve the noise in pseudo-samples.
There is various noise mixed in pseudo-samples, as generated
by the model that has learned various kinds of tasks, degrad-
ing the performance of the model if we train them directly.
This situation can be regarded as knowledge confusion sim-
ilar to the situation in which humans have learned various
branches of knowledge. Therefore, we model the generation
of pseudo-data as a mixture of data of all learned tasks.

These aforementioned methods are presented in Figure 2.

3.2 Self-Distillation based on EMD
In normal knowledge distillation, both the teacher model
and the student model are trained with the same real dataset.
However, it is not convenient to obtain these real datasets
during incremental learning. Therefore, pseudo-data can be
regarded as a sampling of the data distribution of the previous
task.

Next, we conduct our self-distillation from three levels,
namely, the embedding layer, attention, and the hidden state.

Embedding Layer Word embedding, the most fundamen-
tal component among the various tasks of NLP, can map
words into semantic space.

The semantics of words are affected by context and change

with different tasks. We minimize the semantic distance of
words with similar contexts between T and S with the mean
squared error. Let X = (x1, ..., xi, ..., xN ) denote a pseudo-
sample X with length N; let ET =

(
eT1 , ..., e

T
i , ...e

T
M

)
denote the embedding of X in the teacher model and let
ES =

(
eS1 , ..., e

S
i , ...e

S
M

)
denote the embedding of X in

student model.

Lemb =
1

M

N∑
i

∥∥eTi − eSi
∥∥2 (1)

where M means the dimension of a word vector.
Attenion and Hidden State GPT2 is stacked by multi-

ple transformer decoders with a masked self-attention layer
which makes the model pay attention only to the information
before the current position. We transform linguistic knowl-
edge, which is distributed in the masked attention matrix
and hidden state matrix of different layers, from T to S
based on EMD. Let UT = {(UT1 , ωT1 ), ..., (UTK , ω

T
K)} de-

note the matrix and weights of all layers in the teacher
model and US = {(US1 , ωS1 ), ..., (USK , ω

S
K)} denote the ma-

trix and weights of all layers in the student model. Next, we
let D = {dij} denote the cost of transforming attention or
hidden state knowledge from UTi to USj . As Jensen–Shannon
divergence(JSD) is symmetric and can be used to measure
the difference between two different distributions, we apply
it to calculate dij :

dij =
1

2

(
UTi log

UTi
USj

+ USj log
USj
UTi

)
(2)

where i, j ∈ [1,K].
Next, we discover a way to minimize the cumulative trans-

formation cost to complete the knowledge conversion from T
to S by solving the following optimization problems:

min

K∑
i

K∑
j

dijfij (3)

where fij means the mapping flow from the i-th layer of T to
the j-th layer of S. Therefore, we define the result of EMD
as follows:

EMD(UT , US) =

∑K
i

∑K
j dijfij∑K

i

∑K
j fij

(4)

Both the attention matrix and the hidden state matrix can be
calculated with Eq.(4). The objective function consists of:

LSD = EMD(AT ,AS) + EMD(HT ,HS) (5)

where AT and AS are the attention matrices of T and S,
respectively, and HT and HS are the hidden state matrices
of T and S, respectively.

Without any prior knowledge of the task, we initialize ωTj
and ωSj with 1

K . However, the weights of different kinds of
NLP tasks at different layers differ. Therefore, we follow
the cost attention (Li et al. 2020) to update ωTj and ωSj to
more accurately map the various linguistic knowledge of
each layer.



Figure 3: (a) Embedding of the task-specific tokens when
each task is learned by single-task learning. (b) Embedding
of the task-specific tokens when a stream of tasks is trained
sequentially by incremental language learning.

3.3 Hidden Data Augmentation
We propose hidden data augmentation(HDA) to correct the
problem that the distribution of task-specified pseudo-data is
quite different from its corresponding real data distribution.
Ideally, the task-specified token [TASK], as the starting to-
ken to generate pseudo-samples, can produce task-specified
pseudo-samples χtask that are similar to task-specified real
sample χrealtask in content and grammar. However, previous
task-specified token embedding will shift with the learning
of new tasks, which results in uncontrollable scale noise
in pseudo-samples, as illustrated in Figure 3 and visual-
ized in Appendix. Since this noise is derived from the
learning of new tasks, we regard the offset of [TASK] in
the semantic space as a data mixing process. Formally, let
χt<τ = {χτ1 , ..., χττ−1} denote all pseudo-samples of pre-
vious tasks, let Ψτ = {ψ1, ..., ψτ} denote the set of task-
specified tokens, and let Φτ = {φ1, ..., φτ} denote the dis-
tribution in the semantic space of tasks, where τ means the
order of the current task. The generation of pseudo-data is
expressed as follows:

χτi = P (ψi|Φτ−1) (6)

Eq. (6) means that the pseudo-sample generation of each
task will be affected by the tasks that have been learned.
Therefore, information from other tasks is mixed into χτi
in a special ratio before training the τ -th task. When define
Λτi = {λi1, ..., λiτ−1} to represent the mixed weight of each
previous-task data when generating pseudo-samples for the
i-th task before training the τ -th task. Λτ = {Λτ1 , ...,Λττ−1}
is the set of all previous-task weight. Next, we regard i-th
task-pseudo-sample generated as follow:

x̂i =

τ−1∑
j=1

λijx
i
j (7)

where ΘT represents the parameters of T and xij represents
the pseudo-sample generated by the model only training on
j-th task. The generation of xij is an unobservable hidden
process that we assume. Since this mixing process is automat-
ically performed by the model, we cannot know the true value
of Λτ so we refer to it as HDA. Therefore, each word in the
pseudo-sample can be regarded as a mixture of previous-task
information and can alleviate S forgetting the knowledge of

the previous task. We consider these words pseudo-authentic
labels provided by T to S. The objective function of HDA
can be defined as follows:

LHDA = −
τ−1∑
i=1

V∑
j=1

(αĥTij + (1− α)x̂ij)
Tlog(ĥSij) (8)

where α denotes the confidence of T for the pseudo-samples
as input, and ĥTij and ĥSij are the predicted temperature-
softmax probabilities with T and S, respectively. V is the
vocabulary size of our model.

3.4 Training Process
As the QA and LM tasks are trained simultaneously in
LAMOL, the methods mentioned in the previous two sec-
tions are also applied to the two tasks. Our complete objective
function is expressed as follows:

L =LQA + βLLM + µ(LQASD + LLMSD ) + δ(LQAHDA + LLMHDA)
(9)

where β denotes the factor of the LM task, and δ and
µ denote the factors of hidden data augmentation and self-
distillation based on EMD, respectively. The training process
is detailed in Appendix.

4 Experiments Setup
To make the results comparable, we build our DFSD based
on the implementation of LAMOL1. We use a task-specified
token as the beginning token of pseudo-samples. The pseudo-
samples ratio is γ ∈ [0.01,0.02,0.03.0.05]. δ and µ, which are
the factors of hidden data augmentation and self-distillation
based on EMD, are 0.08 and 0.5 respectively. We set the
learning rate to 1e-4 and set α, the confidence of T in HDA,
to 0.9.

4.1 Experimental Data
Following the setting of Sun, Ho, and Lee (2019), we use
five different NLP tasks in decaNLP (McCann et al. 2018)
to evaluate our proposed DFSD: SQuAD (Rajpurkar et al.
2016), WikiSQL (Zhong, Xiong, and Socher 2017), WOZ
(Wen et al. 2016), QA-SRL (He et al. 2017), SST (Radford,
Jozefowicz, and Sutskever 2017). The five previously intro-
duced datasets are five different NLP tasks that will be trained
in random order to evaluate whether our proposed method
generally comprises a variety of NLP tasks. In addition, Ama-
zon, AGNews, DBPedia, Yahoo and Yelp are five classic text
classification datasets(Zhang, Zhao, and LeCun 2015). We
use a balanced version in (d’Autume et al. 2019). More detail
is provided in Appendix.

4.2 Baselines
• Fine-tuned: Fine-tune GPT-2 one by one directly, accord-

ing to the task order.
• LAMOL: Only QA and LM tasks are used to train

the general incremental language model. We take task-
specified token and [GEN] token of LAMOL to compare.
1https://github.com/jojotenya/LAMOL

https://github.com/jojotenya/LAMOL


Figure 4: Models’ performance after each epoch in the se-
quence SQuAD-WikiSQL-SST-SRL-WOZ. The format of
the legend is ”[model] [task-specified token] [sample ratio
γ]”.

• L2KD: An improved version of LAMOL with normal
distillation that trains a single-task model with the current
task as the teacher model and a model trained on the pre-
vious task as the student model. It use the task-specified
token.

• DnR: An improved version of LAMOL with distillation
and replay that distills part of the layer. We take its best
implementation of distilling the last two layers with naive
matching. It use the [GEN] token.

• MbPA++: MbPA++ chooses parts of data from old tasks
as episodic memory and replays it afterward. We choose
its best setting and performance for text classification.

• Meta-MbPA: Meta-MbPA applies a meta-lifelong frame-
work to improve MbPA++.

5 Results and Analysis
5.1 Three DecaNLP Tasks
To comprehensively compare the performance of our pro-
posed method, we firstly select three data sets [SST, SRL,
and WOZ] in decaNLP. To eliminate the influence of the
training order, we train them in six orders. When training
each order, we test the model after the last task has been
trained and take the average of the three task scores as the
performance. The average of all orders is taken as the per-

formance of the current model. All the results are shown in
Table 1.

As shown in Table 1, we determine that the fine-tuned
method performs poorly on these three task data sets, and the
order of learning has a greater impact on the performance of
the task. As a baseline of the incremental language model,
we can see that LAMOL has a better performance when
γ = 0.2, which is only 2-3% lower than MTL; however,
when γ = 0.05, it is quite different from MTL, reaching
7%. According to (Sun, Ho, and Lee 2019), when the γ is
lower, the performance of the model will decrease signifi-
cantly. When the γ approaches 0, its performance is similar
to that of fine-tuning. Compared with LAMOL, DnR has a
certain improvement in each sequence, and its overall per-
formance is almost equivalent that of MTL, which indicates
that it is effective for distilling only the last two layers. We
determine that our proposed method is better than LAMOL
under the same gamma. When γ = 0.01, DFSD0.01 still
achieves satisfactory performance, and it is even better than
LAMOL0.05

TASK when γ decreased by 80%. When γ = 0.02,
DFSD0.02 achieves the same performance as LAMOL0.2

GEN
with a reduction in γ by 90%, indicating that our method can
still accurately capture information of the previous tasks with
lower-resource pseudo-data.

With an increase in γ, the performance of our method grad-
ually improves. When it is increased to γ = 0.05, DFSD0.05

can achieve the performance of DnR with with a reduction
in γ by 60%. We believe that this outcome occurs because
DFSD fully considers the semantic distribution of different
tasks in different layers when distilling and allows the model
to automatically transfer knowledge based on this distribu-
tion, which produces more efficient training of pseudo-data.
This issue is analyzed in latter visualization.

.

5.2 Five DecaNLP Tasks
The larger the number of learning tasks is, the earlier the
learning tasks are more likely to be forgotten. We verify the
effectiveness of DFSD by learning more tasks. We choose
[SQuAD, WikiSQL, SST, SRL, and WOZ]. When SQuAD or
WikiSQL learns as a nonfirst task, since both of them are sig-
nificantly larger than others, the large amount of pseudo-data
generated will make the model similar to multitask learning
(the only difference is obtained with real data or pseudo-data).
Therefore, the order with SQuAD and WikiSQL as the head
will be more difficult to learn. We explore SQuAD and Wik-
iSQL as the beginning or end in all orders; it contains 24
orders. As shown in Table 2, the experimental results are
consistent with our expectations. According to the size of
the dataset, the order from large to small is more challenging
than the order from small to large. However, our method has
robust performance for these different sequences.

To indicate the effectiveness of our DFSD, we choose
another smaller γ and the most difficult order to compare with
previous methods. The order, SQuAD-WikiSQL-SST-SRL-
WOZ, is from the largest to the smallest. As γ|Dτ | decreases
and pseudo-data need to be generated for more tasks, the
order is more difficult to learn. As shown in Figure 4, our
DFSD is also robust even if γ = 0.01. When γ = 0.01, we



Methods SST SRL WOZ Avg.SRL-WOZ WOZ-SRL SST-WOZ WOZ-SST SST-SRL SRL-SST

Fine-tuned 50.2 24.7 62.9 31.3 32.8 33.9 39.3
LAMOLTASK0.05 77.3 76.9 78.1 74.7 73.4 75.8 76.0
LAMOLTASK0.2 79.4 79.9 80.1 78.7 79.8 79.0 79.5
LAMOLGEN0.2 80.0 80.7 79.6 78.7 78.4 80.5 79.7

DnRGEN0.2 81.4 82.1 81.2 81.1 80.9 81.6 81.4

DFSD0.01 80.7 79.9 77.8 77.4 72.7 73.1 76.9
DFSD0.02 81.3 80.8 79.6 78.9 79.3 78.4 79.7
DFSD0.03 81.2 81.4 80.2 80.1 79.9 80.4 80.5
DFSD0.05 81.5 82.4 80.8 80.5 81.7 81.5 81.4

MTL 81.5

Table 1: Each column represents a permutation of [SST, SRL, and WOZ]. After training in this order, the model of the last
task is averaged on the three tasks, and the subscript represents the value of γ. Avg. represents the average value of all training
sequences. MTL represents the multi-task learning performance. The experimental results of the baseline are retrieved from
(Sun, Ho, and Lee 2019) and (Sun et al. 2020).

Sub-order 234 243 324 342 423 432

01### 74.8 75.4 75.1 75.2 75.1 75.6
10### 75.7 75.5 75.2 75.1 75.2 75.1
###01 75.0 75.2 75.4 75.1 75.1 75.1
###10 76.8 76.7 76.7 76.7 76.2 75.8

Table 2: Performance of all orders of [SQuAD (0), WikiSQL
(1), SST (2), SRL (3), WOZ (4)] when SQuAD and WikiSQL
are heads or tails. We train the model with these orders by
our DFSD when γ = 0.05. Each score in the table indicates
that the model of the last task is averaged on the five tasks.

observe that previous methods forget WikiSQL as more tasks
are learned, while DFSD is still effective, especially when
learning WOZ. When learning WOZ, γ|DWOZ | = 25, there
are only 6 pseudo-samples corresponding to each previous
task. DFSD can efficiently learn and migrate knowledge from
fewer pseudo-samples. DFSD is beneficial for the model to
learn more tasks. In Figure 4, we also show the results of
other higher γ of DFSD. We can find that DFSD is highly
robust to the γ and can stably alleviate catastrophic forgetting.
Moreover, it can be observed from the SST results that DFSD
can migrate more knowledge from SQuAD and WikiSQL
than other methods. The results of SRL show that DFSD
can transfer more knowledge in SQuAD, WikiSQL and SST
compared with other methods.

5.3 Text Classification
To show the effectiveness of our DFSD in training differ-
ent datasets of one NLP task. We compare DFSD against
with LAMOL, DnR, L2KD, MbPA++ and Meta-MbPA. For
DFSD, when we train a new task, we only randomly sample
10% of the data in each epoch due to a lack of computing
resources. This means that although the model has been stud-
ied for 9 epochs, it is equivalent to learning the whole data
set only once. Meanwhile, the same γ is equivalent to 10%
of other methods in DFSD. We compared with γ = 0.2 due
to its better performance in LAMOL, L2KD and DnR. As
shown in Table 3, we discover that our DFSD can outperform

Order i ii iii iv Avg.

MbPA++1.0 70.8 70.9 70.2 70.7 70.7
Meta-MbPA1.0 77.9 76.7 77.3 77.6 77.4
LAMOL1.0

0.2 76.7 77.2 76.1 76.1 76.5
DnR1.0

0.2 77.4 77.2 77.1 76.9 77.2

DFSD 0.1
0.2 77.6 77.4 77.8 77.9 77.7

Table 3: Summary of results on text classification. The super-
script indicates the percent of the dataset used during training,
and the subscript indicates the sampling ratio γ.
previous state-of-arts methods. Moreover, we discover that
our DFSD can make the old task better with the learning of
the new task when training different datasets of one NLP
task. We show the performance curve of the above five text
classification tasks in Appendix.

5.4 Visualization of Data-Free Self Distillation
In the training process of self-distillation, we apply the EMD
to obtain the knowledge mapping relationship between the
layers of the teacher model and the layers of the student
model because we believe that the knowledge distributed in
each layer in GPT-2 also differs for different tasks. In Figure
5(1)-(4), we show the distribution of transferable knowledge
of attention (A) and hidden states (H) in DFSD0.05. We dis-
cover that the transferable knowledge weights of different
tasks are mainly distributed in the first three layers, regard-
less of the order of the tasks. Note that the knowledge weight
of the first layer is the highest in all orders. Our analysis
indicates that this result is attributed to the notion that the
knowledge extracted from the shallow layers has better gen-
eralization. It can be understood that the knowledge extracted
from the shallow layers is shared by different tasks and that
what the deeper layers learn is task-specific knowledge. The
transferable knowledge distribution of all orders is almost
consistent with Figure 5(1)-(4) and is provided in Appendix.

Regardless of whether A or H, we determine that the re-
sults of knowledge flow shown in Figure 5(b)(d)(f)(h) fall
between the teacher layers and the corresponding student



Figure 5: In the learning order of SST-WOZ-SRL, Figure
5(1)-(4) are the distribution of transferable knowledge of
attention and the hidden states for each task in DFSD0.05.
Figure 5(a)(e) and Figure 5(b)(f) represent the distance of
H of each layer between the teacher model and the student
model, and the amount of knowledge transfer among all lay-
ers in the QA task. Figure 5(c)(g) and Figure 5(d)(h) illustrate
the results of A.

layers and that there is no cross-flow between different layers.
This finding shows that the knowledge learned at each layer
of GPT-2 is at different levels. In Figure 5(a)(e), which shows
the distance distribution of H between the teacher model and
the student model, we can observe that the first two layers
and the last layer are very similar and the middle layers are
similar, which proves that the features of the knowledge ex-
tracted by the shallow layers are similar. As the output layer
needs to map the features to a vector of the length of the
vocabulary, the knowledge contained in it is similar to that in
the shallow layers. This process resembles a human learning
process, in which, first, simple and popular knowledge is
learned; second, complex knowledge is deeply learned; and
last, complex knowledge is simplified and rendered popular.
In Figure 5(c)(g), we can determine that the attentions of
different layers are far apart, which indicates that attentions
of different layers pay attention to the semantics of different
levels.

5.5 Ablation Study
To verify the respective effects of the two methods that we
proposed, we conducted an ablation study and summarized
the results in Table 4. When γ ∈ [0.001, 0.005, 0.01, 0.02,
0.03, and 0.05], some experimental results are not in (Sun,
Ho, and Lee 2019; Chuang, Su, and Chen 2020; Sun et al.
2020); we reproduce them according to the corresponding
paper.

We discover that with the decrease in γ, the catastrophic
forgetting of LAMOL becomes increasingly serious regard-
less of real or pseudo-data are utilized. DnR and L2KD
achieve some improvement over LAMOL, but there is still
a significant performance degradation when γ = 0.01. Both
SD and HDA can obviously alleviate catastrophic forgetting,
and the smaller the γ is, the more significant it is. Especially

METH / γ 0.001 0.005 0.01 0.02 0.03 0.05

LAMOLG 52.0 63.9 69.3 72.0 70.2 78.9∗

LAMOLT 56.3 63.9 63.3 68.0 75.5 76.9∗

LAMOLR 50.6 64.5 65.8 73.0 74.9 78.9∗

DnR−2
NM 61.0 68.2 71.9 78.4 78.0 78.1

L2KD 56.1 66.5 72.3 70.8 76.8 77.4

DFSD 66.8 77.9 79.9 80.8 81.4 82.4
w/o SD 54.5 71.6 71.4 74.6 79.1 79.0

w/o HDA 62.0 76.2 77.9 78.6 79.4 79.5

Table 4: The results of the ablation study when the order
is SST-WOZ-SRL. The subscripts T and G indicate with
task-specified and without task-specified token, respectively.
R indicates that real data are employed. * indicates that the
experimental results are retrieved from (Sun, Ho, and Lee
2019; Chuang, Su, and Chen 2020; Sun et al. 2020). We
implement the remaining scores following corresponding
paper.

when γ ≤ 0.01, SD can greatly alleviate catastrophic forget-
ting, while the performance of other methods has dropped
sharply. Compared with LAMOL, SD can increase by a max-
imum of 14.6 percentage points, which indicates that SD can
estimate knowledge distribution and complete the transfer of
knowledge in GPT-2 through a very small amount of data.
When only SD is utilized, it is better than other methods.
This result indicates that SD has a higher utilization rate of
knowledge than other methods. when γ ≥ 0.005, HDA is
better than LAMOL with three different settings, indicating
that HDA alleviates the catastrophic forgetting caused by the
noise in the pseudo data. When γ ≤ 0.02, HAD is not as
good as SD, but when γ > 0.02, it is better than SD. Our
analysis is because when γ is small, the positive impact of
SD’s knowledge transfer is greater than the negative impact
of noise in the pseudo data. With the increase of γ, the influ-
ence of noise becomes more prominent, the positive influence
of SD gradually reaches saturation, and the role of HDA is
gradually manifested. This shows that when there are fewer
pseudo data, lack of data and inefficient learning are the main
factors of catastrophic forgetting. However, when there are
sufficient pseudo data, the impact of data deviation on catas-
trophic forgetting will be more prominent. Therefore, SD and
HDA are complementary to alleviate catastrophic forgetting.

6 Conclusion
In this paper, we propose data-free self-distillation (DFSD),
which is a simple yet efficient method that achieves the same
performance as previous state-of-the-art methods with a re-
duction in pseudo-data by 75-90%. We apply the EMD-based
multilayer to multilayer self-distillation method to estimate
the knowledge distribution of tasks in all layers and transfer it
from the teacher model to the student model. The Experimen-
tal results show that the knowledge distribution of different
tasks is concentrated in the first three layers of GPT-2 with
12 layers. HDA can alleviate catastrophic forgetting caused
by the deviation in the pseudo-data probability distribution
from the real distribution. Both of them complement each
other and have the potential to be applied to practical scenes.
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