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Abstract This paper concerns an Information Extraction process for building
a dynamic Legislation Network from legal documents. Unlike supervised learn-
ing approaches which require additional calculations, the idea here is to apply
Information Extraction methodologies by identifying distinct expressions in
legal text and extract quality network information. The study highlights the
importance of data accuracy in network analysis and improves approximate
string matching techniques for producing reliable network data-sets with more
than 98 percent precision and recall. The values, applications, and the com-
plexity of the created dynamic Legislation Network are also discussed and
challenged.

Keywords Optical Character Recognition, Information Extraction, Named
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1 Introduction

Legislation Networks were first introduced in 2015 [23] and further dis-
cussed in [34] [33]. These networks are essential to explore the relationship
between legislation and societies’ evolution [34]. There are many obvious ben-
efits from studying Legislation Networks [34] [33] [39] [14], but building these
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networks is not always a straightforward task, as only a few legislation sys-
tems provide machine-readable documents or structured databases [13] [3].
The majority of legislation systems supply legal documents in human-readable
format. For example the New Zealand Parliamentary Council Office provides
machine-readable XML files [30] only for the current active Acts, which consti-
tute around ten percent of the entire set of Acts. All other historic documents
are scanned and supplied by a third party institute in Portable Document
Format (PDF) [20].

To extract information from legal documents, the first step is the conversion
of images into text if the text is not available. This concept is well studied as
optical character recognition (OCR) [36], and there are several techniques
and tools developed to convert typewritten or handwritten images to text.
OCR is the first step of the proposed framework, and for the case study we
selected ABBYY FineReader [27].

Information Extraction (IE) involves locating and extracting specific infor-
mation from text [2]. Information Extraction assumes that in each individual
text file there are one or more entities that are similar to those in other text
documents but differing in the details [15].

IE approaches in the legal domain are considerably different from other knowl-
edge areas because of the two main characteristics of legal texts. Legal docu-
ments exhibit a wide range of internal structure, and they often have a signif-
icant amount of manual editorial value added. One of the earliest information
retrieval approaches for legal materials based on searching inside the docu-
ment was proposed in 1978 [16]. Later works mainly used natural supervised
learning techniques to retrieve the required data from legal texts, but with a
substantial error [35] [22]. In the proposed framework of this study several IE
tasks are used, and more are described later in this section.

Named entity recognition (NER) is one of the main sub-tasks of IE. The
goal of this task is to find each occurrence of a named entity in the text [21].
Entities usually include people, locations, quantities, and organizations but
also more specific entities such as the names of genes and proteins [10], the
names of college courses [26], and drugs [24]. In the New Zealand legislation
corpus, entities could be the name of legislative documents such as Acts, Reg-
ulations, Bills, Orders, or Case-Laws [34]. In the case study which is discussed
section 3, the main required entities inside the text documents are is the names
of the New Zealand Acts.

The main traditional NER algorithm that identifies and classifies the named
entities is statistical sequence modeling [21]. But there are other modern ap-
proaches based on combinations of lists, rules, and supervised machine learning
[9]. To extract the require information for Legislation Network, there are clear
rules to identify the named entities, and the classification of the entities is not
needed. Therefore the second NER approach is more appropriate and discussed
further for the proposed framework.
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The next IE task which is used in our study is to detect the relationships that
exist among the recognized entities. This task is called relation extraction
(RE) [21]. The earliest algorithm for relation extraction is the use of lexico-
syntactic patterns [18]. This algorithm is still valid and widely used, but there
are other algorithms introduced later such as supervised learning [21] and
bootstrapping [7][6]. Considering that legislation texts are well structured, it
is assumed that there is a large collection of previously annotated material
that can define the rules for classifiers.

Approximate string matching techniques find items in a database when
there may be a spelling mistake or other error in the keyword [17]. This is
becoming a more relevant issue for fast-growing knowledge areas such as in-
formation retrieval [28]. Various techniques are studied to address the identity
uncertainty of the objects, and briefly are reviewed in this study. These tech-
niques could be distance based, token based, or a hybrid model of the distance
and token based models.
Damerau-Levenshtein metrics are the main approximate string matching tech-
niques to address the distance functions between the two strings [12] [25]. The
most famous function in this category is edit-distance, and it is defined as the
minimum number of changes required to convert one string into the other [25].
Several alternative distance functions to the edit-distance have been proposed
such as q-gram and maximal matches [37].
The next set of techniques are token based or probabilistic object identifica-
tion methods adapted for string matching tasks [11][31] [17]. Jaccard similar-
ity and cosine similarity are common token based measures widely used in
the information retrieval community[11]. Hybrid techniques combine distance-
based and token-based string matching measures such as Jaro-Winkler [38].
All of the string matching algorithms have been developed by filtering and
bit-parallelism approaches.
The fastest algorithms use a combination of filters to discard most of the text
by focusing on the potential matches. Hybrid models significantly improve pre-
cision and recall reducing the error in a range between 0.1 to 0.2 [28].

Network inferences require high accuracy of data [5]. For this study various
string matching techniques are examined for the Legislation Network and com-
paring the results, a hybrid model of Jaccard similarity and edit-distance is
used as described in the next section.

The main contribution of this study is the proposed Information Extrac-
tion framework which engages several processes and enables the researcher to
have access to the network information from historic documents. This frame-
work makes it possible to study the Legislation Network as a dynamic graph.
In this paper the case study covers all Acts in New Zealand legislation cor-
pus including historic, expired, repealed and consolidated Acts as at end of
September 2018. This comes to a set of 23870 PDF files of which about 87%
are in scanned image format.
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N E ,V Z E A LAN D. 

ANNO VICESIMO QUARTO 

V'ICTORIM REG l·N £, 
No, 9. 

ANALYSIS: 
Title. 
Preamble. 

L Short Title. 
2. Wife deserted by her' lmsband may apply 

to a Resident- Magistrate or Jnstices in 
Session for I 

3. Provisions I respooting property 'of wife to 
e'l-tend to property vested in her as 
Executrix', &c. 

4. Order for protection of earnings, &c, of 
wife to be deemed v.lid. 

5. Order to state the time at wbich the de-
sertion commenced. 

6. Rights and liabilitiJls of wife deserted dml 
having obtained orqer of protection. 

7. To be considered a Feme Sole for 
of conlract and suing. 

8. Indemmty for making payments under or-
der afterwards reversed. ' 

An] Accf to protect the Property of 
Married W Olllen. September., 1860.J 

WHEREAS it is expedient to amend the Law relating to 
Property acquired by Married Women' deserted oy their husbands. 
Be it therefore by the General Assembly of New I' ealand, 
III Parliament assembled, and by authority of the same, as follows: 

The Short Title' of this' Act shall be, the "Married 
'Vomen's 'Property'Protection Act, 1860." 

fide. 

Short TItle, 

II. A Wife' deserted by' her husband may at any tfme after Wife descrted by her 
such . desertion- anply to a Resident ,Magistrate 'or to Justices of hllsban(i. mRy 

. . t. " to a Resl lellt l\lagls-the Peace m Petty for b.n Order'tO' protect any MOlley trate or Justices in 
or Property she may acquire by her own' lawful industry, and -ties,ion forpmtection. 

properly which she may become possessed of, after such I deser· 
tion, agaipst her husband or his creditors or' any peril on claiming.' 
under him; and· such Resident Magistrate or Justices if satisfied' 
of, the' faot 'of suoh «esertion, and that the same was' without rea-
sonable causE', and that the wife is maintaining herself by her 

Fig. 1: Married Women Property Protection Act 1860

Figure 1 shows a sample image of an average quality scanned PDF document.
The proposed framework suggests a high-performance procedure to derive net-
work information from such poor quality documents. In the following sections,
examples and the experimental results are used to illustrate the framework,
its performance, and its potential applications.

In this section a summary of the required Information Extraction processes
and methodologies is discussed. In the next section the proposed framework
is presented and various examples are explained. Then the case study anal-
ysis and the application of the proposed framework are examined. Next, a
number of experiments are designed and studied to evaluate the accuracy of
the extracted information and to study the robustness of Legislation Network.
The study finishes with a quick review on the novelty and the importance of
discovering the time-varying behaviour of the Legislation Network.

2 The proposed Information Extraction framework

In this section, the Information Extraction framework to build the Legislation
Network is discussed. Figure 2 depicts the overview of the proposed framework.
The process starts with the conversion of non machine readable files to text by
using OCR available tools. This step is relatively straightforward, but could
be time-consuming considering the number of documents in the study. As
mentioned earlier, in the case study the tool named ABBYY FineReader [27]
is used. The average accuracy of this step is just above 80 percent and implies
the need for a typos analysis step that is discussed in section 2.3.
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2.1 Text Canonicalization

The next step in the proposed framework is text canonicalization [40]. There
are several required tasks to convert all of the text files into a unique format,
so the rules can be defined more easily while running the Information Extrac-
tion tasks. The text canonicalization step could be implemented via different
approaches depending to the text style and language. In this paper, some of
the common tasks are suggested, and two potentially required tasks are de-
scribed.
In the case study the designed system transfers all letters to Lowercase. This
transition applies a level of consistency across the text documents and the
Information Extraction rules. In the experiments, the system also replaces
Special Characters with generic tags in the text. The only character which is
not replaced is the parenthesis, as it is often used in the title of legislation.
The other suggested generic text canonicalization task is to replace multiple
spaces with one space.

Fig. 2: Legal Text IE Framework

Apart from the general text canon-
icalization steps, there are other po-
tential corrections that shape the text
to make it a better input for the Infor-
mation Extraction process. The first
is to remove text margins that OCR
mistakenly merges to the main body
of text. Figure 1 includes examples of
these margins that might impact the
Information Extraction rules and re-
sult in error. As an example in the
case study, the phrase short title is
often used in the margin, and OCR
merges it to the nearest part of the
text. This might impact the named
entity recognition task, so the sys-
tem removes this phrase and many
of its possible misspelled forms from
the text. The next recommended text

canonicalization step is to resolve the misspelling issues for the keywords used
in the Information Extraction process. As an example in this study, Acts are
the main entities, and the rule to recognize them uses the keyword Act. So
the system corrects some of the possible misspelling forms of the word -act-
. To provide a better explanation of this step, Table 1 provides an example

Table 1: OCR and Text canonicalization result comparison

OCR I∼ The Short Title’ of this’ Act shall be, the ((Married Short TItle,’Vomen’s ’Property’Protectio£Aot, 1860.”
Text canonicalization I the short title of this act shall be the ((married vomens propertyprotectio act 1860



6 Neda Sakhaee, Mark C Wilson

referring to third paragraph of the Figure 1 image. As can be seen the text
canonicalization converts the text to a simpler unique structure prepares it
for the next steps of named entity recognition and relation extraction. Typo
resolution is not expected at this step, being covered under the last step via
Approximate String Matching.

2.2 Named Entity Recognition and Relation Extraction

As explained, the text canonicalization step normalizes the text files to a
unique format and prepares them for in-depth information extraction steps. To
extract the network node information, a combined Named Entity Recognition
approach is suggested which engages rules and supervised learning. To identify
the rules, a sample set of the documents should be reviewed. The sample size
is not necessarily large, but a stratified sampling approach is suggested to
eliminate the impact of time-period style and author’s writing style.

Table 2 shows examples of the entities in the case study based on the Acts
recognition rules. Acts are the main part of the New Zealand legislation system
and as explained before the case study only considers the Acts. In the case

Table 2: Entities, types and examples

Type Tag Sample Canonicalized text
Year YR 1860 the short title of this act shall be the ((married vomens propertyprotectio act 1860
Act ACT married vomens propertyprotectio act 1860 the short title of this act shall be the ((married vomens propertyprotectio act 1860

study stratified sampling method is used and the strata are five different time
periods in a range of more than 200 years. A total number of 55 text files are
reviewed, and several clear rules engaging a set of keywords and lists are built
to identify the named entities. Table 3 provides examples of the rules in each
stratum and y represents the year in which the Act is commenced.

Table 3: Examples of the Named Entity Recognition rules

Stratum Keyword example Rule example Sample document
y < 1850 ordinance an [keyword ] to any phrase of [act name] [date] Police Magistrates Act 1841
1850 < y < 1900 short title, shall be the [keyword ] of this act [keyword ] the [act name] [year ] Customs Tariff Act 1873
1900 < y < 1950 amend, consolidate an act to [keyword ] any phrase of the [act name] [date] Mining Act 1926
1950 < y < 2000 meaning, section same [keyword ] as in [keyword ] [any number] of the [act name] [year ] Copyright Act 1962
2000 < y act this [keyword ] is the [act name] [year ] Social Security Act 2018

Alongside recognizing the entities, to extract the network edge information, a
rule based Relation Extraction approach is suggested considering that legisla-
tion texts are contextually structured. To identify the rules, this study suggests
to use the same sample set which is used for the Named Entity Recognition.
From the case study it is observed that the style of writing legislation has
changed considerably over time, so the sampling approach is very important
to minimize the impact of various text styles. By reviewing the sample files,
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there is a large collection of previously annotated material that can define the
rules for relation classifiers.

For the case study, as explained total number of 55 text files are reviewed,
and several classifier rules engaging a set of keywords are built to identify the
relations between the named entities. Table 4 summarizes the entity relation
list for the case study and provides examples. This suggested process can be

Table 4: Relations example

Relation Type Canonicalized text Sample document
Title TIT the short title of this act shall be the ((married vomen propertyprotectio act 1860 Married Women Property Protection Act 1860
Citation CIT within the meaning of section 5 of the companies act 1993 Trade Marks Act 2002
Amendment AMD section 25.1b amended, by section 5.2 of the trade marks amendment act 2005 Trade Marks Act 2002
Partial Repeal PRP section 5(1) repealed, by section 4(8) of the trade marks amendment act 2011 Trade Marks Act 2002
Repeal FRP acts repealed. 1860, No. 9.the married vyomens pfoperty protection act, 1860. Married Women Property Protection Act 1880

generalized for any other case study in Legislation Network building process
considering that legislation texts are coherently structured. So there is always
a large collection of previously annotated material that can define the rules
for entity recognition and relation classifiers.

2.3 Approximate String Matching

Named entity recognition identifies the Acts and relation extraction recognizes
the relationship between them. So these two steps result in an initial version
of the node list and the edge list of the intended Legislation Network. However
testing this network shows that the extracted data is shoddy with an average
error rate of 12 1 percent, so another step is required to resolve typo issues and
imperfect entities. This poor-quality data implies the need for the approximate
string matching step. To run this step two main components are required, the
technique and the correct pattern. Table 5 provides an example which shows
the first match as the output of the proposed approximate string matching
technique.

Table 5: Approximate string matching example

Technique Extracted entity First match
Hybrid Model married vomens propertyprotectio act 1860 married women property protection act 1860

As mentioned earlier after the implementation of different approximate string
matching techniques, a hybrid model of Jaccard and Edit-Distance is designed
and proposed. Algorithm 1 shows the proposed hybrid model, and Figure 3
compares the results of the hybrid model with Edit-Distance and Jaccard

1 To estimate this error rate, a cluster sampling method is used to randomly choose ten
sets of 30 entities. By manual check of the samples, the rate of incorrectly matched entities
is observed.
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Fig. 3: Precision and Recall comparison of the approximate string matching techniques

techniques in terms of precision and recall of the approximate string matching
step. To run this comparison, a stratified sampling technique is used with
different time periods being the groups2.

Algorithm 1 Approximate String Matching of Legislation

1: procedure Legislation Name Matching
2: string1← Extracted legislation name
3: masterlist← Open Legislation Title Master List
4: j ← 1
5: tline← The first line of masterlist.
6: GetOut← 0
7: while < GetOut 6= 0 > and < tline 6= 0 > do
8:
9: string2← tline.

10: m(j)← Jaccard(string1, string2)
11: n(j)← EditDistance(string1, string2)
12: if < m(j) = 0.5 > or < n(j) = 0 > then
13: GetOut
14: j ← j + 1.
15: tline← The next line of masterlist
16: close;

17: [x1, I1]← max(m)
18: [y1, I2]← min(n)
19: if y1 is smaller than or equal to 5 then
20: match← I2
21: else if x1 is bigger than 0 then
22: match← I1

The graph shows the error rates in each time sample of documents based on the
chosen approximate string matching model. For example for the documents
commenced prior to 1850, the first marker point at each graph line shows
the false negative error and the precision of the chosen approximate string

2 Time periods: before 1800, 1800-1850, 1850-1900, 1900-1950, 1950-2000, 2000-2018
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matching method. As can be seen samples from this oldest groups of acts show
a higher error rate regardless of the approximate string matching method, and
Edit-Distance performs slightly better for the old documents comparing to the
Jaccard index. In summary the proposed hybrid model performs significantly
better than the other two methods for all documents regardless of their age
with less than two percent of false-negative error and average precision of more
than 98 percent.

In the case study the pattern which is used for the approximate string match-
ing step is the list of all NZ Acts provided by NZLII [20]. In case of not
having access to such a master list, the typo resolution could be more time
consuming. Approximate string matching considerably improves the quality
of the extracted information, result in reliable edge list and node list. Later
in this study the evaluation of the final extracted data set and the robustness
of the network is discussed. The robustness study proves the value of a high
performing approximate string matching technique which improves the data
quality significantly.

3 Application

The proposed Information Extraction framework resolves the historic data lim-
itation in previous studies [34][33] and results in a large and reliable dynamic
network data set which is called LegiNet and is available at [32]. This dynamic
[8] and complex network has a very intersecting range of characteristics and
behaviours. To maintain the subject consistency of this paper, more in-depth
analysis of network behaviours are delayed to the future studies. In this sec-
tion, generic network science characteristics of the case studied network are
discussed, and an overall view of the structural and node importance evolution
is presented.

Table 6 compares the produced network based on the Information Extraction
process with the earlier versions of the network that was built with parsing of
limited available XML resources. As illustrated the network size and structure
is significantly changed comparing to its earlier versions. Figure 4 and Table 7

Table 6: NZ Legislation Network, this study versus previous studies

Network Nodes Edges Average degree Average CC3 Average path-length Network type
This study 16385 137751 8.407 0.216 4.873 dynamic
Previous studies 3856 33884 8.878 0.39 3.569 one snapshot

capture the overall evolution of the Legislation Network in New Zealand from
1267 to the second quarter of 2018. To visualize the data, a network force-
directed approach is used. In the layouts in Figure 4 each node is placed

3 The average clustering coefficient (CC) is calculated based on the assumption that the
network is directed using the approach that discussed in [34]
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(a) 1267-1839 (b) 1840s (c) 1850s

(d) 1860s (e) 1870s (f) 1880-1909

(g) 1910s (h) 1920s (i) 1930-1959

(j) 1960-1979 (k) 1980-2009 (l) 2010s

Fig. 4: Overview of the network structure evolution

depending on their connection to the other nodes. As can be seen references
between the Acts first appear in the 1840s, but the data-set visually looks like
a graph since the 1850s and it gets denser from the 1870s. As can be seen in
Table 7 the graphs show some small-world properties from 1860s with σ > 1
and small-world property of the graphs is significant from 1970s comparing
to 50 random graphs. As illustrated overlay the network gets denser and the
average degree is growing. More significant clusters are observed during the

4 The small-world sigma σ is calculated by comparing clustering coefficient and average
path length of each network to 50 equivalent random network with same average degree as
suggested by [19]
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Table 7: Overview of the network measures evolution

Time 1267-1839 1840s 1850s 1860s 1870s 1880-1909 1910s 1920s 1930-1959 1960-1979 1980-2009 2010s
Number of nodes 28 148 315 939 1945 4712 5473 6292 8622 11940 15524 16199
Number of edges 0 12 64 1252 4756 14851 18767 24538 44859 70683 121019 130969
Average degree 0 0.081 0.203 1.333 2.445 3.152 3.429 3.900 5.203 5.920 7.796 8.085
Average path length 0 1 1.046 2.605 3.592 8.061 7.514 8.301 6.164 5.554 5.051 4.927
Directed CC 0 0 0.001 0.007 0.12 0.13 0.133 0.143 0.161 0.193 0.213 0.212
Small-world4 σ NA 0 0.447 1.165 15.587 75.173 82.519 80.122 24.239 16.131 195.837 208.084

most recent decades which can be seen in Figure 4. These clusters could be
the outcome of housekeeping activities such as edge and node removal, or it
could be the result of mature referencing approach in legal drafting process.
Both of the above hypotheses should be examined in future studies.

Based on the network structure information provided in Table 7 and Figure 4,
six different time periods are chosen for the centrality evolution analysis. Fig-
ure 5 captures the time evolution of the top 10 nodes and the most frequent
words 5 in the top 20 nodes based on Katz prestige centrality measure.

As mentioned earlier, prior to the 1860s the graphs don’t show significant
small-world properties. The visual presentation in Figure 4a to Figure 4c also
reflects that the network can be considered as a random graph during this pe-
riod. So the Katz centrality degree distribution is nearly a uniform distribution
in these time periods and is excluded from Figure 5.

Figure 5a shows the most important nodes with the impression that Land
was the most important law subject back at that time. In the next selected
time period the network shows small-world properties, and as can be seen
in Figure 5b the centrality measure shows a higher kurtosis with the word
Council being the most frequent topic in legal domain.

Similarly the other graphs reflect the change in the network structure and
highlights the relationship between the laws and the socio-economic require-
ments of the country. In the current decade, with the new sets of legislation
being introduced and referenced to the older documents, the centrality mea-
sure is increased comparing to the previous decade, and the hot legal topics
show a change which could be a good reflection of the society’s needs.

4 Evaluation and Robustness

In this section the performance of the proposed framework is discussed. As
explained in the previous section, the main goal of the study is to extract
the information to build Legislation Network. The framework includes Named
Entity Recognition, Relation Extraction, and Approximate String Matching
jointly to extract the network’s node and edge information. In this section
the proposed framework is evaluated and the related errors are calculated.
The familiar metrics of recall and precision measures are used to evaluate the

5 To find the frequent words, Textalyzer Python module is used. The frequent prepositions,
conjunctions and articles are excluded from the analysis.
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system. High precision means that the framework returns substantially more
relevant results than irrelevant ones, while high recall means that the process
returns most of the relevant results. At the end of this section the impact of
the identified errors on the network structure is explained, and the robustness
is assessed.

4.1 Error Estimation, Precision, and Recall

In the proposed Information Extraction process, Named Entity Recognition
is combined with Approximate String Matching to recognize, validate and
optimize the entities (the nodes and the edges). Figure 6 illustrates the occur-
rence of the false-positive and false-negative errors in this process and helps
in studying the robustness of the network.

Fig. 6: Error Diagram

If the Entity Recognition process finds the entities, then there is a possibility
that the Approximate String Matching process fails to find the correct match.
A type I error α1 occurs when the approximate string matching process fails
to find the correct match. From one side this issue contributes to the false-
positive error because it adds invalid entities to the output. These invalid
entities impact the accuracy of the node list and the edge list of Legislation
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Network. To estimate the ᾱ1 in the case study, a cluster sampling method
is used to randomly choose ten sets of 30 entities. By manual check of the
samples, the rate of incorrectly matched entities is observed. A Kolmogorov-
Smirnov test suggests that the estimated error ᾱ1 has a normal distribution
with the parameters in Table 8.

β1 also occurs when approximate string matching system picks a wrong match
for the entities. This issue can contribute to the false-negative error because
those entities that are wrongly matched to other entities are missing from the
data set. The estimation methodology and the estimated value of β̄1 are equal
to that of ᾱ1 as indicated in Table 8.

β2 is measuring the Information Extraction rules’ performance. If it fails to
recognize entities, then those entities are missed, and it results in another type
of false-negative error. The estimation process for β̄2 is different from the pre-
vious two errors, and it is harder to address. For the case study a sample set
of 30 text files are randomly chosen using cluster sampling method. Then all
of the extracted entities for each document is compared to the actual entities
in a human involving process. The list of missing entities is categorized into
two parts: caused by a typo, or caused by insufficient rules to recognize the
entity. The rate of missing entities caused by weak or missing rules is calcu-
lated for each document and denoted by β̄2. The Kolmogorov-Smirnov results
through all of the 30 documents show that β̄2 has a normal distribution with
the parameters in Table 8.

Table 8: Errors, sensitivity and specificity

Measure ᾱ1 β̄1 β̄2 β̄3 ᾱ β̄

µ 0.0160 0.0160 0.0012 0.0007 0.0160 0.0179

σ 0.0012 0.0012 0.0001 0.0001 0.0012 0.0012

β3 addresses the error when typos cause problem for recognizing the entities.
The estimation process is very similar to that of β̄2. A sample of 30 text files
are collected. Then the rate of missing entities caused by OCR typos is calcu-
lated for each document and addressed as β̄3. The Kolmogorov-Smirnov results
through the selected documents show that β̄3 has a normal distribution with
the parameters in Table 8. In the sample it is observed that the typos that
cause the entity recognition failure are only numeric typos. For example OCR
might produce an error and convert 1987 to l987 by misspelling number 1 to
letter l. Then the Information Extraction rules are impacted to recognize l987
as a year, so the entity is missed.
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As Figure 6 shows α1 is the only false positive error which contributes to the
overall false positive error of the system. Table 8 captures ᾱ, assuming
that ᾱ estimates the overall type one error. To estimate the overall false
negative error of the system, β1, β2, and β3 are considered as mutually ex-
clusive events. From Figure 6 it is also clear that the intersections of each
two of these errors are empty, so they are independent. Table 8 shows β̄, the
estimated value for the overall false negative, or the type II error.

To calculate the Precision and Recall, Equation 1 and Equation 2 are used.

Precision =
TruePositive

TruePositive+ FalsePositive
=

1− ᾱ− β̄
1− β̄

(1)

Recall =
TruePositive

TruePositive+ FalseNegative
=

1− ᾱ− β̄
1− ᾱ

(2)

Referring to the above equations and Table 8, the Precision of 98.37% and
Recall of 98.18% are calculated. These outcomes suggest the high performance
of the Proposed Information Extraction framework that results in a high data
reliability of the output Legislation Network.

As explained in section 2.3, the proposed hybrid Approximate String Matching
technique substantially reduces the errors. It is important to mention that at
the earlier stages of the study by using the classic string matching techniques,
the error rates were considerably higher, and the accuracy of the network was
questionable. A time consuming examination process engaging manual checks
was applied to propose the hybrid model which resulted in impressive perfor-
mance and high precision and recall. The improvement obviously involved a
lot of efforts and time, but resulted in accuracy and confidence in Legislation
Network studies.

4.2 Robustness

With a coherent understanding of the errors, it is very important to study
the robustness of the network to the error. The robustness study proves the
importance of the data accuracy which supports the value of the proposed
hybrid model for the approximate string matching. In this section to study
the network robustness, diameter and three major centrality measures are
used.

To understand the diameter robustness of the network, attack and failure
analysis is required. As discussed earlier Legislation Network in general show
scale-free characteristics. So it is expected to observe a reasonable error tol-
erance of the network as the result of random failures, but vulnerability as
the result of attacks[1]. To study the network robustness to node failures the
method is to randomly remove a fraction of nodes f and recalculate the diam-
eter of the network d. To study the network robustness to attack by removing
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a fraction f of the largest nodes 6 and observe the change to the the diam-
eter d. The results of both failure and attack to the nodes are captured in
Figure 7. The observed tolerance to failures and the vulnerability to attacks
shows that the connectivity is provided by a few highly connected nodes, and
majority of nodes have only few edges. As can be seen the vulnerability to the

Fig. 7: Changes of the network diameter d as the function of fraction f

attacks starts immediately after removing a small fraction f = 0.3% of the
highly connected nodes. This scenario of attack is highly unlikely in Legisla-
tion Network considering the high Precision and Recall of the proposed data
extraction process.

As discussed in the previous studies [34] [33], the most relevant centrality
measure for Legislation Network is the Katz second prestige measure. In recent
studies, the reliability of different centrality measurements against network
manipulation has been addressed [4] [29], but Katz prestige centrality is not
much discussed. In this paper the Katz centrality, betweenness centrality, and
degree centrality robustness of Legislation Network against edge deletion error
is studied. To address the robustness, four major measures of accuracy that
proposed in [4] and [29] are used. These measures are Top 1, Top 3, Top
10 percent, and the Pearson correlation to compare the centrality measures
between the true network and the manipulated network.

The error level is considered as a specific percentage value from the set of 1%,
5%, 10%, 20%, that is relative to the number of manipulated edges from the
original true network. Figure 8 shows the results of the different Centrality
measure as the function of the fraction of manipulated edges f . For each
fraction level, the test is repeated for 100 times, and the graphs show the
average of the all sampled sets. Table 9 shows the Pearson correlation between
the nodes centrality in manipulated network and the original network when
10% of the edges are randomly deleted.

6 Based on their connectivity (total degree)
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(a) Katz Prestige Centrality (b) Betweenness Centrality (c) In-degree Centrality

Fig. 8: Robustness of the top nodes as the function of fraction of manipulated edges f

Table 9: Node centrality Pearson correlation between the manipulated network and the
original network

Measure Katz prestige centrality Betweenness centrality Degree centrality
Significance (p-value) 2.2e−16 0.001 0.003
Correlation 0.939 0.948 0.67

The pattern and level of robustness of the three selected centrality measures
considered in this paper are are not as similar as suggested in [4]. In-degree
centrality shows more fragility comparing to betweenness and Katz measures.
This difference could be related to the network topology as suggested by [29].
The results also confirm the findings of [29] [4] that accuracy declines mono-
tonically with increasing error.

As can be seen in the graph, the Katz centrality is fairly robust to the edge
deletion when less than 20 percent of the network structure is touched. The
graphs indicate a moderate fragility when the network structure is hugely
manipulated. For example the removal of 20 percent of the edges somehow
impacts the in-degree centrality. However in more than 90 percent of these
extreme samples, the top 1 node in the manipulated network is a member of
top ten percent of nodes in the original graph. The results imply that centrality
measures on Legislation Network are quite robust under small amounts of
error (such as 5 percent or under) and to some extent fragile under bigger
data errors. So the reliability of the network information is very important for
in-depth network studies. As explained earlier the the precision and the recall
of the proposed Information Extraction process is above 98 percent, so it is
reasonable to compute the centrality measures when studying the Legislation
Network.

5 Conclusion

This study focused on the time as a very important attribute in understanding
and analyzing legislation. Legislation Network has been discussed in recent
years, but the importance of having access to the historic legislation was never
discussed much. This paper underlined the value of studying legislation as
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dynamic networks, and proposed a new Information Extraction process to
achieve a highly accurate Legislation Network. The performance of the data
extraction framework is examined, is compared to the previous studies and
proved to be considerably high. This work contributed to the literature of
network Information Extraction from old documents, and insisted on the value
and applications of the dynamic Legislation Network. The proposed process
can be used not only in the legal domain but also in various research areas
involving documented knowledge, facts, and cases.

Analyzing a dynamic Legislation Network is a novel approach to understand
the underlying process behind the generation of the laws, and to study the
behaviour, culture and growth of societies. This subject is very interesting, but
mathematically complicated. So it will be discussed in a separate study.
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