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Abstract. Obstacle detection is an essential capability for the safe guidance of autonomous vehicles, especially
in urban environments. This paper presents an efficient method to integrate spatial and temporal constraints for
detecting and tracking obstacles in urban environments. In order to enhance the reliability of the obstacle detection
task, we do not consider the urban roads as rigid planes, but as quasi-planes, whose normal vectors have orientation
constraints. Under this flexible road model, we propose a fast, robust stereovision based obstacle detection method.
A watershed transformation is employed for obstacle segmentation in dense traffic conditions, even with partial
occlusions, in urban environments. Finally a UKF (Unscented Kalman filter) is applied to estimate the obstacles
parameters under a nonlinear observation model. To avoid the difficulty of the computation in metric space, the
whole detection process is performed in the disparity image. Various experimental results are presented, showing
the advantages of this method.
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1. Introduction

Obstacle detection and tracking for autonomous vehi-
cle navigation has been extensively studied. Most of the
obstacle detection systems are based on stereo vision
(Bertozzi et al., 1997, 1998, 2000; Bertozzi and Broggi,
1998) and use an inverse perspective model applied to
a planar model (static or dynamic) of the road. Optical
flow based approaches (Enkelmann, 1997) and correla-
tion based stereo systems (Saneyoshi, 1994) have also
been used. A system developed at Daimler-benz Re-

search also uses stereo vision (Franke et al., 1999). At
Carnegie-Mellon University considerable work on ob-
stacle detection was also done within the framework of
Navlab (Williamson, 1998; Thorpe et al., 1998).

Several difficulties arise from the planar assump-
tion. First high-speed operation requires a strict real
time performance and also a large range of distances.
These requirements imply that the use of a strictly pla-
nar model of the road is inadequate. Second many roads
in urban environments are not completely planar in a
small range of distances, often with hills and valleys
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(Labayrade et al., 2002), and even with a slight cur-
vature across the road. Moreover typical urban roads
lack texture and reliable landmarks. The existence of
texture and/or patterns is essential for the dynamic es-
timation of the plane parameters. Small errors in the
plane parameters severely affect obstacle detection.

To improve the reliability of obstacle detection, we
first introduce a quasi-plane model assumption and pro-
pose a fast and robust approach, for obstacle detection
without depending on the planar road assumption. This
method is able to cope with the common road gradients
in urban environments and does not require any rigid
restriction on the placement of the stereo head. In order
to estimate the parameters of the ground plane offline,
a RANSAC plane-fitting algorithm is employed.

In order to detect obstacles in clustered traffic con-
ditions, even with partial occlusion, a watershed trans-
formation is applied to segment isolated obstacles. The
last step is to estimate the obstacle parameters based
on the detected obstacle regions in image plane and
the object dynamics. The UKF (Julier and Uhlmann,
1997) is used to approximate the nonlinear system up
to the third order for Gaussian distributions, while usu-
ally EKF is a first order approximation. In UKF, a small
number of carefully chosen sample points are propa-
gated in each estimation step, which provides a com-
pact parameterization of the underlying distribution in
contrast to the random sampling methods. To avoid
the difficulties of dealing with the metric space, the
whole process is performed in the disparity image. An
overview flowchart of the system is shown in Fig. 1.

Figure 1. The architecture of the algorithm.

The rest of this paper is organized as follows: Section 2
presents the quasi-planar assumption and details the
spatial detection approach to identify and segment iso-
lated obstacles. Section 3 introduces a UKF to track
obstacles. Section 4 gives experimental results and de-
scribes the performance; finally Section 5 contains the
conclusions and the description of future work.

2. Spatial Obstacle Detection

2.1. The Coordinate Systems Used

In the remaining of this paper we will use the two co-
ordinate systems shown in Fig. 2: Rw (world) and Rc

(left camera). The angle between the optic axis and the
road plane is α; the angle between the Xc axis (which
coincides with the baseline) and the Xw axis is β. In the
left camera coordinate system, the image coordinates
(using a pinhole camera model) can be expressed as in
Eq. (1). In a stereo system, we can make the approxi-
mation that the pixels are square and therefore the scale
factors tu and tv are equal: t = tu = tv . Then if f is
the focal length in pixels: f = f ′/t , where f ′ is focal
length in metric units.

u = f
X

Z (1)
v = f

Y

Z

2.2. Stereo Analysis

For an efficient stereo analysis, it is preferable that the
epipolar lines are parallel to the scan lines of the cam-
era. This configuration is obtained with both cameras
having the same focal length and with parallel image

Figure 2. The coordinate systems used.
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Figure 3. Relationship between disparity and depth.

planes. In these conditions, stereo matching can be per-
formed along the scan lines.

The offset of the image location of an object in the
left image and in the right image is called disparity.
The disparity is directly related to the distance of the
object from the cameras (measured along the normal to
the image planes). With the stereo baseline B and the
focus in pixels f , the relationship can be represented
as follows, where Z , d represent depth and disparity
respectively (Fig. 3):

Z = B f

d
, where d = dl − dr (2)

To acquire dense depth information, we employ an
area correlation stereo matching method proposed by
Konolige (1997), which correlates not raw intensity
image, but the L1 norm (absolute difference) of LOG
transformation. A left/right check is introduced as a
filtering to eliminate bad matches.

2.3. Quasi-Planar Scene Assumption

Many roads in urban environments are not completely
planar, often with longitudinal (along the road) cur-
vatures, even with slight latitudinal (across the road)
curvatures. Instead of a rigid plane, we model the road
as a smooth surface, so called a quasi-plane, which is
a plane in general and whose normal vector is con-
strained within a range around the normal of the base
plane. Under this assumption, we define obstacles as
objects above the road surface, whose normal vector
is almost perpendicular to that of local road surface.
According to the quasi-planar scene assumption, the
unit normal vector of the road surface (aw, bw, cw) can
be represented in spherical coordinates as follows (see

Figure 4. The field of the unit normal in world coordinates.

Fig. 4):

{N (R, θ, φ) | R = 1, 0 < θ < θ0} (3)

where θ is the latitude angle relative to the negative Yw

axis. The unit normal vector of the obstacle surface can
be represented as follows:

{
N (R, θ, φ) | R = 1,

π

2
− θ1 < θ <

π

2
+ θ1

}
(4)

θ0 and θ1 are the predetermined thresholds for the road
surface and for the obstacle surface, which depend on
the road conditions.

2.4. Obstacle Detection

The various expressions of the normal in the different
coordinate systems are the following:

(a, b, c) normal in left camera coordinates;
(ac, bc, cc) unit normal in left camera

coordinates;
(aw, bw, cw) unit normal in world coordinates;

In the left camera coordinate system, the equation
of a plane can be expressed as in Eq. (5), since in our
application we do not have to deal with planes passing
through the origin, (the left optical center).

aX + bY + cZ = 1 (5)

On the basis of Eqs. (1), (3) and (5), we obtain the
equation of a plane in disparity space (d, u, v) as fol-
lows:

d = B(au + bv) + B f c (6)
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From Eq. (6), a plane in 3D space is also a plane in
disparity space. Note that the partial derivatives of d
with respect to u and v are functions of the first two
components (a, b) of the plane normal:

(
∂d

∂u
,
∂d

∂v

)
= B(a, b) (7)

Using the assumption of a quasi-planar scene it will
be shown that the knowledge of both a and b is suffi-
cient to discriminate the road surface from the obsta-
cles. This also avoids the estimation of the third com-
ponent of the normal vector.

Due to the rotation between the left camera and world
coordinate system, the relation between the unit normal
in left camera coordinates (ac, bc, cc, ) and in world
coordinates can be represented as follows:

[ac, bc, cc]T = R(β)R(α) [aw, bw, cw]T (8)

where

R(β) =




cos β − sin β 0

sin β cos β 0

0 0 1




R(α) =




1 0 0

0 cos α − sin α

0 sin α cos α




The first two components of the normal vector,
namely (ac, bc) are shown in Fig. 5(b), which can be
also regarded as the projection of the normal vector
(ac, bc, cc) into the image plane, i.e. the Xc − Yc plane.

Figure 5. Classification in the image plane. (a) The unit normal vector in left camera coordinates, and (b) The first two components of the
normal vector.

With the knowledge of the angle � TON denoted by θ ′
0

and the length of OT (see Fig. 5(b)), we can find out
whether a point belongs to an obstacle or to the road
surface. In approximate terms, if the angle between a
vector and OT is larger than θ ′

0, or the length of a vector
is less than length of OT, the point associated with the
vector can be considered as belonging to an obstacle;
otherwise it can be considered as belonging to the road
surface. The OT and θ ′

0 can be represented respectively
as follows (see the Appendix):

tan θ ′
0 = ((cos α/ tan θ0)2 − (sin α)2

)−1/2
(9)

OT = cos α cos θ0 − sin α sin θ0 (10)

From Fig. 5, the obstacle detection task can be re-
garded as a procedure to classify obstacle points and
road surface points. The region MTN corresponds to
points on the road surface and the region RSQP corre-
sponds to the obstacle surface.

If (Eq. (4)) θ1 < α, T ′ is below the Xc axis. The ap-
plication of conditions defined in Eq. (3) and in Eq. (4)
is simpler since the direction of the normal is sufficient
to discriminate the regions of the road surface from the
obstacle region.

We introduce a depth radio, defined in Eq. (11), to
scale the magnitude of the vector (ac, bc), where Z is
the depth of point P on the obstacle or road surface;
dis is the distance between the optical center and the
surface.

ratio = Z

dis
(11)

In the sector OMTN, the imaging process can be
represented approximately as in Fig. 6. H is the height
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Figure 6. Illustration of depth ratio.

of the camera relative to the base plane; h the height of
point P relative to the base plane and l is the distance
between point P and the optical center measured on
the base plane. γ is the angle between the surface and
the road plane; α is the angle between the optical axis
and the base plane. The depth ratio can be expressed in
terms of these parameters as follows:

ratio =
∣∣∣∣∣
(

h−H
l − tan−1 α

)
(1 + tan2 γ )1/2(

H−h
l + tan γ

)
(1 + tan−2 α)1/2

∣∣∣∣∣ (12)

Since (h − H ) is usually much smaller than l, (h −
H )/ l is negligible. Thus we get

ratio = cos α

sin γ
(13)

Therefore the depth ratio for regions of the road sur-
face will be larger than the depth ratio for the obstacle
surface. For that reason vector (ac, bc) is scaled by the
depth ratio defined in Eq. (11). As a result, the dif-
ference between the normal vector corresponding to
the road surface region OMTN (Fig. 5) and the normal
vector corresponding to the obstacles surface region
OM′N ′ (Fig. 5) is increased.

Corresponding to a planar patch defined as in
Eq. (5), the relationship between the unit normal vector
(ac, bc, cc) and the normal (a, b, c) can be expressed as
follows:

(ac, bc, cc) = (a, b, c)/(a2 + b2 + c2)1/2 (14)

And the distance of the planar patch to the origin is

dis = 1/(a2 + b2 + c2)1/2 (15)

From Eqs. (2), (1), (14) and (15), we get:

ratio(ac, bc) = Bf (a, b)

d
(16)

After taking into account the derivatives of the dis-
parity in the image plane Eq. (7), we acquire the vector
field in Eq. (17) for classification. A surface whose di-
rection of the vector is close to that of the main direc-
tion, and whose vector magnitude is large enough, will
be considered a road surface, otherwise as an obstacle
surface.

ratio(ac, bc) = f

d

(
∂d

∂u
,
∂d

∂v

)
(17)

2.5. Discussion of Eq. (17)

Based on Eqs. (1) and (2), the scaled vector in Eq. (17)
can be rewritten as follows,

ratio(ac, bc) ∝
(

∂ Z

∂ X
,
∂ Z

∂Y

)
(18)

which reveals the most important cue for obstacle de-
tection under the quasi-planar road assumption.

In order to obtain reliable gradient estimates, we em-
ploy an adaptive gradient estimation at different scale
levels. Since different disparity values imply different
object scales/sizes in the image plane (i.e. an object
with larger disparities should have a bigger scale in the
disparity image), an adaptive gradient operator is de-
fined as follows. Let d(x, y) denote the disparity image
prefiltered by median filters:

∇(dk) = ∇σk (dk) where
(19)

d =
⋃

k

dk ; dk > dk−1, σk > σk−1

2.6. RANSAC Plane Fitting

In order to obtain the main direction of the base plane of
a certain configuration, we propose the use of RANSAC
(Fischler and Bolles, 1981; Se, 2002), to estimate of-
fline the parameters of the plane in disparity space de-
fined in Eq. (6). The procedure is the following:

1. In disparity space, randomly select three points to fit
a plane. Check, for each and all the points (by com-
puting the distance of a point to the plane), whether
they satisfy the estimated plane equation and count
the number of fitting points.

2. Repeat step (1) m times, select the triple (a, b, c)
with maximum support and do least-squares base
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Figure 7. Obstacle detection in the disparity space. (a) The original left image, (b) the disparity image, (c) obstacle points, (d) result after
opening, (e) the scaled vector field, (f) the histogram of vector lengths, (g) RANSAC plane-fitting in disparity space, and (h) free space after
obstacle detection.
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plane fitting to this triple using all its supporting
points. Provided that there are sufficient road plane
points in the disparity space, the plane thus esti-
mated will correspond to the road plane. Given that
the outlier proportion is e, the probability that the
algorithm will exit without finding a good fit is p f ,
and the sample size is N , the number of samples L
can be represented as Eq. (20).

L = log(p f )

log(1 − (1 − e)N )
(20)

3. Assuming that the percentage of contamination for
an offline scene is 75%, a probability of 99% for a
good sampling requires a number of approximately
300 samples.

2.7. Comparison of the Detection Results

Assuming that the ground is planar, obstacles are usu-
ally defined as objects rising out from the ground plane.
The homography-based method, which is popular for
obstacle detection, is applied to warp the left image
into the right image. Comparing the right image with
the warped left image, points in non-free-space (i.e. ob-
stacles area) will show disparities due to the obstacles’
heights, while those on the free-space will not.

Let H denote the homography matrix between two
image planes with respect to the ground plane. For a
point P on the ground plane, the homography relates
its projection pl in left image to its projection pr in the
right image as follows:

pr
∼= H pl (21)

where ∼= represents equality up to a scale factor.
Many methods have been proposed to estimate the

homography matrix. Since there are 8 unknowns in
H3×3, at least four non-collinear correspondences are
needed to compute H3×3. Although four correspon-
dences are enough for a solution, in practice tens of
correspondences are used to reduce the impact of noise
with a least-squares method. If the parameters of the
ground plane can be estimated (for example by the
RANSAC algorithm proposed above), the homography
matrix can be estimated as follows:

H = Al(R + t N T )Ar
−1 (22)

where Al and Ar are 3 × 3 the intrinsic matrices of
the two cameras; R, t are the rotation matrix and the

translation vector between the two camera coordinates
and n is the unit normal of the plane.

Furthermore, and independently of the type of ho-
mography based method, updating the homography
matrix is important for robust obstacle detection in
dynamic scenes. Unfortunately typical urban roads lack
texture and reliable landmarks (as the scene in Fig. 7).
The existence of texture and/or patterns is essential for
the dynamic estimation of the parameters related to the
road plane.

In addition, and as a result of lack of information,
it is difficult to cluster the obstacle points in the case
of the homography-based methods, especially in dense
traffic conditions (Figs. 8 and 9).

2.8. Obstacle Segmentation

To extract high-level attributes of the obstacles (such
as width, height, etc.) in clustered traffic conditions,
we introduce a watershed-based algorithm to identify
and label isolated obstacle regions in the disparity im-
age. Watershed transformation is known as a powerful
tool for image segmentation (Vincent and Soille, 1991).
Usually it is performed on the gradient of the image to
be segmented. A proper definition of the gradient is cru-
cial to the segmentation result and to the performance
of the algorithm. To group points in 3D space, a rea-
sonable gradient operator in the left camera coordinate
system is defined as follows:

∇(·) = Max
{

Zπ(x,y)

} − Min
{

Zπ(x,y)

}
(23)

where π(x,y) is the unit area in X−Y plane. The gradient
operator defined in Eq. (23) estimates the depth range
in the X − Y plane. However projecting image pixels
from the disparity image to the 3-D world generates a
non-uniform point set, which causes difficulties in the
gradient computation. Usually a grid based space rep-
resentation or interpolation method is applied to solve
this problem. To avoid the difficulty of estimating in
3D, we directly estimate the gradient in the dispar-
ity image. Based on Eqs. (1) and (2), Eq. (23) can be
rewritten as follows:

∇(·) ∝ 1

d

(
Max

{
dn(u,v)

} − Min
{
dn(u,v)

})
(24)

where dn(u,v) denotes a n × n square centered at a
point(u, v) in the image plane. Equation (24) estimates
the gradient by taking into account the disparities that
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Figure 8. Comparison with results based on the planar assumption. (a) image of a road with a non-uniform slope, (b) obstacle points detected
using a planar assumption, and (c) obstacle points detected using the quasi-planar assumption (white points are obstacle points, gray points
belong to the road).

Figure 9. Segmentation results in a clustered scene and bounded
obstacle objects.

result from the different depths, thus avoiding the un-
balance that would result if the disparity gradient were
to be directly estimated.

In practice, a morphology gradient operator and
a non-linear transformation (Beucher and Bilodeau,
1994) are used to estimate the gradient as

follows:

∇(·) = log2

(
sign(grad(·) + 1)

2
grad(·) + 1

)
(25)

where

grad(·) = K1

d
∇morph

(
dn(u,v)

) − K2

sign(x) =
{

1, x ≥ 0

−1, x < 0

K1, and K2 are predetermined scale factors to adjust the
gradient values into a range of integers. Moreover by
adjusting K2, we can remove small gradient values to
avoid over-segmentation. The non-linear transforma-
tion leaves the low values practically unchanged and
decreases significantly the high values. This transfor-
mation is used to reduce the number of quantization
levels of the gradient values, and thus reduce the com-
putational cost.

The procedure for obstacle region segmentation is
realized in the following steps:
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1. Adaptive multiscale morphological gradient: a mul-
tiscale morphological gradient (Wang, 1997) con-
trolled by depth is defined. Bi is a group of square
structure elements of dimensions (2i +1)×(2i +1),
where 0 ≤ i ≤ 3. ⊕ and 	 denote the dilation and
erosion respectively. The multiscale morphological
gradient is expressed as follows:

∇morph(·) = 1

k

k∑
i=1

(((dk ⊕ Bi )

− (dk 	 Bi )) 	 Bi−1) (26)

where dk < dk−1; d = ⋃
dk ; k = 1, . . . , L

2. A nonlinear transformation is applied to convert the
gradient image into an integer image.

3. A watershed transformation is performed in the gra-
dient image after the non-linear transformation.

4. Classify a region according to the ratio between ob-
stacle points and road surface points.

5. Merge obstacle regions using as a criterion the com-
mon boundary sharpness; the common boundary
sharpness is computed as the average edge mag-
nitude along the common boundary.

3. Temporal Tracking

As a result of the application of the obstacle detection
method described, estimates of the positions and of the
dimensions (height and width) of the obstacles in left
camera coordinates can be obtained. These are, in gen-
eral, difficult to estimate by other sensors. The dimen-
sional information can be used to identify obstacles,
such as pedestrians, automobiles or background build-
ings. The relevant obstacles can be tracked by using
temporal information.

As a result of the application of the detection process
some obstacles may be lost or merged with other ob-
stacles at one instant, or one obstacle may be detected
as two or more obstacles close to each other. Temporal
tracking can be applied to establish a correspondences
between obstacles and to filter out the wrong results of
the detection process in dynamic scenes. Furthermore,
and besides the information relative to the dimensions,
motion provides another important cue to identify ob-
stacles qualitatively.

In typical traffic conditions most of the movement
is linear. As a result we use a constant velocity mo-
tion model as the state transition model. Let Gw =
[xw, yw, zw]T denote the geometry center of an obsta-
cle and W , H denote the width and height in world co-

ordinates. Then the state vector can be written as Sk =
[W, H, Gw, G ′

w]T . For one time instant, the measure-
ment vector can be represented as Ok = [w, h, g]T ,
where w, h denote the width and height of the obstacle
in the image plane; g = [u, v, d]T denotes the center
of an obstacle in disparity space.

Since tracking is carried out in world coordinates, the
vehicle’s position information is required. At the time
instant k, given the rotation R(α, β, γk) and translation
t(xk, 0, zk) between the left camera coordinate system
and the absolute world coordinate system (supposing
that the rotation around Xw, Zw is constant and the
translation along Yw is negligible), the relationship be-
tween the obstacle’s position in left camera coordinates
Gc(xc, yc, zc) and in world coordinates Gw(xw, yw, zw)
can be described as follows:

Gc = M1(Gw) = RGw + t ; (27)

The relation between the measurement vector and the
center of an obstacle in left camera coordinates can be
represented as follows:

[w h u v d]T = M2(W, H, Gc)

=
[

f
W

zc
f

H

zc
f

xc

zc
f

yc

zc
f

b

zc

]T

. (28)

Thus the state equation and measurement equation of
a Kalman filter can be described as follows:

{
sk = D · sk−1 + v

ok = M · sk + n
(29)

where

D =




1 0 0 0
0 1 0 0

0 0 1 tk
0 0 0 1




M(·) = M2(W, H, M1(Gw))

The subscript k denotes the time instant. The random
variables v and n represent the state error and the mea-
surement error, respectively, which are assumed to be
white, independent of each other, and with normal
probability distribution. v = [0, 0, 0, eac]T . The eac

is the noise term used to absorb the error made by the
constant velocity assumption and n can be estimated
using some off-line sample measurements.
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Figure 10. Simulation result of Z between UKF and EKF.

Due to the nonlinear and time variant observation
model in Eq. (29), we resort to a nonlinear estimation
technique, the UKF, which was proposed in Julier and
Uhlmann (1997) and provably superior to the tradi-
tional EKF (Fig. 10). In UKF, a minimal set of care-
fully chosen sample points, which capture the mean
and covariance of Gaussian random variable, propa-
gate through the true nonlinear system instead of the
linear approximation. Furthermore for any nonlinear
system calculation of Jacobian is not required in this
algorithm. The UKF can be summarized as follows:

1. Initialize with k = 1:

ŝk−1 = E[sk−1]

Pk−1 = E[(sk−1 − ŝk−1)(sk−1 − ŝk−1)T ]

ŝa
k−1 = E

[
sa

k−1

] = [
ŝT

k−1, 0, 0
]T

(30)

Pa
k−1 = E

[(
sa

k−1 − ŝa
k−1

)(
sa

k−1 − ŝa
k−1

)T ]
= Diag(Pk−1, Pv, Pn)

where the sa
k = [sT

k vT nT ]T is augmented state vec-
tor; Pv = process noise covariance, Pn = measure
noise covariance.

2. L = dimension of the augmented state sa
k . We form

a matrix Sa
k−1 of 2L + 1 augmented sigma vectors

sa
k−1 (with corresponding weights Wi ), according to

the following:

Sa
0,k−1 = ŝa

k−1

Sa
i,k−1 = ŝa

k−1 + (√
(L + λ)Pa

k−1

)
i

i ∈ [1, L]

Sa
i,k−1 = ŝa

k−1−
(√

(L + λ)Pa
k−1

)
i−Li ∈ [L + 1, 2L]

W (m)
0 = λ/(L + λ) (31)

W (c)
0 = λ/(L + λ) + (1 − α2 + β)

W (m)
i = Wi (c) = 1/{2(L + λ)} i ∈ [1, 2L]

where Sa = [(Ss)T (Sv)T (Sn)T ]T . λ = α2(L +k)−
L is a scaling parameter. α determines the spread
of the sigma points around ŝa

k−1 and is usually set
to a small positive value. k is a secondary scaling
parameter which is usually set to 0, and β is used to
incorporate prior knowledge of the distribution (for
Gaussian distributions, β = 2 is optimal (Julier and
Uhlmann, 1997)). Sa

i,k−1 is the i th row of the Sa
k−1.

(
√

(L + λ)Pa
k−1)i is the i th row of the matrix square

root.
3. Time update:

S x
k|k−1 = DSs

k−1 + Sv
k−1 (see Eq. (29))

ŝ−
k =

2L∑
i=0

W (m)
i Ss

i,k|k−1

P−
k =

2L∑
i=0

W (c)
i

[
Ss

i,k|k−1 − ŝ−
k

][
Ss

i,k|k−1 − ŝ−
k

]T

(32)
Ok|k−1 = M

(
Ss

k|k−1

) + Sn
k−1 (see Eq. (29))

ô−
k =

2L∑
i=0

W (m)
i Oi,k|k−1

where ŝ−
k is the a priori state estimate at step k, P−

k
is priori estimate error covariance.

4. Measurement update:

Põk õk =
2L∑
i=0

W (c)
i [Oi,k|k−1 − ô−

k ][Oi,k|k−1 − ô−
k ]T

Psk ok =
2L∑
i=0

W (c)
i [Si,k|k−1 − ŝ−

k ][Oi,k|k−1 − ô−
k ]T

K = Psk ok P−1
õk õk

(33)

ŝk = ŝ−
k + K(ok − ô−

k )

Pk = P−
k − KPõk õkKT

ŝk is the posteriori state estimate at step k; Pk is the
posteriori error covariance estimate.

By using the tracking based on the UKF, we get an
estimate of the obstacle’s position according to the past
states, which enables us to check the current detection
result namely in what concerns obstacles that are lost
(see Fig. 11). Since multiple obstacles can exist in one
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Figure 11. Results from the tracking process. (a) 35th frame (the ellipse and the rectangle bound the regions that result from the detection and
tracking processes respectively, (b) 84th frame (tracking after a detection miss), (c) 118th frame, (d) tracking of the obstacle width, (e) tracking
of the obstacle height, (f) the velocities along the X axis and the Z axis, and (g) the trajectory of the tracked obstacle.
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Figure 12. Simulation results for the case of a square obstacle with 40 cm width at different distances, for different levels of noise. (a) average
failure detection ratio (points wrongly classified as road points) in 300 trials, (b) the minimum height of an obstacle that can be reliably detected,
i.e. with a ratio of failure detection of less than 30%, and (c) average ratio of points wrongly classified as obstacle points in 300 trials.

typical scene, the mean and variance of the intensity
are used to evaluate the correspondence between the
obstacle regions from successive frames. From the re-
sults shown below, one concludes that the UKF track-
ing provides more reliable results and also improves
the accuracy.

4. Experiments

In this section we present results that characterize the
performance of the method described in this paper.
Results from both real experiments and simulation
are presented. Two issues are specifically addressed:
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the smallest obstacle that can be reliably detected at a
specific distance, for a certain noise level, and the level
of variation in the road slope that is acceptable.

To perform the simulation experiments we used a
Monte Carlo method. For that purpose a specific set of
parameters for the stereo pair of cameras was consid-
ered. The pitch of the ground plane was varied between
certain values. Given the ground plane and the parame-
ters of the stereo cameras setup, the disparity map was
then computed. The disparity values were corrupted by
zero-mean Gaussian noise with different values of stan-
dard deviation. The simulation was run 300 times for
each set of noise parameters (for each set of noise pa-
rameters different seed values were used). The obstacle
considered was a simulated square, placed vertically at
a variable distance from the stereo pair. The width of
the square was varied between 10 cm and 90 cm. For
each simulation run, the height of the camera was also
affected by 5% noise, which can be interpreted as the
fluctuations caused by jolting when a real vehicle is
moving.

The whole disparity map results mostly from two
main geometric elements: the ground plane (with pitch
variation) and the obstacle area. To evaluate the algo-
rithm two indicators are used:

– The ratio between the number of points wrongly clas-
sified as road points and the total number of obstacle
points. This ratio is considered as an indicator of
detection failure.

– The ratio between the number of points wrongly clas-
sified as obstacle points and the total number of road
points. This ratio is considered as an indicator of
wrong detection.

Figure 12(a) shows the average ratio between the
number of points wrongly classified as road points and
the total number of obstacle points in the disparity map.
If the indicator of failure detection is greater than 50%
the decision involves a high risk. Let us restrict the indi-
cator of failure detection to a maximum of 30%. Using
this value we can estimate the minimum obstacle size
that can be detected. That result is shown in Fig. 12(b).

Figure 12(c) shows the simulation results obtained
for roads with smoothly varying slopes, for different
levels of noise in the disparity map. The axis with the
label “Max pitch angle” indicates the angular differ-
ence between the tangents at the beginning and at the
end of the road segment considered in the simulation.
From Fig. 12(c), we can see that the values of the

indicator of wrong detection are not sensitive to the
variations on the road gradient.

From the data presented in Fig. 12, one can conclude
that the algorithm based on the quasi-planar assump-
tion is capable to detect obstacles on a smooth sur-
face with a range of different slopes. Figure13 shows a
sample of a stereo sequence of a real scene with large
gradients along the road. Images with a resolution of
320 × 240 are grabbed with an IEEE 1394 interface
card by a digital stereo head, with baseline of 20 cm.
The two stereo cameras are mounted with parallel axes
and carefully aligned for high quality disparity images.
With this setup of two stereo cameras with focal length
of 12 mm, the designed look-ahead distance range is
from 5 m to 20 m. Before testing the algorithm, a cali-
bration scene like the scene shown in Fig. 7 was used to
estimate parameters of the base plane. From the Fig. 13,
it is clear that the algorithm performed well in the scene
with a road with a large gradient. The green pixels cor-
respond to the pixels belonging to the road markings
and the gray pixels correspond to the areas considered
to be too far from the vehicle. However the resolu-
tion of the disparity computed from the two real im-
ages did not allow the precise detection of the road
curb.

Figure 14 shows the experiment in a dense traffic
scene. The indicator of failure detection for the clos-
est obstacles in front of vehicle is very low, for the
common traffic condition. However for conditions of
dense traffic, obstacles which are close to each other
are often merged into one. Since the quasi-planar road
assumption is applied, the rate of wrong detection usu-
ally caused by lane markings is almost zero.

The method proposed in this paper also presents
good time performance. It has been implemented in
C++ on a commercial Pentium IV 1.4 GHz. The whole
process for detecting obstacle points and segmentation
of isolated obstacles is performed within 40 ms. The
performance of each step is shown in Table 1.

Table 1. Performance of the algorithm.

Step Time (ms)

Stereo analysis <15

Pre-filtering <2

Obstacle detection <5

Watershed Segmentation <15

Tracking <1



154 Yu, Araújo and Wang

Figure 13. An image from a real scene with a road with gradient.
(a) left image from a stereo sequence, (b) the disparity image, and
(c) the segmentation result.

Figure 14. An image from a dense traffic scene. (a) Left image
from a stereo sequence obtained with dense traffic, and (b) the seg-
mentation image.

5. Conclusions

In this paper we first extend the usual planar road model
by proposing the flexible quasi-planar road assumption.
Then we describe a fast and robust method for obstacle
detection on flat roads or non-flat roads. This method
uses the surface normal vectors in 3D space. The nor-
mal vectors enable the distinction between the obsta-
cles and the road surface. The method is implemented
in disparity space. With the results from the detection,
obstacle segmentation can be performed by a cluster-
ing procedure. This clustering procedure is performed
by means of a robust watershed transformation. Better
than EKF, UKF approximates the nonlinear system up
to third order. This approach has several advantages
namely:

1. We do not use the restriction of a planar model.
Note that in a dynamic environment, and with noisy
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data, it is difficult to reliably estimate a fully planar
model. As a result of this approach there is no need
for patterns on the road (be it planar or non-planar).
On the other hand shadows and/or landmarks on the
road do not affect the procedure.

2. This method does not impose any specific strict
restriction, for example, that the baseline of the
cameras must be parallel to the road profile.

3. This method is entirely implemented on disparity
space. In addition the algorithm can be easily im-
plemented on a standard microprocessor or on a
DSP.

This system will be fully integrated in our experimental
vehicle used in the Cybercars project.

Further improvements will include fusion of multi-
ple kinetic models of maneuvering obstacles.

Appendix A: Proof of the Result of Eq. (10)

In Fig. 5, the angle θ ′
0, � TON (in image plane) is the

maximum angle between road surface normal and the
main direction of the road normal measured in the im-
age plane. OT is the minimum distance of road surface
to origin. They are used to determine the thresholds
for the road surface. Since the angle β will not affect
the difference between the maximum normal angle and
the angle relative to the main direction (since both are
rotated by β), we have:




ac

bc

cc


 =




1 0 0

0 cos α − sin α

0 sin α cos α







aw

bw

cw


 (34)

Since the maximum angle of the road surface normal
relative to the main direction happens on the circle
where θ = θ0, in the spherical coordinate system, a
point on the arc can be represented as follows (see
Fig. 15):

a0
w = sin θ0 cos φ

b0
w = cos θ0 (35)

c0
w = sin θ0 sin φ

Based on definition of θ ′
0, we have:

θ ′
0 = max

(
arctan

ac

bc

)

= 90 − min

(
arctan

bc

ac

)
(36)

We define

f (φ) = bc

ac
(37)

On the basis of Eqs. (34) and (36), Eq. (37) can be
rewritten as follows:

f (φ) = cos α

tan θ0 cos φ
− sin α tan φ

= ta
cos φ

− tb tan φ (38)

where, ta and tb are constants. From the Fig. 16, we can
conclude that there is only one minimum in the region
[−π/2, π/2]. We let: ∂ f (φ)

∂φ
= 0. Thus:

sin φ∗ = tb
ta

= tan α tan θ0 if tan α tan θ0 ≤ 1 (39)

On the basis of Eqs. (37) and (39), we have

tan θ ′
0 = ((cos α/ tan θ0)2 − (sin α)2)−

1
2 (40)

Figure 15. Demonstration of Eq. (10).

Figure 16. Plot of f (φ) for −π/2 ≤ φ ≤ π/2.
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From the definition of OT

OT = Min(bc)

= cos α cos θ0 − sin α sin θ0 (41)
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