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Abstract— Monocular cameras coupled with inertial mea-
surements generally give high performance visual inertial
odometry. However, drift can be significant with long trajecto-
ries, especially when the environment is visually challenging. In
this paper, we propose a system that leverages ultra-wideband
ranging with one static anchor placed in the environment to
correct the accumulated error whenever the anchor is visible.
We also use this setup for collaborative SLAM: different
robots use mutual ranging (when available) and the common
anchor to estimate the transformation between each other,
facilitating map fusion. Our system consists of two modules:
a double layer ranging, visual, and inertial odometry for
single robots, and a transformation estimation module for
collaborative SLAM. We test our system on public datasets
by simulating an ultra-wideband sensor as well as on real
robots. Experiments show our method can outperform state-
of-the-art visual-inertial odometry by more than 20%. For
visually challenging environments, our method works even the
visual-inertial odometry has significant drift. Furthermore, we
can compute the collaborative SLAM transformation matrix at
almost no extra computation cost.

I. INTRODUCTION

Robot localization is a fundamental topic in any mobile
robot application. Recent advances in robot hardware and
software have boosted the opportunity and demand for
multi-robot systems for their inherent benefits, such as high
efficiency and robustness.

With a monocular camera and low-cost inertial measure-
ment units, Visual Inertial Odometry (VIO) is accepted as the
minimal sensor configuration for single robot state estimation
and navigation considering size, wight, power and cost [1].
Recent technical advances [2]–[4] make VIO more and more
robust and stable in many conditions. However, the drift
caused by accumulated error is still hard to control without
loop closures. Although loop closure is a natural part for
SLAM system, the requirements to close the loop rely much
on the trajectory and environment. For example, generating
high-quality closures requires revisiting the same location
with a similar viewpoint. Furthermore, perception outliers
caused by illumination, self-similar environments, etc. are
challenging for loop closure.

In this paper, we use single extra sensor, a static ultra-
wideband (UWB) anchor, to improve the performance of
robot localization. UWB technology has attracted a lot of
attention recent years for its accurate ranging performance
and long-distance support. For example, the latest Apple
IPhone at the time of writing is equipped with a UWB
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chip (actually, it includes all sensors needed in this paper).
Most available UWB systems (e.g. [5]) use several (at least
four for 3D and three for 2D) calibrated anchors as a
Global Positioning System (GPS) for specific areas. This
type of infrastructure is not applicable for the exploration
in unknown environments, which is one of the primary
objectives of SLAM. Therefore, we design our system to rely
only on one anchor, which can be dropped off at any moment
by a robot during its mission. Our experiments show this one
anchor can improve the localization accuracy significantly.

2m

Robot1 Trajectory

Robot1 merges trajectory of robot 2 to form “MIST” formation.

Robot2 Trajectory

Fig. 1. Two robots are manually controlled independently. The first robot
with a Realsense T265 and an UWB module draws an ”M” in its own
coordinate frame. The other robot, carrying a Realsense D435, a UWB
module and a Pixracer flight controller, draws ”IST” in its frame. One
static UWB anchor is placed in the environment (the blue triangle shown
in Robot1 frame). Their trajectories are shown at the bottom. With two
inter-robot communications and measurements, robot 1 can estimate the
transformation matrix from robot 2, and then map robot 2’s trajectory in its
own frame as the top picture shows, forming ”MIST” (our lab).

This setup has another significant benefit for multi-robot
SLAM. Multi-robot SLAM is a promising field, but much
more challenging. One issue is the estimation of the trans-
formation matrix between robots [6]. Most available works
rely on common features to extract the relative pose of
robots, which is a type of inter-robot loop closure, which
leads to similar constraints as single robot loop closures. An
additional challenge for inter-robot loop closure is the need
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to exchange the information required for loop closure among
all robots, which can be significant.

In our system, we can solve this challenge using the UWB
sensor. When any two robots move into their respective UWB
ranging radius, they can exchange their mutual ranging and
anchor information and they can estimate their respective
coordinate systems transformations. Having the transforma-
tion matrix, a robot can correctly project all the information
from its neighbors onto its own frame. This solution greatly
simplifies multi-robot SLAM, minimizing the need for inter-
robot loop closure, which requires the exchange of feature
databases, the identification of loop closures and distributed
pose graph optimization.

The last but not least reason for choosing UWB is its
inherent advantage in data association. When a range mea-
surement is received, the identity of the sender is recognized
without extra effort, which can be of great assistance for
multi-robot systems. Moreover, UWB can provide low band-
width communication while ranging. For example, the state
estimation of poses can be carried by UWB packets while
performing ranging. In the future, we believe a monocular
camera, inertial measurement units (IMU), and UWB will be
a standard minimal configuration for multi-robot systems.

II. RELATED WORK

1) Single Robot SLAM with Visual, Inertial and Rang-
ing Measurements: SLAM has been the subject of intense
research for more than thirty years [7]. Monocular visual-
inertial odometry is a popular choice as it provides good state
estimation performance with a minimal sensor configuration.
Although state-of-the-art VIO algorithms (e.g. SVO [3],
VINS-Mono [4], DSO [8]) can reach very high accuracy
in relative translation and orientation, the accumulated drift
can still be an issue: any small orientation error can lead to
large end-point error. Our system leverages UWB ranging
measurements to correct the accumulated error. We devel-
oped our system based on VINS-Mono [4], which is a robust
and versatile state estimator which uses a sliding window
tightly-coupled nonlinear optimization for visual and IMU
measurements.

UWB technology, as a localization solution on its own,
has attracted a lot of attention in recent years both in
research and industry for its decimeter localization accuracy.
However, most results are based on a well-calibrated multi-
anchor setup [9]–[12], which is not applicable for navigation
in unexplored, unstructured environments. Wang et al. [13]
propose a system using camera, IMU and UWB to bypass the
complexity of loop closure. However, they still use multiple
pre-configured UWB anchors. Their UWB module provides
coarse drift-free global position and VIO identifies the local
trajectory. On the contrary, in this paper we use only one
anchor, placed in an unspecified location. Shi et al. [14] have
a similar spirit to ours. They start with one UWB anchor and
keep dropping anchors from a moving robot. Unfortunately,
their experimental results are available only in simulation for
one sequence of the EuRoC dataset [15], with five simulated
anchors. In our work, we focus on the use of a single anchor

setup. We design a double layer sliding window algorithm,
which effectively fuses accurate VIO and range constraints
along the trajectory.

2) Multi-Robot SLAM: Multi-robot SLAM has gained
recent attention for the increased viability and accessibility
of multi-robot systems. Saeedi et al. [16] give a compre-
hensive review of multi-robot SLAM and points out one
key issue: relative pose estimation. Most current multi-robot
SLAM systems solve this issue by analyzing inter-robot loop
closures, either in centralized [17] or distributed [18], [19]
fashion. The distributed approach is more robust, but it is
harder to implement in practice: robots need to exchange
map data to get the feature database for future loop closures,
and distributed optimization usually requires additional com-
munication and computation.

Ranging measurements can assist in relative pose esti-
mation. Trawny et al. [20] provide theoretical proofs and
simulations that show how six range measurements can be
used to get the transformation matrix between two robots.
Martel et al. [21] extend the work and adapt it to 4DOF
relative pose estimation with a UWB setup, and use it for
merging maps for VR applications. Both methods use range
measurements over long trajectories. In our solution, robots
can estimate the transformation matrix as soon as they can
get two measurements from their neighbors, which meets
the requirement of real-time transformation estimation during
robot rendezvous. These two methods [20], [21] represent a
good solution when no common anchor is present and can
be combined with inter-robot loop closures to improve the
transformation results.

In practice, most works in literature have explored the
combination of multiple UWB anchors with vision and/or
IMU. In this paper, we focus on the use of a single anchor
in an arbitrary location, which is trivial to deploy as a beacon
in real exploration tasks. We propose a double layer sliding
window technique to combine VIO with UWB ranging,
which produces drift-free state estimation by leveraging VIO
for its accurate short time relative pose estimation, and
range constraints for longer trajectories. Moreover, recorded
anchor ranges can help robots find the transformation matrix
efficiently with only two range measurements in multi-robot
settings. Our contributions can be summarized as:
• an UWB-aided SLAM system for single robots which

outperforms state-of-the-art VIO;
• a double layer sliding window algorithm that combined

relative pose estimation from VIO and UWB ranging
constrains;

• an efficient method to estimate the transformation ma-
trix between multiple robots.

III. SYSTEM DESIGN

In this section, we explain the preliminaries and symbols
used in this paper. We then detail the formulation of our
ranging-aided visual inertial SLAM, focusing on the cost
factors of the optimization problem. Finally, we introduce
our solution for the estimation of the transformation matrix
between robots.
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Fig. 2. Illustration of the scenario of VIR-SLAM, with a single anchor
setup. Measurements from sensors are shown with different lines. Robot
poses with the camera and IMU measurements belong to the short sliding
window. All poses associated with UWB ranging to the anchor are kept for
the long sliding window.

A. Single Robot Estimation Preliminaries

We assume a robot carries three kinds of sensors (a
monocular camera, an IMU and UWB module), and moves
in a 3D environment, as shown in Fig. 2. An UWB anchor is
placed in the environment with an unknown initial position.
We define the world frame of the robot i as [ ]iw, which is
usually aligned with the first camera frame when the robot
starts its mission. The position of the anchor is expressed
in the robot world frame, denoted by Piw

A . We use [ ]ib to
indicate the body frame of robot i, and similarly [ ]ic for the
camera frame. Note that we do not define the UWB sensor
frame because it is a scalar measurement. The UWB ranging
measurement is transferred to body frame by considering the
3D offset of the UWB antenna in the body frame.

Classical VIO proposes an optimization formulation of
states over a sliding window with size n as:

X = [x0,x1, . . . ,xn, l0, l1, . . . , lm] (1)

xk = [piw
bk
,viw

bk
,qiw

bk
,bib

ak
,bib

wk
] k ∈ [0, n]

which includes the state x for all n frames and the visual
feature inverse depth l. The kth frame state xk includes the
position piw

bk
, velocity viw

bk
, and orientation in quaternions

qiw
bk

for robot i in its world frame, plus accelerometer
bias bib

ak
and gyroscope bias bib

wk
in its body frame. li

is the inverse depth of the ith feature among m features
from the visual observations over the sliding window. If
the sliding window includes all the camera frames since
the start of the mission, the optimization becomes a full
smoothing estimation. Although full smoothing offers the
best accuracy, it is not scalable in reality, so we use a key
frame approach that discards similar frames while not losing
tracking. However, as the trajectory becomes longer, the size
of state keeps growing. For this reason, we fix the size of key
frames and marginalize older key frames into a prior factor
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Fig. 3. Factor graph for the scenario in Fig. 2. The factor graph includes
poses, UWB factor, IMU factors and visual factors. The edges are the error.
We have a UWB factor for the poses with range measurements. Further,
smooth edges (curves) are added between poses.

in the optimization. The drift from visual inertial odometry
is still hard to avoid, and pose graph optimization with loop
closure becomes the only chance to correct the accumulating
error.

Aiming at an accurate localization system and avoiding
all rely on loop closure, we design a SLAM system that
uses a novel double layer sliding window structure, with an
implementation based on VINS-Mono [4].

B. Double Layer Tightly Coupled VIR Optimization

We propose a double layer sliding window tightly coupled
SLAM optimization by considering following aspects: high
accuracy relative pose estimation from VIO, less accurate
but absolute UWB measurements, and the computation cost
for these factors.

We design two sliding windows involving three kinds of
variables, shown in Equ. 2. A short window Ψ, the same as
the classical visual SLAM sliding window with size n from
Equ.1. The variables in this window include xk (Equ. 3) and
[l0, l1, . . . , lm], which have same meaning as the variables in
Equ. 1. The novelty in our system lies in the addition of
another long sliding window Ω, which carries state wt, as
shown in Equ. 4. The size of the long slide window is s,
which is much larger than n. The state in this window only
contains the robot position piw

b in robot world frame.

X = [w0,w1, . . . ,ws,x0,x1, . . . ,xn, l0, l1, . . . , lm] (2)

xk = [piw
bk
,viw

bk
,qiw

bk
,bib

ak
,bib

wk
] k ∈ Ψ[0, n] (3)

wt = [piw
bt ] t ∈ Ω[0, s] (4)

Fig.3 shows the factor graph of our system, corresponding to
the scenario of Fig. 2. The short window area in gray includes
the state from the camera and IMU measurements. The long
window area in orange contains the state from the UWB
measurements. Following the state definition, we formulate
a full nonlinear optimization problem as:



min
X

{∑
t∈Ω

ρ(‖rU (ẑt,X )‖Piw
bt

)︸ ︷︷ ︸
UWB factor

+
∑
k∈Ψ

‖rB(ẑbkbk+1
,X )‖2

P
bk
bk+1︸ ︷︷ ︸

IMU factor

+
∑

(l,j)∈C

ρ(‖rC(ẑ
cj
l ,X )‖2

P
cj
l

)

︸ ︷︷ ︸
V ision factor

}
(5)

This nonlinear optimization problem considers three fac-
tors, corresponding to the UWB factor, the IMU factor, and
the vision factor. The UWB residuals are calculated for the
long window Ω, while IMU and visual residuals for the short
window Ψ.

1) UWB Factor: UWB localization uses different pro-
tocols: time of arrival (TOA), time difference of arrival
(TDoA), and two-way ranging (TWR). In our system,
we use TWR, which measures the distances between two
transceivers by sending a packet back and forth. Although
the number of nodes supported is limited because of the
shared UWB communication medium, TWR can be used
without device synchronization, which makes the protocol
widely used. Since we are not considering hundreds of
robot communicating simultaneously, we choose TWR to
avoid synchronization, which can be difficult to implement
in distributed multi-robot applications. We model the ranging
measurement of UWB modules as:

d̂ = d+ bd + e

where d̂ is the UWB measurement, d is true distance, bd is
distance based bias, and e is the error following a Gaussian
distribution N(0, σ2). Note that the bd can be calibrated with
a Gaussian process model beforehand by collecting data with
ground truth. Then the model can be simplified as:

d̂ = d+ e

With this simplified UWB model, we define the UWB factor
in Equ. 5 as:

rU (ẑt,X ) = γr · ρ(‖piw
bt −Piw

A ‖ − d̂t)︸ ︷︷ ︸
UWB ranging residual

+ γs · (
∑

j∈(t,t+s]

{piw
bj − piw

bt } − z̃
bj
bt

)

︸ ︷︷ ︸
Relative transformation residual

(6)

The UWB factor above includes two residuals: a ranging
measurement residual and a virtual relative transformation
measurement residual. γr and γs are the weights for these
two residuals. d̂t are the UWB ranging measurements, which
are compared with the predicted ranging from the robot
body frame t to the anchor Piw

A in the world frame. To
avoid the ranging factor excessively affecting the optimizer
and breaking the relative pose property from visual-inertial
estimation, we introduce a virtual relative transformation
measurement z̃

bj
bt

between frames t and j ∈ (t, t+ s], which
is extracted from the short sliding window estimation result.
We select s = 3 in our experiments to create two consecutive

links between poses, as can be seen for example with xp7

in Fig. 3. ρ() is a pseudo-Huber loss function defined as
ρ(q) = δ2(

√
1 + (q/δ)2 − 1).

2) IMU factor: IMU measurements are critical for
monocular visual odometry. As the frequency of the IMU
is usually higher than the camera image frame rate, the IMU
measurements are preintegrated between two consecutive
image frames [2]. By referring to the last body frame motion,
this technique avoid repeated IMU reintegration and reduces
computation during optimization. Forster et al. [3] extend this
approach to manifold structures of the rotation group So3 for
higher accuracy and robustness. We follow the same method
as [4] in quaternion form.

The preintegrated IMU measurements between two con-
secutive frames of bk and bk+1 referring to frame bk can be
expressed as:

αbk
bk+1

=

∫∫
t∈[tk,tk+1]

Rbk
t (ât − bat) dt

2

βbk
bk+1

=

∫
t∈[tk,tk+1]

Rbk
t (ât − bat

) dt

γbk
bk+1

=

∫
t∈[tk,tk+1]

1

2
Ω (ω̂t − bwt

) γbkt dt

where

Ω(ω) =

[
−bωc× ω
−ωT 0

]
, bωc× =

 0 −ωz ωy

ωz 0 −ωx

−ωy ωx 0


ât and ω̂t are the accelerometer and gyroscope measurement
vectors, respectively. These three formulas correspond to rel-
ative the motion changes of position, velocity and orientation
to the local body frame of bk.

The IMU factor is the residual between predicted motion
and the preintegrated results referring to the body frame:

rB

(
ẑbkbk+1

,X
)

=


δαbk

bk+1

δβbk
bk+1

δθbkbk+1

δba

δbg

 =


pbk − α̂bk

bk+1

vbk − β̂
bk
bk+1

θbk ⊗ (γ̂bk
bk+1

)−1

b
bk+1
w − bbk

w

b
bk+1
a − bbk

a


where pbk = Rbk

w

(
pw
bk+1
− pw

bk
+ 1

2gw∆t2k − vw
bk

∆tk

)
,

vbk = Rbk
w

(
vw
bk+1

+ gw∆tk − vw
bk

)
and θbk = qbk

w ⊗qw
bk+1

are the estimated position, velocity and orientation referred
to the local body frame of bk (see [4] for details).

3) Vision Factor: The vision factor consists of the re-
projection error for the tracked features. We use a strategy
similar to [4], comparing the reprojection of all features in
the current frame with their first observations. We define the
visual residual as

rC
(
ẑ
cj
l ,X

)
= ‖ucj

lk
− π(Rcj

ci ,T
cj
ci ,P

ci
lk

)‖

where u
cj
lk

is the coordinate of feature lk in the image
of the camera frame j, π() is the projection that converts
homogeneous coordinates into image coordinates, R

cj
ci ,T

cj
ci

represent the frame transformations (rotation and translation)



from the camera frame i to j, which are inferred from state
poses, and Pci

lk
is the 3D position of the kth feature in the

first observation frame i. The vision factor iterates through
all the frames and all the tracked features in the estimated
state.

4) Anchor position estimation: In the above dis-
cussion, we assume the anchor coordinates are avail-
able for the optimizer. As the anchor position is
initially unknown, it needs to be estimated. There-
fore, the state vector to estimate at the start becomes
X = [Piw

A ,w0,w1, . . . ,ws,x0,x1, . . . ,xn, l0, l1, . . . , lm].
The cost function and factors are kept unchanged. The
optimization result of Piw

A after the initialization stage is
saved as a fixed value. We fixed the anchor position with
two considerations: a) The anchor is static in practice,
and b) usually, the initialization phase can be controlled
and the robot moves in proximity of the anchor. Although
the distance measurement error is not correlated with the
distance value, the estimation of the anchor position depends
on the distance. In other words, the ratio of trajectory length
in the initialization with the distance affects the estimation.
So we treat the initial estimate as fixed value.

C. Distributed Collaborative SLAM

Another significant benefit of our ranging-aided system is
that, with a common anchor, robots can directly estimate
inter-robot transformations when they rendezvous. Robots
simply need to send their current position and anchor po-
sition while ranging their neighbors. After receiving this
information twice, a robot can calculate the transformation
matrix between itself and the sender. Once the transformation
matrix is correctly estimated, all information received from
neighbors can be correctly placed in the robot’s frame.

Estimating the transformation between robots is a crit-
ical requirement for multi-robot systems. We mark the
transformation of coordinate systems from robot i to j as
Tj

i = [Rj
i , t

j
i ], where Rj

i is 3 × 3 matrix representing
rotation and tji is 3 × 1 vector of translation. With the
help of accelerometers and gyroscopes, we can establish the
direction of gravity and define the same z axis for all robots.
VINS-Mono [4] uses the same strategy: the z axis is aligned
with the opposite of gravity when creating the coordinate
system. Therefore, only the yaw angle θ and 3D offset tji
between two coordinate systems need to be estimated. The
transformation Tj

i consists of:

Rj
i =

 cos(θ) −sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

 , tji =

 tx
ty
tz


Using the estimation of the anchor position for two robots,
we can easily get tz = (Pjw

A − Piw
A )z , which is the

projection of the difference vector on z axis. This leaves
three parameters (θ, tx, tz) to be estimated.

Fig.4 shows how the remaining parameters are estimated.
Let us assume two robots i and j moving independently in
2D for simplicity (without loss of generality, as we already

oi

d1B

A

C

xi

yi

oj

xjyj

C '
θ

D
E

d2

ji

Fig. 4. Transformation matrix estimation for multiple robots scenario.

know the z axis offset tz). Both robots have their own
coordinate systems, oixiyi and ojxjyj . They also have the
anchor A position after initialization, and have their own
trajectory tracked in their respective coordinate systems.
When the robot i passes point B and robot j passes point C,
they enter in communication range and they can both obtain
a reciprocal distance measurement d1. Simultaneously, they
transmit their current position and A’s position (which are
in their own coordinate system) to each other.

We take the view of robot i to illustrate our solution. When
robot i receives the position of the anchor and the current
position of robot j (point C) expressed in j’s frame, Pjw

bA
and

Pjw
bC

, respectively. Robot i then knows the origin of ojxjyj
must be on the gray circle around the anchor with radius
|Aoj | (known from Pjw

A ). In addition, robot i calculates |AC|
from Pjw

A and Pjw
bC

to find robot j’s position C must lie on
a green circle around A with radius |AC|. As we know, the
distance between point B and C is the range measurement
d1, and point C also must lie on the orange circle around its
current position B with radius d1.

Therefore, the current position lies at one of the intersec-
tions between the green and orange circles, C and C ′. To find
which intersection if the correct one, we take an additional
measurement d2 between two following points D and E.
Following the same procedure, we can find the candidates
of E. For clarity, we did not draw these circles for D and
E. By comparing the relation between E, E′, C and C ′ with
the true motion from C to E, we can find C and determine
the transformation Ti

j . This is the same as solving:
Pjw

bA
= Tj

i ·Piw
bA

d1 = ‖Pjw
bB
−Tj

i ·Piw
bC
‖

d2 = ‖Pjw
bD
−Tj

i ·Piw
bE
‖

(7)

where Prw
bQ

represent the 3D position vector of points Q in
world coordinate frame of robot r.

IV. EXPERIMENTS
We validate our algorithms using public datasets and

real hardware experiments. We choose VINS-Mono1 and

1https://github.com/HKUST-Aerial-Robotics/VINS-Mono



VINS-MonoGround truth VIR SLAM

Fig. 5. VIR results in EuRoC MH05 Dataset. ATE error of our method is
0.291m, compared to VINS-Mono MONO (0.388m). We set our method is
closer to the ground truth in most sections, which testify the capability to
correct the drift error.

TABLE I
ERROR COMPARISON BETWEEN VINS-MONO AND OUR VIR SLAM.

ATE Error (m) VINS-Mono VIR SLAM Improvement
EuRoC MH 01 0.186 0.178 4.33 %
EuRoC MH 02 0.240 0.188 21.76 %
EuRoC MH 03 0.271 0.260 4.04 %
EuRoC MH 04 0.402 0.366 9.0 %
EuRoC MH 05 0.388 0.291 24.84 %

Lab Seq1 0.266 0.193 27.81 %
Lab Seq2 0.195 0.169 15.08 %

compare with it using the TUM evaluation tool2. We compute
the absolute trajectory error (ATE) when ground truth is
available. For our large area experiments we do not have
ground truth, and we start and end the experiment in the
same location and then calculate the start-to-end error.

A. EuRoC Dataset Experiments

We test our single robot tracking system on the Eu-
RoC [15] dataset. We simulate the UWB ranging measure-
ments from ground truth data. The static anchor is assumed
in the origin of the frame created during robot initialization.
We add Gaussian white noise N (0, 0.05) to model the error
of our UWB sensor. The sliding window size of VINS-Mono
is set to 10. For our system, we tested with a short window
size of 10 and a long window size of 100.

Table I shows our VIR-SLAM outperform VINS-Mono in
terms of ATE. As an example, we show the trajectory of the
comparison for the EuRoC MH-05 sequence in Fig.5. The
green trajectory of our method is closer to the red ground
truth. From the ellipse indicator, we can see our estimation
can correct the error even when drifting.

B. Single Robot experiments

We also test our system with a Spiri robot with real UWB
sensors, shown in Fig. 6. The system has a D435 Realsense
camera but we use it as a monocular camera. The IMU
measurements come from the Pixracer flight controller, and
the robot carries an Nvidia TX1 as an on-board computer. We

2https://vision.in.tum.de/data/datasets/rgbd-dataset/tools

Fig. 6. For single robot experiments, we use the Spiri robot (w/ Pixracer
and NVIDIA TX1). We add a Realsense D435 camera (although we only
use RGB) and UWB sensor module. The IMU measurements are obtained
from the Pixracer. The static is in the middle, while the Realsense T265 on
the right simulates a second robot in our multi-robot experiment.

Fig. 7. VIR indoor experiments with OptiTrack ground truth. The left and
right figures are two sequences. All trajectories start at the origin and are
not aligned. Our estimator does not present excessive drift.

test the system in our lab with an OptiTrack motion capture
system as ground truth.

We manually control the robot and collect two sequences:
the results are listed in Table I. To clearly see the difference,
we show the trajectories from same origin. This is different
from aligning the two trajectory to compute the ATE. As
Fig. 7 shows, our estimator has less accumulated error than
VINS-Mono.

We also test our system performance in large atrium. The
environment in the atrium is quite challenging: featureless
walls, low light conditions, glass walls with reflections, etc.
We move the robot around the atrium and make sure the robot
ends at the same point as it starts. Then we compare the start-
to-end error. As Fig. 8 and Table II shows, the VINS-Mono
estimation has significant drift, more than 5.4m. Although
the loop closure version can correct the drift as the loop
closure is detected, there is still a clear error in the trajectory.
However, our VIR SLAM works correctly without any loop
closure. The start and end point have a small translation
error (0.148m) in 2D, but our system introduces a bigger
accumulated error on the z axis. We believe this is due to the
anchor being close to the horizontal plane of the robot, and
the small difference in measurement does not help correct
the z coordinate. We manually checked the UWB ranging
information along the top and bottom edges and we can
confirm that our estimation is at the right position on the
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Fig. 8. VIR results in the atrium, which is very visually challenging. The
robot starts and ends at the same point and we compare the start-to-end error.
As the figure shows, the start and end point of VIR-SLAM are overlapped.
Although the VINS-Mono with loop closure (VINS LC) can close the loop,
it does not eliminate the accumulated error from the VIO.

boundaries.

TABLE II
START-TO-END ERROR COMPARISON

End point 2D Error(m) 3D Error(m)
VINS-Mono (4.29, 3.35, 0.52) 5.439 5.465

VINS-LC SLAM (0.18, 0.43, -0.38) 0.464 0.602
VIR-SLAM (-0.04, 0.14, 0.84) 0.148 0.853

C. Multi-Robot Experiments

We also test our multi-robot technique, as shown in Fig. 1.
We manually and independently control two robots to make
a trajectory similar to the ”MIST”, the name of our lab. We
place one static UWB anchor in the environment. The first
robot is imply a Realsense T265 and an UWB module, show
in Fig. 6 (right). We move it to form an ”M” shape. The
other robot, Spiri, moves along a ”IST” and it controlled
independently. Their trajectories in each robot’s frame are
shown at the bottom of Fig. 1. With simply two inter-robot
measurements (with data exchange), robot 1 can estimate the
transformation of robot 2 and map robot 2’s trajectory in its
own frame as shown at the top of Fig. 1.

V. CONCLUSIONS AND DISCUSSIONS
In this paper, we propose VIR-SLAM, a novel SLAM

paradigm combining vision, inertial, and UWB sensors. By
arbitrarily setting up a static UWB anchor in the envi-
ronment, robots can have drift-free state estimation and
collaboration on SLAM. Our solution combines the accurate
relative pose estimation from VIO and enhances it using
ranging to correct the accumulated error. As our experiments
show, the introduced static anchor can help correct the drift
effectively to improve localization accuracy. We also show
an example with two independent robots mapping each
other’s trajectory to their own frame after obtaining two
range measurements. This technique allows the robots to find
the inter-robot transformation, which is extremely useful for
multi-robot SLAM.
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