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Decomposable Norm Minimization with Proximal-Gradient Homotopy

Algorithm

Reza Eghbali · Maryam Fazel

Abstract We study the convergence rate of the proximal-gradient homotopy algorithm applied to norm-
regularized linear least squares problems, for a general class of norms. The homotopy algorithm reduces the
regularization parameter in a series of steps, and uses a proximal-gradient algorithm to solve the problem at
each step. Proximal-gradient algorithm has a linear rate of convergence given that the objective function is
strongly convex, and the gradient of the smooth component of the objective function is Lipschitz continuous.
In many applications, the objective function in this type of problem is not strongly convex, especially when the
problem is high-dimensional and regularizers are chosen that induce sparsity or low-dimensionality. We show
that if the linear sampling matrix satisfies certain assumptions and the regularizing norm is decomposable,
proximal-gradient homotopy algorithm converges with a linear rate even though the objective function is
not strongly convex. Our result generalizes results on the linear convergence of homotopy algorithm for
l1-regularized least squares problems. Numerical experiments are presented that support the theoretical
convergence rate analysis.

Keywords Proximal-Gradient · Homotopy · Decomposable norm

1 Introduction

In signal processing and statistical regression, problems arise in which the goal is to recover a structured
model from a few, often noisy, linear measurements. Well studied examples include recovery of sparse vectors
and low rank matrices. These problems can be formulated as non-convex optimization programs, which are
computationally intractable in general. One can relax these non-convex problems using appropriate convex
penalty functions, for example ℓ1, ℓ1,2 and nuclear norms in sparse vector, group sparse and low rank matrix
recovery problems. These relaxations perform very well in many practical applications. Following [10,6,8],
there has been a flurry of publications that formalize the condition for recovery of sparse vectors, e.g., [2,
42], low rank matrices, e.g., [34,4,12] from linear measurements by solving the appropriate relaxed convex
optimization problems. Alongside results for sparse vector and low rank matrix recovery several authors have
proposed more general frameworks for structured model recovery problems with linear measurements [5,9,
27]. In many problems of interest, to recover the model from linear noisy measurements, one can formulate
the following optimization program:

minimize ‖x‖ (1)

subject to ‖Ax − b‖22 ≤ ǫ2,
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where b ∈ R
m is the measurements vector, A ∈ R

m×n is the linear measurement matrix, ǫ2 is the noise
energy and ‖·‖ is a norm on R

n that promotes the desired structure in the solution. The regularized version
of problem (1) has the following form:

minimize
1

2
‖Ax− b‖22 + λ‖x‖, (2)

where λ > 0 is the regularization parameter.
There has been extensive work on algorithms for solving problem (1) and (2) in special cases of ℓ1 and

nuclear norms. First order methods have been the method of choice for large scale problems, since each
iteration is computationally cheap. Of particular interest is the proximal-gradient method for minimization
of composite functions, which are functions that can be written as sum of a differentiable convex function
and a closed convex function. Proximal-gradient method can be utilized for solving the regularized problem
(2).

When the smooth component of the objective function has a Lipschitz continuous gradient, proximal-
gradient algorithm has a convergence rate of O(1/t), where t is the iteration number. For the accelerated
version of proximal-gradient algorithm, the convergence rate improves to O(1/t2). When the objective func-
tion is strongly convex as well, proximal-gradient has linear convergence, i.e. O(κt) with κ ∈ (0, 1) [29].
However, in instances of problem (2) that are of interest, the number of samples is less than the dimension
of the space, hence the matrix A has a non-zero null space which results in an objective function that is
not strongly convex. Several algorithms that combine homotopy continuation over λ with proximal-gradient
steps have been proposed in the literature for problem (2) in the special cases of ℓ1 and nuclear norms [13,
44,43,22,41]. Xiao and Zhang [45] have studied an algorithm with homotopy with respect to λ for solv-
ing ℓ1 regularized least squares problem. Formulating their algorithm based on Nesterov’s proximal-gradient
method, they have demonstrated that this algorithm has an overall linear rate of convergence whenever A
satisfies the restricted isometry property (RIP) and the final value of the regularizer parameter λ is greater
than a problem-dependent lower bound.

1.1 Our result

We generalize the linear convergence rate analysis of the homotopy algorithm studied in [45] to problem
(2) when the regularizing norm is decomposable, where decomposability is a condition introduced in [5].
In particular, ℓ1, ℓ1,2 and nuclear norms satisfy this condition. We derive properties for this class of norms
that are used directly in the convergence analysis. These properties can independently be of interest. Among
these properties is the sublinearity of the the function K : Rn 7→ {0, 1, . . . , n}, where K is generalization of
the notion of cardinality for decomposable norms.

The linear convergence result holds under an assumption on the RIP constants of A, which in turn holds
with high probability for several classes of random matrices when the number of measurements m is large
enough (orderwise the same as that required for recovery of the structured model).

1.2 Algorithms for structured model recovery

There has been extensive work on algorithms for solving problems (1) and (2) in the special cases of ℓ1 and
nuclear norms. For a detailed review of first order methods we refer the reader to [30] and references therein.
In [45], authors have reviewed sparse recovery and ℓ1 norm minimization algorithms that are related to the
homotopy algorithm for ℓ1 norm. We discuss related algorithms mostly focusing on algorithms for other
norms including nuclear norm here.

Proximal-gradient method for ℓ1/nuclear norm minimization has a local linear convergence in a neighbor-
hood of the optimal value [14,46,21]. The proximal operator for nuclear norm is soft-thresholding operator
on singular values. Several authors have proposed algorithms for low rank matrix recovery and matrix com-
pletion problem based on soft- or hard-thresholding operators; see, e.g., [15,3,23,22]. The singular value
projection algorithm proposed by Jain et al. has a linear rate; however, to apply the hard-thresholding oper-
ator, one should know the rank of x0. While the authors have introduced a heuristic for estimating the rank
when it is not known a priori, their convergence results rely upon a known rank [15]. SVP is the generalization
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of iterative hard thresholding algorithm (IHT) for sparse vector recovery. SVP and IHT belong to the family
of greedy algorithms which do not solve a convex relaxation problem. Other greedy algorithms proposed
for sparse recovery such as Compressive Sampling Matching Pursuit (CoSaMP) [26] and Fully Corrective
Forward Greedy Selection (FCFGS) [39] have also been generalized for recovery of general structured models
including low-rank matrices and extended to more general loss functions [32,38].

For huge-scale problems with separable regularizing norm such as ℓ1 and ℓ1,2, coordinate descent meth-
ods can reduce the computational cost of each iteration significantly. The convergence rate of randomized
proximal coordinate descent method in expectation is orderwise the same as full proximal gradient descent;
however, it can yield an improvement in terms of the dependence of convergence rate on n [28,35,20]. To the
best of our knowledge, linear convergence rate for any coordinate descent method applied to problem (1) or
(2) has not been shown in the literature.

Continuation over λ for solving the regularized problem has been utilized in fixed point continuation
algorithm (FPC) proposed by Ma et al. [22] and accelerated proximal-gradient algorithm with line search
(APGL) by Toh et al. [41]. FPC and APGL both solve a series of regularized problems where in each
outer-iteration λ is reduced by a factor less than one, the former uses soft-thresholding and the latter uses
accelerated proximal-gradient for solving each regularized problem.

Agarwal et al. [1] have proposed algorithms for solving problems (1) and (2) with an extra constraint
in the form of ‖x‖ ≤ ρ. They have introduced the assumption of decomposability of the norm and given
convergence analysis for norms that satisfy that assumption. They establish linear rate of convergence for
their algorithms up to a neighborhood of the optimal solutions. However, their algorithm uses the bound
ρ which should be selected based on the norm of the true solution. In many problems this quantity is not
known beforehand. Jin et al. [16] have proposed an algorithm for ℓ1 regularized least squares that receives
ρ as a parameter and has linear rate of convergence. Their algorithm utilizes proximal gradient method but
unlike homotopy algorithm reduces λ at each step.

By using SDP formulation of nuclear norm, interior point methods can be utilized to solve problems (1)
and (2). Interior point methods do not scale as well as first order methods for large scale problems (For
example, for a general SDP solver when the dimension exceeds a few hundreds). However, Specialized SDP
solvers for nuclear norm minimization can bring down the computational complexity of each iteration to
O(n3) [18].

2 Preliminaries

Let A ∈ R
m×n. We equip R

n by an inner product which is given by 〈x, y〉 = xTBy for some positive
definite matrix B. We equip R

m with ordinary dot product 〈v, u〉 = vTu. We denote the adjoint of A with
A∗ = B−1AT . Note that for all x ∈ R

n and u ∈ R
m

〈Ax, u〉 = 〈x,A∗u〉. (3)

We use ‖·‖2 to denote the norms induced by the inner product in R
n and R

m, that is:

∀x ∈ R
n : ‖x‖2 =

√
xTBx,

∀v ∈ R
m : ‖v‖2 =

√
vT v.

We use ‖·‖ and ‖·‖∗ to denote a regularizing norm and its dual on R
n. The latter is defined as:

‖y‖∗ = sup {〈y, x〉 | ‖x‖ ≤ 1}.

Given a convex function f : Rn 7→ R, ∂f (x) denotes the set of subgradients of f at x, i.e., the set of all
z ∈ R

n such that
∀y ∈ R

n : f(y) ≥ f(x) + 〈z, y − x〉.
When f is differentiable, ∂f (x) = {∇f(x)}. Note that ξ ∈ ∂‖x‖ if and only if

〈ξ, x〉 = ‖x‖, (4)

‖ξ‖∗ ≤ 1. (5)
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We say f is strongly convex with strong convexity parameter µf when f (x) − µf

2 ‖x‖
2
2 is convex. For a

differentiable function this implies that for all x, y ∈ R
n:

f (y) ≥ f (x) + 〈∇f (x) , y − x〉+ µf

2
‖x− y‖22. (6)

We call the gradient of a differentiable function Lipschitz continuous with Lipschitz constant Lf , when
for all x, y ∈ R

n:

‖∇f (x)−∇f (y)‖2 ≤ Lf‖y − x‖2. (7)

For a convex function f , gradient Lipschitz continuity is equivalent to the following inequality [see [31]
Lemma 1.2.3. and Theorem 2.1.5]:

f (y) ≤ f (x) + 〈∇f (x) , y − x〉+ Lf

2
‖x− y‖22, (8)

for all x, y ∈ R
n.

3 Properties of the regularizing norm and A

In this section we introduce our assumptions on the regularizing norm ‖·‖, and derive the properties of the
norm based on these assumptions. The homotopy algorithm of [45] for the ℓ1-regularized problem is designed
so that the iterates maintain low cardinality throughout the algorithm, therefore one can use the restricted
eigenvalue property of A, when A acts on these iterates. Said another way, the squared loss term behaves
like a strongly convex function over the algorithm iterates, which is why the algorithm can achieve a fast
convergence rate. In the proof, [45] uses the the structure of the subdifferential of the ℓ1 norm,

∂‖x‖1 = {sgn(x) + v | vi = 0 when xi 6= 0, ‖v‖∞ ≤ 1},

as well as the following properties that hold for the cardinality function,

‖x‖21 ≤ card(x)‖x‖22,
card(x+ y) ≤ card(x) + card(y) (sublinearity).

We first give our assumption on the structure of the subdifferential of a class norms (which inlcudes ℓ1 and
nuclear norms but is much more general), and then derive the rest of the properties needed for generalizing
the results of [45].

Before stating our assumptions, we add some more definitions to our tool box. Let Sn−1 = {x ∈
R

n | ‖x‖2 = 1}, and let G‖·‖ be the set of extreme points of the norm ball B‖·‖ := {x | ‖x‖ ≤ 1}. We
impose two conditions on the regularizing norm.

Condition 1 For any x ∈ G‖·‖, ‖x‖2 = 1, i.e., all the extreme points of the norm ball have unit ‖·‖2-norm.

The second condition on the norm is the decomposability condition introduced in [5], which was inspired
by the assumption introduced in [27].

Condition 2 (Decomposability) For all x ∈ R
n, there exists a subspace Tx and a vector ex ∈ Tx such

that

∂‖x‖ = {ex + v | v ∈ T⊥
x , ‖v‖∗ ≤ 1}. (9)

Note that x ∈ Tx for all x ∈ R
n because if x /∈ Tx, then x = y + z with y ∈ Tx and z ∈ T⊥

x − {0}. Let
z′ = z/‖z‖∗. Since ex + z′ ∈ ∂‖x‖, ‖x‖ = 〈ex + z′, y + z〉 = ‖x‖+ ‖z‖22/‖z‖

∗
, which is a contradiction.

The decomposability condition has been used in both [5] and [27] to give a simpler and unified proof for
recovery of several structures such as sparse vectors and low-rank matrices.

When attempting to extend this algorithm to general norms, several challenges arise. First, what is the
appropriate generalization of cardinality for other structures and their corresponding norms? Essentially, we
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would need to count the number of nonzero coefficients in an appropriate representation and ensure there is
a small number of nonzero coefficients in our iterates, to be able to apply a similar proof idea as in [45].

The next theorem captures one of our main results for any decomposable norm. This theorem provides
a new set of conditions that is based on the geometry of the norm ball, and we show are equivalent to
decomposability on R

n. As a result, one can find a decomposition for any vector in R
n in terms of an

orthogonal subset of G‖·‖.
Theorem 1 (Orthogonal representation) Suppose G‖·‖ ⊂ Sn−1, then ‖·‖ is decomposable if and only if

for any x ∈ R
n − {0} and a1 ∈ argmaxa∈G‖·‖

〈a, x〉 there exist a2, . . . , ak ∈ G‖·‖ such that {a1, a2, . . . , ak} is
an orthogonal set that satisfies the following conditions:

I There exists {γi > 0| i = 1, . . . , k} such that:

x =

k
∑

i=1

γiai,

‖x‖ =
k

∑

i=1

γi. (10)

II For any set {ηi | |ηi| ≤ 1, i = 1, . . . , k}:
∥

∥

∥

∥

∥

k
∑

i=1

ηiai

∥

∥

∥

∥

∥

∗

≤ 1. (11)

Moreover, if {a1, a2, . . . , ak} ⊂ G‖·‖ satisfy I and II, then ex =
∑k

i=1 ai.

The proof of Theorem 1 is presented in Appendix B.

We will see in section 5 that we need an orthogonal representation for all vectors to be able to bound the
number of nonzero coefficients throughout the algorithm. First, we define a quantity K(x) that bounds the
ratio of the norm ‖ · ‖ to the Euclidean norm, and plays the same role in our analysis as cardinality played
in [45]. Then we show that K(x) is a sublinear function, that is, K(x+ y) ≤ K(x) +K(y) for all x, y. This
is a key property that is needed in the convergence analysis. Define K : Rn 7→ {0, 1, 2, . . . , n}

K (x) = ‖ex‖22.
Note that for every x ∈ R

n,

‖x‖2 = 〈ex, x〉2 ≤ ‖ex‖22‖x‖
2
2 = K(x)‖x‖22. (12)

Here, the first equality follows from (4), and the inequality follows from the Cauchy-Schwarz inequality.
In the analysis of homotopy algorithm we utilize (12) alongside the structure of the subgradient given by
(9). ℓ1, ℓ1,2, and nuclear norms are three important examples that satisfy conditions 1 and 2. Here we briefly
discuss each one of these norms.

– Nuclear norm on R
d1×d2 is defined as

‖X‖∗ =

min {d1,d2}
∑

i=1

σi (X)

Where σi (X) is the ith largest singular value of X given by the singular value decomposition X =
∑min {d1,d2}

i=1 σi (X)uiv
T
i . With the trace inner product 〈X,Y 〉 = trace

(

XTY
)

, nuclear norm satisfies
conditions 1 and 2. In this case, K(X) = rank(X), γi = σi (X) and ai = uiv

T
i for i ∈ {1, 2, . . . , rank(X)}.

The subspace TX is given by:

TX =







rank(X)
∑

i=1

uiz
T
i + z′iv

T
i

∣

∣

∣

∣

∣

∣

zi ∈ R
d2 , z′i ∈ R

d1 , for all i







,

while eX =
∑rank(X)

i=1 uiv
T
i .
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– Weighted ℓ1 norm on R
n is defined as:

‖x‖1 =

n
∑

i=1

wi|xi|

where w is a vector of positive weights. With 〈x, y〉 = ∑n
i=1 w

2
i xiyi, ℓ1 norm satisfies conditions 1 and 2.

For ℓ1 norm, K(x) = |{i|xi 6= 0}|, {γ1, γ2, . . . , γk} = {wi|xi| | |xi| > 0, i = 1, . . . , n}. Tx is the support of
x, which is defined as:

Tx = {y ∈ R
n | yi = 0 if xi = 0},

while the ith element of ex is sign(xi)wi.
– ℓ1,2 norm on R

d1×d2: For a given inner product 〈·, ·〉 : Rd1 × R
d1 7→ R and its induced norm ‖·‖2 on

R
d1 , We define:

‖X‖1,2 =

d2
∑

i=1

‖Xi‖2,

where Xi denotes the ith column of X . With inner product 〈X,Y 〉 = ∑d2

i=1 〈Xi, Yi〉, ℓ1,2 norm satisfies
conditions 1 and 2. For this norm, K(X) = |{i|Xi 6= 0}| and {γ1, γ2, . . . , γk} = {‖Xi‖2 | ‖Xi‖2 > 0, i =
1, . . . , d2}. TX is the column support of X , which is defined as:

TX =
{

[Y1, Y2, . . . , Yd2 ] ∈ R
d1×d2

∣

∣ Yi = 0 if Xi = 0
}

,

while the ith column of eX is equal to 0 if Xi = 0 and is equal to Xi/‖Xi‖2 otherwise.

Our second result on properties of decomposable norms is captured in the next theorem which establishes
sublinearity of K for decomposable norms.

Theorem 2 For all x, y ∈ R
n

K (x+ y) ≤ K (x) +K (y) . (13)

Theorem 2 for ℓ1, ℓ1,2 and nuclear norm is equivalent to sublinearity of cardinality of vectors, number of
non-zero columns and rank of matrices. The proof of this theorem is included in Appendix B.

3.1 Properties of A

Restricted Isometry Property was first discussed in [6] for sparse vectors. Generalization of that concept
to low rank matrices was introduced in [34]. Note that if K (x) ≤ k, then ‖x‖ ≤

√
k‖x‖2. Based on this

observation we define restricted isometry constants of A ∈ R
m×n as:

Definition 1 The upper (lower) restricted isometry constant ρ+ (A, k) (ρ− (A, k)) of a matrix A ∈ R
m×n is

the smallest (largest) positive constant that satisfies this inequality:

ρ− (A, k) ‖x‖22 ≤ ‖Ax‖
2
2 ≤ ρ+ (A, k) ‖x‖22,

whenever ‖x‖2 ≤ k‖x‖22.

Proposition 1 Let A ∈ R
m×n and f (x) = 1

2‖Ax − b‖22. Suppose that ρ+ (A, k) and ρ− (A, k) are restricted

isometry constants corresponding to A, then:

f (y) ≥ f (x) + 〈∇f (x) , y − x〉+ 1

2
ρ− (A, k) ‖x− y‖22, (14)

f (y) ≤ f (x) + 〈∇f (x) , y − x〉+ 1

2
ρ+ (A, k) ‖x− y‖22, (15)

for all x, y ∈ R
n such that ‖x− y‖2 ≤ k‖x− y‖22.

Proposition (1) follows from the definition of restricted isometry constants and the following equality:

1

2
‖A (x− y)‖22 = f (y)− f (x)− 〈∇f (x) , y − x〉.
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4 Proximal-gradient method and homotopy algorithm

We state the proximal-gradient method and the homotopy algorithm for the following optimization problem:

minimize φλ (x) = f (x) + λ‖x‖,

where f (x) = 1
2‖Ax− b‖22. While, for simplicity, we analyze the homotopy algorithm for the least squares

loss function, the analysis can be extended to every function of form f(x) = g(Ax) when g is a differentiable
strongly convex function with Lipschitz continuous gradient.. The key element in the proximal-gradient
method is the proximal operator which was developed by Moreau [25] and later extended to maximal mono-
tone operators by Rockafellar [36]. Nesterov has proposed several variants of the proximal-gradient methods
[29]. In this section, we discuss the gradient method with adaptive line search. For any x, y ∈ R

n and positive
L, we define:

mλ,L (y, x) = f (y) + 〈∇f (y) , x− y〉+ L

2
‖x− y‖22 + λ‖x‖,

Proxλ,L (y) = argmin
x∈Rn

mλ,L (y, x)

ωλ (x) = min
ξ∈∂‖x‖

‖λξ +∇f (x)‖∗.

Xiao and Zhang [45] have considered the proximal-gradient homotopy algorithm for ℓ1 norm. Here we
state it for general norms. Algorithm (1), introduces the homotopy algorithm and contains the proximal-
gradient method as a subroutine. The stopping criteria in the proximal-gradient method is based on the
quantity

∥

∥

∥Mt(x
(t−1) − x(t)) +∇f(x(t))−∇f(x(t−1))

∥

∥

∥

∗

,

which is an upper bound on ωλ(x
(t)). This follows from the fact that since x(t) = argminx∈Rn mλ,Mt

(x(t−1), x),
there exists ξ ∈ ∂

∥

∥x(t)
∥

∥ such that ∇f(x(t−1)) + λξ +Mt(x
(t) − x(t−1)) = 0. Therefore,

ωλ(x
(t)) ≤

∥

∥

∥λξ +∇f(x(t))
∥

∥

∥

∗

=
∥

∥

∥λξ +∇f(x(t−1)) +∇f(x(t))−∇f(x(t−1))
∥

∥

∥

∗

≤
∥

∥

∥
Mt(x

(t−1) − x(t)) +∇f(x(t))−∇f(x(t−1))
∥

∥

∥

∗

. (16)

The homotopy algorithm reduces the value of λ in a series of steps and in each step applies the proximal-
gradient method. At step t, λt = λ0η

t and ǫt = δ′λt with η ∈ (0, 1) and δ′ ∈ (0, 1). In the proximal-gradient
method and the backtracking subroutine, the parameters γdec ≥ 1 and γinc > 1 should be initialized. Since
the function f satisfies the inequality (8), it is clear that Lmin should be chosen less than Lf .

Theorem 5 in [29] states that the proximal-gradient method has a linear rate of convergence when f
satisfies (6) and (8). In proposition 2 we restate that theorem with minimal assumptions which is f satisfies
(6) and (8) on a restricted set. The proof of this proposition is given in appendix B.

Proposition 2 Let x∗ ∈ argminφλ. If for every t:

f
(

x(t)
)

≥ f (x∗) + 〈∇f (x∗) , x(t) − x∗〉+ µf

2

∥

∥

∥x(t) − x∗
∥

∥

∥

2

2
, (17)

f
(

x(t+1)
)

≥ f
(

x(t)
)

+ 〈∇f
(

x(t)
)

, x(t+1) − x(t)〉+ µf

2

∥

∥

∥x(t) − x(t+1)
∥

∥

∥

2

2
, (18)

f
(

x(t+1)
)

≤ f
(

x(t)
)

+ 〈∇f
(

x(t)
)

, x(t+1) − x(t)〉+ Lf

2

∥

∥

∥x(t) − x(t+1)
∥

∥

∥

2

2
, (19)

then

φλ

(

x(t)
)

− φλ (x
∗) ≤

(

1− µfγinc
4Lf

)t
(

φλ

(

x(0)
)

− φλ (x
∗)
)

. (20)

In addition, if
∥

∥

∥
∇f

(

x(t)
)

−∇f
(

x(t+1)
)∥

∥

∥

∗

≤ L′
f

∥

∥

∥
x(t) − x(t+1)

∥

∥

∥

2
(21)
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Algorithm 1 Homotopy

Input: λtgt > 0, ǫ > 0
Parameters: η ∈ (0, 1) , δ′ ∈ (0, 1) , Lmin > 0

y(0) ← 0, λ0 ← ‖A∗b‖∗, M ← Lmin, N ← ⌊log
(

λtgt

λ0

)

/ log (η)⌋
for t = 0, 1, . . . , N − 1 do

λt+1 ← ηλt
ǫt ← δ′λt
[y(t+1),M ]← ProxGrad φλt+1

(

y(t),M,Lmin, ǫt
)

end for
[y,M ]← ProxGrad φλtgt

(

y(N),M,Lmin, ǫ
)

Subroutine 1 [x,M ] = ProxGrad φλ
(

x(0), L0, Lmin, ǫ
′)

Parameter: γdec ≥ 1,
t← 0
repeat

[x(t+1),Mt+1]← Backtrack φλ

(

x(t), Lt
)

Lt+1 ← max{Lmin,Mt+1/γdec}
t← t+ 1

until
∥

∥Mt(x(t−1) − x(t)) +∇f
(

x(t)
)

−∇f
(

x(t−1)
)∥

∥

∗ ≤ ǫ′
x← x(t), M ←Mt

Subroutine 2 [y,M ] = Backtrack φλ (x, L)

Parameter: γinc > 1
while φλ

(

Proxλ,L (x)
)

> mλ,L
(

x,Proxλ,L (x)
)

do
L← γincL

end while
y← Proxλ,L (x) , M ← L

and
∥

∥

∥x(t) − x(t+1)
∥

∥

∥

∗

≤ θ
∥

∥

∥x(t) − x(t+1)
∥

∥

∥

2
(22)

for some constants θ and L′
f , then

ωλ

(

x(t+1)
)

≤
∥

∥

∥Mt+1(x
(t) − x(t+1)) +∇f

(

x(t+1)
)

−∇f
(

x(t)
)∥

∥

∥

∗

≤ θ

(

1 +
L′
f

µf

)

√

2γincLf

(

φλ

(

x(t)
)

− φλ (x∗)
)

. (23)

5 Convergence result

First note that since the objective function is not strongly convex if one applies the sublinear convergence
rate of proximal gradient method, the iteration complexity of the homotopy algorithm is O(1

ǫ
+
∑N

t=1
1

δ′λt
)

which can be simplified to O(1
ǫ
+ 1

δ′(1−η)λtgt
). As it was stated in the introduction, we use the structure

of this problem to provide a linear rate of convergence when assumptions similar to those needed to derive
recovery bounds hold.

Suppose b = Ax0 + z, for some x0 ∈ R
n and z ∈ R

m. Here, z is the noise vector that is added to linear
measurements from an structured model x0. Also, we define k0 := K(x0) and the constant c:

c := max
x∈Tx0−{0}

‖x‖2

k0‖x‖22
.

Note that c = 1 for ℓ1 and ℓ1,2 norms, and c ≤ 2 for nuclear norm. This follows from the fact that
K(x) = k0 when x ∈ Tx0 for ℓ1, ℓ1,2 norms, while K(x) ≤ 2k0 when x ∈ Tx0 in case of nuclear norm.
Through out this section, we assume the regularizing norm satisfies conditions 1 and 2 introduced in Section
3. Before we state the convergence theorem, we introduce an assumption:
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Assumption 1 λtgt is such that ‖A∗z‖∗ ≤ λtgt

4 . Furthermore, there exist constants r > 1 and δ ∈ (0, 1
4 ]

such that:

ρ−

(

A, ck0 (1 + γ)
2
)

ρ+ (A, 72rck0(1 + γ)γinc)
>

c

r
(24)

ρ− (A, 72rck0(1 + γ)γinc) > 0 (25)

where:

γ :=
λtgt (1 + δ) + ‖A∗z‖∗
λtgt (1− δ)− ‖A∗z‖∗ . (26)

We define k̃ = 36rck0(1 + γ)γinc. In appendix A, we provide an upper bound on the number of mea-
surement needed for (24) to be satisfied with high probability whenever rows of A are sub-Gaussian random
vectors.

The next theorem establishes the linear convergence of the proximal gradient method when ωλ

(

x(0)
)

=
min

ξ∈∂‖x(0)‖ ‖∇f (x) + λξ‖∗ is sufficiently small, while Theorem 4 establishes the overall linear rate of con-

vergence of homotopy algorithm.

Theorem 3 Let x(t) denote the tth iterate of ProxGrad φλ

(

x(0), L0, Lmin, ǫ
′
)

, and let x∗ ∈ argmin φλ (x).

Suppose Assumption 1 holds true for some r and δ, Lmin ≤ γincρ+

(

A, 2k̃
)

, and λ ≥ λtgt. If x
(0) satisfies:

K
(

x(0)
)

≤ k̃, ωλ

(

x(0)
)

≤ δλ,

then:

K
(

x(t)
)

≤ k̃, (27)

φλ

(

x(t)
)

− φλ (x
∗) ≤

(

1− 1

4γincκ

)t
(

φλ

(

x(0)
)

− φλ (x
∗)
)

, (28)

and

ωλ

(

x(t)
)

≤









1 +

√

ρ+ (A, 1)ρ+

(

A, 2k̃
)

ρ−

(

A, 2k̃
)









√

2γincρ+

(

A, 2k̃
)

(

φλ

(

x(t−1)
)

− φλ (x∗)
)

, (29)

where κ =
ρ+(A,2k̃)
ρ−(A,2k̃)

.

Theorem 4 Let y(t) denote the tth iterate of Homotopy algorithm, and let y∗ ∈ argminφλtgt (y). Suppose

Assumption 1 holds true for some r and δ, Lmin ≤ γincρ+

(

A, 2k̃
)

, and λ0 ≥ λtgt. Furthermore, suppose that

δ′ and η in the algorithm satisfy:

1 + δ′

1 + δ
≤ η. (30)

When t = 0, 1, . . . , N − 1, the number of proximal-gradient iterations for computing y(t) is bounded by

log
(

C/δ2
)

log
(

1− 1
4γincκ

)−1 , (31)

The number of proximal-gradient iterations for computing y is bounded by

log
(

Cλtgt/ǫ
2
)

log
(

1− 1
4γincκ

)−1 , (32)
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where C := 6γincκδck0 (1 + γ)

(√

ρ−

(

A, 2k̃
)

+
√

ρ+ (A, 1)κ

)2
/

ρ−

(

A, c (1 + γ)2 k0

)

and κ =
ρ+(A,2k̃)
ρ−(A,2k̃)

.

The objective gap of the output y is bounded by

φλtgt (y)− φλtgt (y
∗) ≤ 9ck0λtgt (1 + γ) ǫ

ρ−

(

A, c (1 + γ)
2
k0

) ,

while the total number of iterations for computing y is bounded by:

log
(

Cλtgt/ǫ
2
)

+ (log
(

λtgt

λ0

)

/ log (η)) log
(

C/δ2
)

log
(

1− 1
4γincκ

)−1 .

5.1 Parameters selection satisfying the assumptions

Four parameters of Lmin, λtgt, δ
′ and η should be set in the homotopy algorithm. The assumption on Lmin

is only for convenience. If Lmin > γincρ+

(

A, 2k̃
)

, one can replace γincρ+

(

A, 2k̃
)

with Lmin in the analysis.

Assumption 1 requires λtgt ≥ 4‖A∗z‖∗. This assumption on the regularization parameter is a standard
assumption that is used in the literature to provide optimal bounds for recovery error [4,7,27]. The lower
bound on λtgt, ensures γ ≤ 5+4δ

3−4δ . If we choose δ and η, we can set δ′ = (1+ δ)η− 1 to ensure that it satisfies
(30). The parameter δ is directly related to satisfiability of (24) in Assumption 1. For example, if δ = 1/12,
then γ ≤ 2 and Assumption 1 is satisfied with r = 2c if:

ρ− (A, 9ck0)

ρ+ (A, 432c2k0γinc)
>

1

2
,

ρ−
(

A, 432c2k0γinc
)

> 0.

Theoretically, the optimal choice of δ maximizes κ subject to existence of r > 1 that satisfies (24) and
(25). In appendix A, we provide an upper bound on the number of measurement needed for (24) and (25)
to be satisfied with high probability for given δ and r > 1 whenever rows of A are sub-Gaussian random
vectors. The parameter η should be chosen to be greater than 1

2 for (30) to be satisfied.

5.2 Convergence proof

The main part of the proof of Theorems 3 and 4 is establishing the fact that K
(

x(t)
)

≤ k̃. Given that

K
(

x(t)
)

≤ k̃ for all t, Proposition 1 ensures that hypothesis of Proposition 2, i.e., strong convexity and
gradient Lipschitz continuity over a restricted set, are satisfied. We adapt the same strategy as in [45] and
prove that K

(

x(t)
)

≤ k̃ in a series of three lemmas. We have written the statement of the lemmas here,
while their proofs are given in Appendix B. Lemma 1 states that if ωλ(x) does not exceed a small fraction
of λ, then x is close to x0.

Lemma 1 If ωλ(x) ≤ δλ and ρ−

(

A, c (1 + γ)
2
k0

)

> 0, then:

max {‖x− x0‖,
1

δλ
(φλ (x)− φλ (x0))} ≤

ck0 (1 + γ)
(

(1 + δ)λ+ ‖A∗z‖∗
)

ρ−

(

A, c (1 + γ)2 k0

) . (33)

Note that if λ ≥ 4‖A∗z‖∗ and δ ≤ 1
4 , we can simplify the conclusion of Lemma 1 as

max {‖x− x0‖,
1

δλ
(φλ (x)− φλ (x0))} ≤

3ck0λ (1 + γ)

2ρ−

(

A, c (1 + γ)
2
k0

)
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While the hypotheses of this lemma is true in the first step of every outer iteration of homotopy algorithm,
ωλ(x

(t)) may not be decreasing in proximal-gradient algorithm. However, the objective decreases after every
iteration of the proximal-gradient algorithm. Thus to conclude that x(t) is close to x0 in all the inner
proximal-gradient steps we can use the following lemma:

Lemma 2 Suppose Assumption 1 holds true, and λ ≥ λtgt. If

φλ (x)− φλ (x0) ≤
3ck0δλ

2 (1 + γ)

2ρ−

(

A, c (1 + γ)
2
k0

) ,

then

max { 1

2λ
‖A (x− x0)‖22, ‖x− x0‖} ≤

9ck0λ (1 + γ)

2ρ−

(

A, c (1 + γ)
2
k0

) .

The proofs of Lemma 1 and Lemma 2 generalize the proofs of the corresponding lemmas in [45] given
for ℓ1 norm to norms that satisfy Condition 2 using the structure of ∂‖x0‖ given by (9). The last lemma
provides an upper bound on K (x+), where x+ is produced via a proximal-gradient step on x, as long as x
satisfies the conclusion of Lemma 2 and Assumption 1 holds. The proof of Lemma 3 uses a slightly different
approach than the one given in [45] resulting in a simpler requirement on k̃ in Assumption 1.

Lemma 3 Let x+ = Proxλ,L (x) and suppose Assumption 1 holds true, and λ ≥ λtgt. If L ≤ γincρ+

(

A, 2k̃
)

and

max { 1

2λ
‖A (x− x0)‖22, ‖x− x0‖} ≤

9ck0λ (1 + γ)

2ρ−

(

A, c (1 + γ)
2
k0

) ,

then K (x+) ≤ k̃.

5.3 Proof of Theorem 3

First we show that Lt ≤ γincρ+

(

A, 2k̃
)

and K
(

x(t)
)

≤ k̃ for all t ≥ 0. The inequalities hold true for t = 0

by the hypothesis. Suppose Lt ≤ γincρ+

(

A, k̃
)

and K
(

x(t)
)

≤ k̃ for some t ≥ 0. Since φλ

(

x(t)
)

≤ φλ

(

x(0)
)

,

by Lemma 2, we have:

max { 1

2λ

∥

∥

∥A
(

x(t) − x0

)∥

∥

∥

2

2
,
∥

∥

∥x(t) − x0

∥

∥

∥} ≤ 9ck0λ (1 + γ)

2ρ−

(

A, c (1 + γ)
2
k0

) .

By Lemma 2, Lemma 3 and Theorem 2, for any L ≤ γincρ+

(

A, 2k̃
)

K
(

Proxλ,L

(

x(t)
))

≤ k̃,

K
(

Proxλ,L

(

x(t)
)

− x(t)
)

≤ 2k̃.

Now we can use Proposition 1 to conclude that Mt+1 ≤ γincρ+

(

A, 2k̃
)

hence Lt+1 ≤ Mt+1/γdec ≤
γincρ+

(

A, 2k̃
)

. In addition, by Lemma 3, K
(

x(t+1)
)

= K
(

Proxλ,Mt+1

(

x(t)
))

≤ k̃.

Since Proxλ,L(x
∗) = x∗ for any L > 0, by Lemmas 1, 2, and 3, K (x∗) ≤ k̃. By Theorem 2, we have:

K
(

x(t+1) − x(t)
)

≤ 2k̃, K
(

x(t) − x∗
)

≤ 2k̃,
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which yields
∥

∥

∥A∗A
(

x(t+1) − x(t)
)∥

∥

∥

∗

= max
a∈G‖·‖

〈a,A∗A
(

x(t+1) − x(t)
)

〉

= max
a∈G‖·‖

〈Aa,A
(

x(t+1) − x(t)
)

〉 ≤
√

ρ+ (A, 1) ρ+

(

A, 2k̃
)∥

∥

∥x(t+1) − x(t)
∥

∥

∥

2
. (34)

Now Proposition 1 and (34) ensure that all the hypotheses of Proposition 2 are satisfied with µf =

ρ−

(

A, 2k̃
)

, Lf = ρ+

(

A, 2k̃
)

. L′
f =

√

ρ+ (A, 1) ρ+

(

A, 2k̃
)

and θ = 1. Thus the conclusion follows from

Proposition 2.

5.4 Proof of Theorem 4

Let y∗t ∈ argmin φλt
(y) . For the ease of notation let λN+1 ← λtgt. First we show that ωλt+1

(

y(t)
)

≤ δλt+1

and K
(

y(t)
)

≤ k̃ for t = 0, 1, . . . , N . When t = 0, we have y(0) = 0 and λ0 = ‖A∗b‖∗. Therefore, K(y(0)) = 0
and

ωλ1(y
(0)) = min

ξ∈∂‖0‖
‖A∗b+ λ1ξ‖∗

Since
−A∗b

λ0
∈ ∂‖0‖

≤
∥

∥

∥

∥

A∗b− λ1

λ0
A∗b

∥

∥

∥

∥

∗

= (1− η)λ0 ≤ δλ1,

where in the last inequality we used (30). Suppose ωλt

(

y(t−1)
)

≤ δλt and K
(

y(t−1)
)

≤ k̃. By Theorem 3,
we have:

K
(

y(t)
)

≤ k̃.

By (16), the stopping condition in the proximal gradient algorithm ensures ωλt

(

y(t)
)

≤ δ′λt. Therefore,

there exists ξ ∈ ∂
∥

∥y(t)
∥

∥ such that
∥

∥A∗
(

Ay(t) − b
)

+ λtξ
∥

∥

∗ ≤ δ′λt. Now using hypothesis (30), we get:

ωλt+1

(

y(t)
)

≤
∥

∥

∥A∗
(

Ay(t) − b
)

+ λt+1ξ
∥

∥

∥

∗

≤
∥

∥

∥A∗
(

Ay(t) − b
)

+ λtξ
∥

∥

∥

∗

+ ‖(λt+1 − λt) ξ‖∗

≤ ωλt

(

y(t)
)

+ (λt − λt+1) ≤ (−1 + (δ′ + 1) /η)λt+1 ≤ δλt+1.

By Lemma 1 and the comment that follows it, for all t = 0, . . . , N , we have
∥

∥

∥y(t) − y∗t+1

∥

∥

∥ ≤
∥

∥

∥y(t) − x0

∥

∥

∥+
∥

∥y∗t+1 − x0

∥

∥

≤ ck0 (1 + γ)
(

(2 + δ) λt+1 + 2‖A∗z‖∗
)

ρ−

(

A, c (1 + γ)
2
k0

)

≤ 3ck0 (1 + γ)λt+1

ρ−

(

A, c (1 + γ)
2
k0

) .

Hence

φλt+1

(

y(t)
)

− φλt+1

(

y∗t+1

)

≤ 〈ωλt+1

(

y(t)
)

, y(t) − y∗t+1〉

≤ ωλt+1

(

y(t)
)∥

∥

∥y(t) − y∗t+1

∥

∥

∥

≤ 3δck0 (1 + γ)λ2
t+1

ρ−

(

A, c (1 + γ)
2
k0

) .
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Fig. 1: Comparison of homotopy, proximal-gradient and accelerated proximal-gradient algorithms for problem
1

Now the upper bounds in (31) and (32) on the number of inner iterations follow from the second conclusion
in Theorem 3.

By (60), we have

‖y − y∗‖ ≤ ‖y − y0‖+ ‖y0 − y∗‖ ≤ 9ck0λtgt (1 + γ)

ρ−

(

A, c (1 + γ)
2
k0

) .

By convexity of φλtgt , we get:

φλtgt (y)− φλtgt (y
∗) ≤ 〈ωλtgt

(y), y − y∗〉

≤ 9ck0λtgt (1 + γ) ǫ

ρ−

(

A, c (1 + γ)
2
k0

) .

6 Numerical Experiments

We consider two problems. The details of each problem are summarized in the following table:

Problem 1 Problem 2

Objective 1
2‖A vec(X) + b‖22 + λ‖X‖∗ 1

2‖A vec(X) + b‖22 + λ‖X‖1,2
dimension of X0 300× 300 50× 1000

K(X0) rank(X0) = 10 # of non-zero columns of X0 = 50
#of samples m = 20000 m = 18000

b A vec(X0) + z A vec(X0) + z
Ai,j sampled from N (0, 1/

√
m) {−1/√m, 1/

√
m} uniformly at rand.

zi sampled from U(−0.005, 0.005) U(−0.005, 0.005)

In the homotopy algorithm, λ0 =
∥

∥AT b
∥

∥

∗
and λtgt = 4

∥

∥AT z
∥

∥

∗
, while in the proximal-gradient algorithm

λ = λtgt. The default values of η and δ′ in the homotopy algorithm are η = 0.6, δ′ = 0.2.
Problem 1. Figure 1 demonstrates the overall linear rate of convergence of proximal-gradient homotopy

algorithm (homotopy) applied to this problem and compares it with proximal-gradient algorithm (PG) and
its accelerated version (APG). As rank vs. iteration plot demonstrates, the proximal-gradient algorithm
speeds up to a linear rate when the rank drops to a certain level, while the homotopy algorithm keeps the
rank at a level that ensures a linear rate of convergence.

We examine the performance of homotopy algorithm with three different values of η and δ′ in Figure 2.
For η to satisfy the condition of Theorem 4, it is necessary that η > 0.5. However, as Figure 2 demonstrates,
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Fig. 2: (a), (b): Performance of homotopy algorithm with δ′ = 0.2 and three different values of η,
(c), (d): Performance of homotopy algorithm with η = 0.6 and three different values of δ′

one can choose η ≤ 0.5 and still get an overall linear rate of convergence. For example, when η = 0.2, at the
beginning of the last stage where λ = λtgt, X

(k) is not low-rank and the algorithm has a sublinear rate of
convergence, but nevertheless the algorithm converges faster with η = 0.2 than η = 0.7. Homotopy algorithm
appears to be even less sensitive to δ′. As δ′ gets closer to 1, the rank of X(k) jumps higher, which can cause
a slowdown in convergence specially at the beginning of each stage.

In Figure 3a, we have compared recovery error of the following algorithms: SVP, FPC, APGL, homotopy,
proximal-gradient and its accelerated version. In SVP we provide the algorithm with the rank of X0, while in
SVP2 we use the same heuristic that is proposed in [15] to estimate the rank (other algorithms do not receive
the rank of X0).We have implemented the FPC algorithm with the backtracking procedure which improves
the performance of the algorithm. Both APGL and APGL2 have been implemented with continuation over
λ with the latter utilizing an extra truncation heuristic proposed in [41]. The method of continuation for
APGL is the same as the one proposed in [41]; we reduce λ by a factor of 0.7 after three iterations or
whenever the stopping criterion is met whichever comes first. In FPC and APGL similar to the homotopy
algorithms, λ0 =

∥

∥AT (b)
∥

∥

∗
and λtgt = 4

∥

∥AT (z)
∥

∥

∗
. We have used the default values of the parameters in

all the algorithms. Note that APGL2 has an extra truncation procedure which improves the recovery error.
Finally, Figure 3b shows the objective gap for the algorithms for which the quantity is meaningful.

Problem 2. Figure 4 demonstrates the linear convergence of homotopy algorithm for this problem and
compares the performance with that of proximal-gradient algorithm and its accelerated version. Similar to
problem 1, homotopy algorithm keeps the number of non-zero columns below a certain level. In homotopy
algorithm δ′ = 0.2 and η = 0.6.
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Fig. 3: Comparison between SVP, FPC, APGL, homotopy, proximal-gradient and its accelerated version
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Appendix A

In this section we give a lower bound on the number of measurements m that suffice for the existence of r > 1 in Assumption 1
with high probability when A is sampled from a certain class of distributions. To simplify the notation we assume that B = I;
therefore, 〈x, y〉 = xT y. Given a random variable z the sub-Gaussian norm of z is defined as:

‖z‖ψ2
= inf{β > 0 |Eψ2

( |z|
β

)

≤ 1},

where ψ2(x) = ex
2 − 1. For an n dimensional random vector w ∼ P the sub-Gaussian norm is defined as

‖w‖ψ2
= sup
u∈Sn−1

‖〈w, u〉‖ψ2
.

P is called isotropic if E
[

〈w, u〉2
]

= 1 for all u ∈ Sn−1. Two important examples of sub-Gaussian random variables are
Gaussian and bounded random variables. Suppose A : Rn 7→ R

m is given by:

(Ax)i =
1√
m
〈Ai, x〉 ∀i ∈ {1, 2, . . . , m}, (35)

where Ai, 1 ≤ i ≤ m are iid samples from an isotropic sub-Gaussian distribution P on R
n. Two important examples are

standard Gaussian vector Ai ∼ N (0, In) and random vector of independent Rademacher variables 1. We want to bound the
following probabilities for θ ∈ (0, 1):

P (ρ−(A, k) < 1− θ) (36)

P (ρ+(A, k) > 1 + θ). (37)

When Ai ∼ N (0, In) for all i, one can use the generalization of Slepian’s lemma by Gordon [11] alongside concentration
inequalities for Lipschitz function of Gaussian random variable to derive (see, for example, [17, chapter 15]):

P (
√

ρ−(A, k) <

√

m

m+ 1
− θ) ≤ e−mθ2

8 ,

P (
√

ρ+(A, k) > 1 + θ) ≤ e−mθ2

8 ,

whenever,

θ ≥ 2G(k)√
m

.

Here, G is defined as:
G(k) := E sup

u∈
√
kB‖·‖∩Sn−1

|〈u, g〉|,

where g ∼ N (0, In). For sub-Gaussian case, we use a result by Mendelson et al.[24, Theorem 2.3]. Using Talgrand’s generic
chaining theorem [40, Theorem 2.1.1], the authors have given a result, which similar to the Gaussian case depends on G(k).
Their result in our notation states:

Proposition 3 Suppose A is given by (35). If P is an isotropic distribution and ‖A1‖ψ2
≤ α, then there exist constants c1

and c2 such that

ρ−(A/
√
m,k) ≥ 1− θ, (38)

ρ+(A/
√
m,k) ≤ 1 + θ, (39)

with probability exceeding 1− exp (−c2θ2m/α4) whenever

θ ≥ c1α2G(k)√
m

.

Suppose λtgt = 4‖A∗z‖∗, which sets γ = 5+4δ
3−4δ

. We can state the following proposition based on Proposition 3 :

Proposition 4 Let r > 1, k̃ = 36rck0(1 + γ)γinc and k̄ = ck0(1 + γ)2. If m ≥ c1α
4

(r−1)2
(G(2k̃)2 + r2G(k̄)2), then r satisfies

Assumption 1 with probability exceeding 1− exp(c2(r − 1)2m/r2α2).

The proof is a simple adaptation of proof of Theorem 1.4 in [24] which we omit here. To compare this with the number of
measurements sufficient for successful recovery within a given accuracy, by combining (59) in the proof Lemma 1 and Proposition
3 we get:

Proposition 5 Let r > 1, k̄ = ck0(1 + γ)2 and x∗ ∈ argminφλ(x). If m ≥ c1α
4r2

(r−1)2
G(k̄)2, then ‖x∗ − x0‖2 ≤ c2rλ

√
ck0 with

probability exceeding 1− exp(c2(r − 1)2m/r2α2).

Note that this bound on m in case of l1, l1,2 and nuclear norms orderwise matches the lower bounds given by minimax
rates in [33], [19] and [37].

1 For general psd B, the example are Ai = B− 1
2A′

i with A′
i ∼ N (0, In) or A′

i,j Rademacher for all j.
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Appendix B

B.1 Proof of Theorem 1

Sufficiency. First consider the case where k = 1 and x = γ1a1 with γ1 > 0. Note that a1 ∈ ∂‖x‖ = ∂‖a1‖ because ‖a1‖∗ = 1
for all a1 ∈ G‖·‖ and 〈a1, x〉 = γ1 = ‖x‖. Define:

C = {ξ − a1|ξ ∈ ∂‖a1‖}.

Note that C is a convex set that contains the origin. Moreover, C is orthogonal to a1. We claim that (9) is satisfied with
T⊥
a1

= spanC. To establish the claim, we first prove that C is symmetric and is contained in the dual norm ball. Let v ∈ C and
ξ = a1 + v ∈ ∂‖a1‖. By (4), 〈a1, ξ〉 = ‖ξ‖∗ = 1. Therefore,

a1 ∈ argmax
a∈G‖·‖

〈a, ξ〉

and we can apply the hypothesis of the theorem (in particular statement I) to obtain an orthonormal representation for ξ:

ξ = a1 +
l

∑

i=1

ηibi.

Now by statement II in the hypothesis we get:

‖v‖∗ = max
i
ηi ≤ ‖ξ‖∗ ≤ 1.

Let ξ′ = a1 −
∑l
i=1 ηibi. By the hypothesis, ‖ξ′‖∗ = max{1,maxi ηi} = 1. Also, 〈ξ′, a1〉 = 1 hence ξ′ ∈ ∂‖a1‖ and −v ∈ C.

Let v ∈ spanC with ‖v‖∗ ≤ 1. Since C is a symmetric convex set, there exists λ ∈ (0, 1] such that λv ∈ C (i.e., C is
absorbing in spanC). Define z = a1 + λv which is in ∂‖a1‖. Since 〈a1, z〉 = ‖z‖∗ = 1, we can write z as

z = a1 +
k′
∑

i=1

νici,

where {ci|i = 1, . . . , k′} ⊂ G‖·‖ and {νi ≥ 0|i = 1, . . . , k′} satisfy the hypothesis of the theorem. In particular, since

v = 1/λ
∑k′

i=1 νici, we have maxi νi/λ ≤ 1. Hence ‖a1 + v‖∗ = max{1, ν1/λ, . . . νt′/λ} = 1 and a1 + v ∈ ∂‖a1‖. Therefore,

∂‖a1‖ = {a1 + v|v ∈ spanC, ‖v‖∗ ≤ 1}.

Now suppose that x =
∑k
i=1 γiai with k > 1. Note that

∑k
i=1 ai ∈ ∂‖x‖ since

∥

∥

∥

∑k
i=1 ai

∥

∥

∥

∗
= 1 and 〈∑k

i=1 ai, x〉 =
∑k
i=1 γi = ‖x‖. Let ξ ∈ ∂‖x‖ and define v = ξ −∑k

i=1 ai. We can write:

‖x‖ =
k

∑

i=1

γi = 〈ξ, x〉 =
k

∑

i=1

γi〈ξ, ai〉

⇒ ∀i ∈ {1, 2, . . . , k} : 〈ξ, ai〉 = 1⇒ ∀i ∈ {1, 2, . . . , k} : ξ ∈ ∂‖ai‖. (40)

Also, since
∑k
i=1 ai ∈ ∂‖ai‖, (40) results in:

∀i ∈ {1, 2, . . . , k} : v ∈ T⊥
ai
. (41)

Since ξ =
∑k
i=1 ai + v ∈ ∂‖a1‖, we have

∥

∥

∥

∑k
i=2 ai + v

∥

∥

∥

∗
= 1 hence

∑k
i=2 ai + v ∈ ∂‖a2‖. By induction, we conclude that

ak + v ∈ ∂‖ak‖. This implies ‖v‖∗ ≤ 1.

Let v′ ∈ ∩i∈{1,2,...,k}T
⊥
ai

with ‖v′‖∗ ≤ 1 and define ξ′ =
∑k
i=1 ai + v′. We will prove that ‖ξ′‖∗ ≤ 1 and hence ξ′ ∈ ∂‖x‖ .

To prove this we use induction. Define

zl =
k

∑

i=k−l+1

ai + v′ ∀l ∈ {1, 2, . . . , k}.

Note that ‖z1‖∗ ≤ 1 since z1 = ak + v′ ∈ ∂‖ak‖. Suppose ‖zl′‖∗ ≤ 1 for some l′ < k. We prove that
∥

∥zl′+1

∥

∥

∗ ≤ 1. We have
∑k
i=k−l′+1 ai ∈ T⊥

ak−l′
because

∑k
i=k−l′ ai = ak−l′ +

∑k
i=k−l′+1 ai ∈ ∂

∥

∥ak−l′
∥

∥. Combining this with the fact that v′ ∈ T⊥
ak−l′

,

we get zl′ ∈ T⊥
ak−l′

. Therefore, zl′+1 = ak−l′ + zl′ ∈ ∂
∥

∥ak−l′
∥

∥ hence
∥

∥zl′+1

∥

∥

∗ ≤ 1. Thus ‖ξ′‖∗ = ‖zk‖∗ ≤ 1. We conclude that:

∂‖x‖ = {
k

∑

i=1

ai + v|v ∈
k
⋂

i=1

T⊥
ai
, ‖v‖∗ ≤ 1}. (42)
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Necessity. For any a ∈ G‖·‖, we have:

〈a, a〉 = 1,

∀b ∈ G‖·‖ : 〈b, a〉 ≤ ‖b‖2‖a‖2 = 1.

That implies ‖a‖∗ = 1 and a ∈ ∂‖a‖. Since a ∈ Ta, we conclude that:

∂‖a‖ = {a + v|v ∈ T⊥
a , ‖v‖∗ ≤ 1}. (43)

Take γ1 = 〈a1, x〉 = ‖x‖∗ and let ∆1 = x − γ1a1. If ∆1 = 0, then take k = 1 and x = γ1a1. Suppose ∆1 6= 0. Since
∥

∥

∥

1
γ1
x
∥

∥

∥

∗
= 1 and 〈a1, 1

γ1
x〉 = ‖a1‖ = 1, we can conclude that 1

γ1
x ∈ ∂‖a1‖. Furthermore, we have

PTa1
⊥ (x) = x− γ1PTa1

(
1

γ1
x) = x− γ1a1 = ∆1 (44)

⇒ ∆1 ∈ T⊥
a1
.

Now we introduce a lemma that will be used in the rest of the proof.

Lemma 4 Suppose a ∈ G‖·‖ and y ∈ T⊥
a − {0}. If z ∈ B‖·‖ is such that ‖y‖∗ = 〈y, z〉, then z ∈ T⊥

a .

Proof Without loss of generality assume that ‖y‖∗ = 1. It suffices to show that if b ∈ G‖·‖ and 〈y, b〉 = 1, then b ∈ T⊥
a . Consider

such b ∈ G‖·‖. By (43), ‖a+ y‖∗ = 1. That results in:

1 ≥ 〈a+ y, b〉 = 〈a, b〉+ 1⇒ 0 ≥ 〈a, b〉.

By considering −y and −b we get that 〈a, b〉 = 0. Since 〈a+ y, b〉 = ‖b‖ = 1, we can conclude that a + y ∈ ∂‖b‖. Since
〈y, b〉 = 1 and ‖y‖∗ = 1, y ∈ ∂‖b‖. Combining these two conclusions, we get:

y ∈ ∂‖b‖, a+ y ∈ ∂‖b‖ ⇒ a ∈ T⊥
b

(43)
==⇒ ‖a+ b‖∗ ≤ 1⇒ a + b ∈ ∂‖a‖ ⇒ b ∈ T⊥

a

⊓⊔

Suppose that there exist l ∈ {1, 2, . . . , k}, an orthogonal set {ai ∈ G‖·‖| i = 1, 2, . . . , l}, and a set of coefficients {γi ≥ 0| i =
1, 2, . . . , l} such that x =

∑l
i=1 γiai +∆l, ∆l ∈ ∩li=1T

⊥
ai
, and:

∂

∥

∥

∥

∥

∥

l
∑

i=1

ai

∥

∥

∥

∥

∥

= {
l

∑

i=1

ai + v|v ∈
l
⋂

i=1

T⊥
ai
, ‖v‖∗ ≤ 1}. (45)

By Lemma 4, there exists al+1 ∈ G‖·‖ such that al+1 ∈ ∩li=1T
⊥
ai

and 〈al+1, ∆l〉 = ‖∆l‖∗. Take γl+1 = 〈al+1,∆l〉 = ‖∆l‖∗

and let ∆l+1 = ∆l − γl+1al+1. We have ∆l+1 ∈
⋂l
i=1 T

⊥
ai

because {∆l, al+1} ⊂
⋂l
i=1 T

⊥
ai
. Since

∥

∥

∥

1
γl+1

∆l

∥

∥

∥

∗
= 1 and

〈al+1,
1

γl+1
∆l〉 = ‖al+1‖ = 1, we can conclude that 1

γl+1
∆l ∈ ∂‖al+1‖. Using the same reasoning as in (44), we have ∆l+1 ∈

T⊥
al+1

hence ∆l+1 ∈
⋂l+1
i=1 T

⊥
ai
.

By decomposability assumption there exists e ∈ R
n and a subspace T such that:

∂

∥

∥

∥

∥

∥

l+1
∑

i=1

ai

∥

∥

∥

∥

∥

= {e+ v|v ∈ T⊥, ‖v‖∗ ≤ 1}. (46)

We claim that

e =

l+1
∑

i=1

ai (47)

T⊥ =

l+1
⋂

i=1

T⊥
ai
. (48)

To prove the first claim, it is enough to show that
∑l+1
i=1 ai ∈ ∂

∥

∥

∥

∑l+1
i=1 ai

∥

∥

∥. Note that
∥

∥

∥

∑l+1
i=1 ai

∥

∥

∥

∗
≤ 1 since

∑l+1
i=1 ai =

∑l
i=1 ai + al+1 ∈ ∂

∥

∥

∥

∑l
i=1 ai

∥

∥

∥
which is given by (45). Now we can write:

l+ 1 = 〈
l+1
∑

i=1

ai,

l+1
∑

i=1

ai〉 ≤
∥

∥

∥

∥

∥

l+1
∑

i=1

ai

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

l+1
∑

i=1

ai

∥

∥

∥

∥

∥

∗

≤
∥

∥

∥

∥

∥

l+1
∑

i=1

ai

∥

∥

∥

∥

∥

.
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On the other hand, by triangle inequality,

∥

∥

∥

∥

∥

l+1
∑

i=1

ai

∥

∥

∥

∥

∥

≤
∥

∥

∥

∥

∥

l
∑

i=1

ai

∥

∥

∥

∥

∥

+ ‖al+1‖ = l + 1,

thus
∥

∥

∥

∥

∥

l+1
∑

i=1

ai

∥

∥

∥

∥

∥

= 〈
l+1
∑

i=1

ai,

l+1
∑

i=1

ai〉.

Therefore,
∑l+1
i=1 ai ∈ ∂

∥

∥

∥

∑l+1
i=1 ai

∥

∥

∥
. Since

∑l+1
i=1 ai ∈ T∑l+1

i=1 ai
= T , we conclude that:

∂

∥

∥

∥

∥

∥

l+1
∑

i=1

ai

∥

∥

∥

∥

∥

= {
l+1
∑

i=1

ai + v|v ∈ T⊥, ‖v‖∗ ≤ 1}.

To prove (48), we first show that
⋂l+1
i=1 T

⊥
ai
∈ T⊥. Let ξ = e+v with v ∈ ⋂l+1

i=1 T
⊥
ai
. Note that ‖al+1 + v‖∗ ≤ 1 since al+1+v ∈

∂‖al+1‖. Furthermore, al+1 + v ∈ ⋂l
i=1 T

⊥
ai
, which in turn implies

∑l+1
i=1 ai + v ∈ ∂

∥

∥

∥

∑l
i=1 ai

∥

∥

∥ hence
∥

∥

∥

∑l+1
i=1 ai + v

∥

∥

∥

∗
≤ 1.

Additionally, we have:

〈
l+1
∑

i=1

ai + v,

l+1
∑

i=1

ai〉 =
∥

∥

∥

∥

∥

l+1
∑

i=1

ai

∥

∥

∥

∥

∥

= l+ 1.

Hence ξ ∈ ∂
∥

∥

∥

∑l+1
i=1 ai

∥

∥

∥ and v ∈ T⊥.

Now, let ξ′ =
∑l+1
i=1 ai + v′ ∈

∥

∥

∥

∑l+1
i=1 ai

∥

∥

∥. Note that:

〈ξ′,
l+1
∑

i=1

ai〉 = 〈ξ′,
l

∑

i=1

ai〉+ 〈ξ′, al+1〉 = l + 1⇒ 〈ξ′,
l

∑

i=1

ai〉 = l, 〈ξ′, al+1〉 = 1⇒ ξ′ ∈ ∂
∥

∥

∥

∥

∥

l
∑

i=1

ai

∥

∥

∥

∥

∥

∩ ∂‖al+1‖

=⇒ v′ ∈
l
⋂

i=1

T⊥
ai
,
l

∑

i=1

ai + v′ ∈
l
⋂

i=1

T⊥
ai
;

moreover,
∑l
i=1 ai ∈ T⊥

al+1
since

∑l+1
i=1 ai ∈ ∂‖al+1‖. This implies v ∈ ⋂l+1

i=1 T
⊥
ai

which completes the proof of (48).

Because ai /∈ T⊥
ai

for all i ∈ {1, 2, . . . , l + 1}, dim(∩l+1
i=1T

⊥
ai
) ≤ n − l − 1. Hence there exists k ≤ n, an orthogonal set

{ai ∈ G‖·‖, i = 1, 2, . . . , k}, and a set of coefficients {γi ≥ 0, i ∈ {1, 2, . . . , k}} such that x =
∑k
i=1 γiai and:

∂

∥

∥

∥

∥

∥

k
∑

i=1

ai

∥

∥

∥

∥

∥

= {
k

∑

i=1

ai + v | v ∈
k
⋂

i=1

T⊥
ai
, ‖v‖∗ ≤ 1}. (49)

That proves ‖x‖ = 〈∑k
i=1 ai, x〉 =

∑k
i=1 γi.

To prove statement II, we first prove that ai ∈ T⊥
aj

for all i, j ∈ {1, 2, . . . , k}. By (49),
∥

∥

∥

∑k
i=1 ai

∥

∥

∥

∗
≤ 1. We can write:

〈
k

∑

i=1

ai, aj〉 = 1⇒
k

∑

i=1

ai ∈ ∂‖aj‖ ⇒
k

∑

i=1

ai − aj ∈ T⊥
aj
,

∥

∥

∥

∥

∥

k
∑

i=1

ai − aj
∥

∥

∥

∥

∥

∗

≤ 1,

Now the claim follows from Lemma 4.
Let l = |{ηi|ηi 6= 0}|. If l = 0, the statement is trivially true. Suppose the statement is true when l = l′ − 1 for some

l′ ∈ {1, . . . , n} and consider the case where l = l′. Suppose that |ηj | = maxi |ηi|. By proper normalization we can assume that
ηj = 1. Let y =

∑

i6=j ηiai. We can deduce the following properties for y:

∀i 6= j : ai ∈ T⊥
aj
⇒ y ∈ T⊥

aj
,

‖y‖∗ = max
i6=j
|ηi| ≤ 1.

By the decomposability assumption
∑k
i=1 ηiai = aj + y ∈ ∂‖aj‖ hence

∥

∥

∥

∑k
i=1 ηiai

∥

∥

∥

∗
≤ 1. Hence

∥

∥

∥

∑k
i=1 ηiai

∥

∥

∥

∗
= 1. ⊓⊔

Remark 1 Let x =
∑K(x)
i=1 γiai. Since T⊥

x =
⋂K(x)
i=1 T⊥

ai
, a more general version of lemma 4 holds:

Lemma 5 Suppose x ∈ R
n and y ∈ T⊥

x − {0}. If z ∈ B‖·‖ is such that ‖y‖∗ = 〈y, z〉, then z ∈ T⊥
x .

We state and prove a dual version of Lemma 5, which will be used in the proof of Lemma 1 and Lemma 2.

Lemma 6 Let x ∈ R
n. If y ∈ T⊥

x , then there exists z ∈ T⊥
x ∩ B‖·‖∗ such that ‖y‖ = 〈y, z〉.
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Proof If y = 0, then the lemma is trivially true. If y 6= 0, then:

y

‖y‖ ∈ T
⊥
x ∩ {x | ‖x‖ = 1} ⇒ ∃z ∈ T⊥

x such that
y

‖y‖ ∈ argmax
a∈T⊥

x ∩B‖·‖

〈a, z〉.

Therefore, by Lemma 5, we get

‖z‖∗ = max
a∈T⊥

x ∩G‖·‖

〈a, z〉 ≤ 〈 y‖y‖ , z〉 ≤ ‖z‖
∗ ⇒ 〈 y‖y‖ , z〉 = ‖z‖

∗ ⇒ 〈y, z

‖z‖∗ 〉 = ‖y‖

⊓⊔

B.2 Proof of Theorem 2

First, we introduce a lemma.

Lemma 7 Let {a1, . . . , ak} be an orthogonal subset of G‖·‖ that satisfies II in Theorem 1. Let y =
∑k
i=1 βiai, with βi ∈ R for

all i, then
K(y) = |{i | βi 6= 0}|.

Proof Let k′ = |{i | βi 6= 0}|. Without loss of generality assume that βi 6= 0 for i ≤ k′ and βi = 0 for i > k′. Let ηi = sgn(βi)
and a′i = sgn(βi)ai for all i ≤ k′. Since a1, . . . , ak satisfy condition II in the orthogonal representation theorem, so do a′1, . . . , a

′
k′
.

Now we show that y and a′1, . . . , a
′
k′

satisfy condition I. By (11),
∥

∥

∥

∑k′

i=1 a
′
i

∥

∥

∥

∗
≤ 1. Therefore,

‖y‖ ≥ 〈
k′
∑

i=1

a′i, y〉 =
k′
∑

i=1

|βi|, ‖y‖ =

∥

∥

∥

∥

∥

∥

k′
∑

i=1

βia
′
i

∥

∥

∥

∥

∥

∥

≤
k′
∑

i=1

|βi| ⇒ ‖y‖ =
k′
∑

i=1

|βi|.

Therefore, by the orthogonal representation theorem, ey =
∑k′

i=1 a
′
i. Thus K(y) = ‖ey‖22 = k′. ⊓⊔

For any x ∈ R
n − {0} define

l(x) = min{l | x =
l

∑

i=1

αibi, b1, . . . , bl ⊆ G‖·‖, αi ∈ R}.

Define l(0) = 0. Now the proof is a simple consequence of the following lemma:

Lemma 8 For all x ∈ R
n, l(x) = K(x).

Proof K(x) ≥ l(x) by the definition of l(x). We prove that K(x) = l(x) by induction on K(x). When K(x) ∈ {0, 1}, the
statement is trivially true. Suppose the statement is true when K(x) ∈ {0, 1, 2, . . . , k − 1}. Consider the case where K(x) = k.
By way of contradiction, suppose l(x) < K(x). Let

x =
k

∑

i=1

γiai, (50)

where γ1, . . . , γk and a1, . . . , ak are given by the orthogonal representation theorem. If l(x) = 1, then:

k
∑

i=1

γiai = α1b1,

for some α1 6= 0 and b1 ∈ G‖·‖. Since |α1|= ‖α1b1‖ = ‖x‖ =
∑k
i=1 γi, either b1 or −b1 can be written as convex combination

of a1, . . . , ak which contradicts the fact that b1 ∈ G‖·‖.
If l(x) = l > 1, we can write x as:

x =
l

∑

i=1

αibi, (51)

with {b1, . . . , bl} ⊆ G‖·‖. By turning bi to −bi without loss of generality we assume that αi > 0 for all i. Let u = 2α1b1 and

v = 2
∑l
i=2 αibi and note that x = (u + v)/2. Let C = Cone{a1, a2, . . . , ak}. Let intC and bdC denote the interior and the

boundary of C, respectively. Note that u /∈ intC because by Lemma 7, if u ∈ intC, then K(u) = k; however, l(u) = 1. Now we
consider two cases for v.
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uu′xv′v

C

Fig. 5: Relative position of u′ and v′ on the line segment between u and v.

Case 1. If v ∈ intC, then we can write v as a conic combination of a1, a2, . . . , ak with positive coefficients:

v = 2
l

∑

i=2

αibi =
k

∑

i=1

ciai,

where ci > 0 for all i.
Case 2. If v /∈ intC. let L = {θu+(1− θ)v | θ ∈ [0, 1]}. Since L intersects the interior of C at x and {u, v} /∈ intC, there exists u′, v′

such that L∩bdC = {u′, v′}. Suppose v′ is on the line segment between v and x (see Figure 5). Let L′ = {θu+(1−θ)v′ | θ ∈
[0, 1]} and note that x ∈ L′. Since v′ ∈ bdC, it can be written as conic combination of at most k− 1 of a1, . . . , ak . Without

loss of generality assume that v′ =
∑k
i=2 βiai. For some θ ∈ (0, 1):

x = θu+ (1− θ)v′ = α′
1b1 +

k
∑

i=2

β′
iai,

where α′
1 = 2θα1 and β′

i = (1 − θ)βi. Using the representation in (50), we get:

α′
1b1 = γ1a1 +

k
∑

i=2

(γi − β′
i)ai.

We have l(α′
1b1) = 1, and by Lemma 7, K(α′

1b1) = 1+ |{i|γi 6= β′
i, i = 2, . . . , k}|. Therefore, γi = β′

i for all i = 2, . . . , k and
b1 = a1. Combining the previous fact with (50) and (51), we get:

x− α1a1 = (γ1 − α1)a1 +
k

∑

i=2

γiai =
l

∑

i=2

αibi. (52)

If γ1 = α1, by the induction hypothesis k = l , which is a contradiction. Now, suppose γ1 − α1 6= 0. In both cases we
produced a point y = v such that K(y) = k and l(y) ≤ l − 1. We can continues this procedure until we get a y such that
K(y) = k and l(y) = 1, which gives us the contradiction. ⊓⊔

B.3 Proof of Proposition 2

In iteration t + 1 when the backtrack procedure stops, the following inequality holds true:

φλ(x
(t+1)) ≤ mMt+1

(x(t), x(t+1)) = min
x
f(x(t)) + 〈∇f(x(t)), x− x(t)〉+ Mt+1

2

∥

∥

∥x− x(t)
∥

∥

∥

2

2
+ λ‖x‖

≤ min
x
φλ(x) +

Mt+1

2

∥

∥

∥x− x(t)
∥

∥

∥

2

2
. (53)

On the other hand, by (19), we have

φλ(x
(t+1)) ≤ mLf

(x(t), x(t+1)),

which ensures Mt+1 ≤ γincLf since mL(x
(t), x(t+1)) is non-decreasing in L. By (17), we have:

φλ(x
(t)) ≥ φλ(x∗) +

µf

2

∥

∥

∥x(t) − x∗
∥

∥

∥

2

2
. (54)
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If we confine x to {αx∗ + (1− α)x(t) | 0 ≤ α ≤ 1}, inequality (53) combined with (54) results in

φλ(x
(t+1)) ≤ min

α∈[0,1]
{φλ(αx∗ + (1− α)x(t)) + α2Mt+1

2

∥

∥

∥x(t) − x∗
∥

∥

∥

2

2
}

≤ min
α∈[0,1]

{αφλ(x∗) + (1 − α)φλ(x(t)) +
α2Mt+1

2

∥

∥

∥x(t) − x∗
∥

∥

∥

2

2
}

≤ min
α∈[0,1]

{αφλ(x∗) + (1 − α)φλ(x(t)) +
α2γincLf

µf
(φλ(x

(t))− φλ(x∗))}.

The RHS of the above inequality is minimized for α∗ = min{1, µf

2γincLf
}. Therefore, we get

φλ(x
(t+1))− φλ(x∗) ≤ (1− α∗ +

α∗2γincLf
µf

)(φλ(x
(t))− φλ(x∗)) ≤ (1 − µf

4γincLf
)(φλ(x

(t))− φλ(x∗)).

To prove (23), we note that the backtrack stopping criteria ensures

φλ(x
(t+1)) ≤ f(x(t)) + 〈∇f(x(t)), x(t+1) − x(t)〉+ Mt+1

2

∥

∥

∥x(t+1) − x(t)
∥

∥

∥

2

2
+ λ

∥

∥

∥x(t+1)
∥

∥

∥

≤ f(x(t))− 〈Mt+1(x
(t+1) − x(t)) + ξ, x(t+1) − x(t)〉+ Mt+1

2

∥

∥

∥
x(t+1) − x(t)

∥

∥

∥

2

2
+ λ

∥

∥

∥
x(t+1)

∥

∥

∥

≤ f(x(t))− Mt+1

2

∥

∥

∥x(t+1) − x(t)
∥

∥

∥

2

2
+ 〈ξ, x(t) − x(t+1)〉+ λ

∥

∥

∥x(t+1)
∥

∥

∥

≤ φλ(x(t))−
Mt+1

2

∥

∥

∥
x(t+1) − x(t)

∥

∥

∥

2

2
. (55)

The hypothesis (18) ensures Mt+1 ≥ µf . Combining (16) and (55) and using the lower and the upper bounds on Mt+1, we
get the desired result

ωλ(x
(t+1)) ≤

∥

∥

∥Mt+1(x
(t) − x(t+1)) +∇f(x(t+1))−∇f(x(t))

∥

∥

∥

∗

≤ θ(Mt+1 + L′
f )

∥

∥

∥x(t+1) − x(t)
∥

∥

∥

2

≤ θ(1 +
L′
f

Mt+1
)
√

2Mt+1(φλ(x(t)) − φλ(x(t+1)))

≤ θ(1 +
L′
f

µf
)
√

2γincLf (φλ(x(t)) − φλ(x∗)).

B.4 Proof of Lemma 1

By the hypothesis there exists ξ ∈ ∂‖x‖ such that ‖A∗(Ax− b) + λξ‖∗ ≤ δλ. Therefore, we can write

δλ‖x− x0‖ ≥ ‖x− x0‖‖A∗(Ax− b) + λξ‖∗ ≥ 〈(x− x0), A∗(Ax− b) + λξ〉
= 〈(x− x0), A∗(A(x− x0))− A∗z + λξ〉
= ‖A(x− x0)‖22 − 〈x− x0, A∗z〉+ λ〈x− x0, ξ〉
≥ ‖A(x− x0)‖22 − ‖x− x0‖‖A∗z‖∗ + λ(‖x‖ − ‖x0‖). (56)

Now we lower-bound ‖x‖:

‖x‖ = ‖x− x0 + x0‖ ≥
∥

∥

∥PTx0
⊥(x− x0) + x0

∥

∥

∥−
∥

∥

∥PTx0
(x− x0)

∥

∥

∥.

By Lemma 6, there exists s ∈ T⊥
x0

such that 〈s, PTx0
⊥(x− x0)〉 =

∥

∥

∥
PTx0

⊥(x− x0)
∥

∥

∥
and ‖s‖∗ = 1. Note that ex0+s ∈ ∂‖x0‖

hence ‖ex0 + s‖∗ ≤ 1. Therefore, we get:

∥

∥

∥PTx0
⊥(x− x0) + x0

∥

∥

∥ ≥ 〈ex0 + s, PTx0
⊥(x− x0) + x0〉 ≥

∥

∥

∥PTx0
⊥(x− x0)

∥

∥

∥ + ‖x0‖,

‖x‖ − ‖x0‖ ≥
∥

∥

∥
PTx0

⊥(x− x0)
∥

∥

∥
−

∥

∥

∥
PTx0

(x− x0)
∥

∥

∥
. (57)

Combining (57) and (56), we get

δλ‖x− x0‖ ≥ λ(
∥

∥

∥PTx0
⊥(x− x0)

∥

∥

∥−
∥

∥

∥PTx0
(x− x0)

∥

∥

∥)− ‖x− x0‖‖A∗z‖∗ + ‖A(x− x0)‖22.
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By applying triangle inequality to ‖x− x0‖, we obtain

(λ(1 + δ) + ‖A∗z‖∗)
∥

∥

∥
PTx0

(x− x0)
∥

∥

∥
≥ (λ(1 − δ)− ‖A∗z‖∗)

∥

∥

∥
PTx0

⊥(x− x0)
∥

∥

∥
+ ‖A(x− x0)‖22. (58)

That yields

‖x− x0‖
‖x− x0‖2

≤

∥

∥

∥PTx0
(x− x0)

∥

∥

∥ +
∥

∥

∥PTx0
⊥(x− x0)

∥

∥

∥

∥

∥

∥PTx0
(x− x0)

∥

∥

∥

2

≤ (1 + γ)

∥

∥

∥PTx0
(x− x0)

∥

∥

∥

∥

∥

∥
PTx0

(x− x0)
∥

∥

∥

2

≤ (1 + γ)
√

ck0.

Using the definition of the lower restricted isometry constant, we derive

ρ−(A, c(1 + γ)2k0)‖x− x0‖22 ≤ ‖A(x− x0)‖22 ≤(58) ((1 + δ)λ + ‖A∗z‖∗)
∥

∥

∥PTx0
(x− x0)

∥

∥

∥

≤
√

ck0((1 + δ)λ + ‖A∗z‖∗)
∥

∥

∥PTx0
(x− x0)

∥

∥

∥

2

≤
√

ck0((1 + δ)λ + ‖A∗z‖∗)‖x− x0‖2,

which yields the following bounds

‖x− x0‖2 ≤
√
ck0((1 + δ)λ + ‖A∗z‖∗)
ρ−(A, c(1 + γ)2k0)

, (59)

‖x− x0‖ ≤
ck0(1 + γ)((1 + δ)λ + ‖A∗z‖∗)

ρ−(A, c(1 + γ)2k0)
. (60)

By convexity of φλ,

φλ(x) − φλ(x0) ≤ 〈λξ + A∗(Ax− b), x− x0〉 ≤
ck0δλ(1 + γ)((1 + δ)λ + ‖A∗z‖∗)

ρ−(A, c(1 + γ)2k0)
.

B.5 Proof of Lemma 2

Let ∆ =
3ck0λ(1+γ)

2ρ−(A,c(1+γ)2k0)
. We can write

φλ(x) ≤ φλ(x0) + δλ∆

⇒ 1

2
‖Ax− b‖22 −

1

2
‖Ax0 − b‖22 ≤ λ(‖x0‖ − ‖x‖) + δλ∆

≤ λ‖x0 − x‖+ δλ∆ (61)

If ‖x− x0‖ ≤ ∆, half of the conclusion is immediate. To get the second half, we can expand the left hand side of (61) to
get:

1

2
‖A(x− x0)‖22 ≤ λ‖x− x0‖+ 〈x− x0, A∗z〉+ δλ∆

≤ (λ+ ‖A∗z‖∗)‖x− x0‖+ δλ∆

≤ (
5

4
+ δ)λ∆ ≤ λ3∆

2
.

Suppose ‖x− x0‖ > ∆, then from (61) we get:

fλ(‖x‖ − ‖x0‖) ≤
1

2
‖Ax0 − b‖22 −

1

2
‖Ax− b‖22 + δλ‖x− x0‖

≤ −1

2
‖A(x− x0)‖22 + 〈x− x0, A∗z〉+ δλ‖x− x0‖

≤ −1

2
‖A(x− x0)‖22 + ‖A∗z‖∗‖x− x0‖+ δλ‖x− x0‖.

By using (57) and triangle inequality we get:

(λ(1 + δ) + ‖A∗z‖∗)
∥

∥

∥PTx0
(x− x0)

∥

∥

∥ ≥ (λ(1 − δ′)− ‖A∗z‖∗)
∥

∥

∥PTx0
⊥(x− x0)

∥

∥

∥+
1

2
‖A(x− x0)‖22.

Using the same reasoning as in the proof of Lemma 1, we get the desired results.
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B.6 Proof of Lemma 3

By first order optimality condition there exists ξ ∈ ∂
∥

∥x+
∥

∥ such that:

λξ = L(x− x+)−∇f(x)
= L(x− x+)− A∗(Ax− b)
= L(x− x+)− A∗(A(x− x0)) + A∗z

Note that ξ = ex+ + v for some v ∈ T⊥
x+

. By Lemma 6, there exists v′ ∈ T⊥
x+
∩ B‖·‖∗ such that 〈v′, v〉 = ‖v‖. Since

ex+ + v′ ∈ ∂
∥

∥x+
∥

∥, ‖ex+ + v′‖∗ ≤ 1. Therefore, we can write:

‖ξ‖ = ‖ex+ + v‖ ≥ 〈ex+ + v′, ex+ + v〉 = ‖ex+‖+ ‖v‖ ⇒ K(x+) = ‖ex+‖ ≤ ‖ξ‖.

Let ξ =
∑l
i=1 γiai, where a1, . . . , al and γ1, . . . , γl are given by the orthogonal representation theorem. Since γi ≤ 1 for all

i, l ≥ ‖ξ‖. If ‖ξ‖ > k̃, we can define u =
∑k̃
i=1 ai, then

k̃λ ≤ 〈u, λξ〉 = 〈u, L(x+ − x)〉 − 〈Au,A(x− x0)〉+ 〈u,A∗z〉

≤ L
∥

∥x+ − x
∥

∥+

√

ρ+(A, k̃)k̃‖A(x− x0)‖2 + k̃‖A∗z‖∗

⇒ 3k̃λ

4
≤ L

∥

∥x+ − x
∥

∥+

√

ρ+(A, k̃)k̃‖A(x− x0)‖2. (62)

Since φλ(x
+) ≤ φλ(x), by Lemma 2, we have:

∥

∥x+ − x
∥

∥ ≤
∥

∥x+ − x0
∥

∥+ ‖x− x0‖ ≤
9ck0λ(1 + γ)

ρ−(A, c(1 + γ)2k0)
,

‖A(x− x0)‖22 ≤
9ck0λ2(1 + γ)

ρ−(A, c(1 + γ)2k0)
.

Define

α = γincρ+(A, 2k̃)
9ck0(1 + γ)

ρ−(A, c(1 + γ)2k0)
,

β2 = ρ+(A, k̃)
9ck0(1 + γ)

ρ−(A, c(1 + γ)2k0)
.

We can rewrite (62) as:

3k̃

4
− α− β

√

k̃ < 0⇒
√

k̃ <
2

3
(β +

√

β2 + 3α) ≤ 2
√
α.

But this contradicts Assumption 1, so ‖ξ‖ ≤ k̃ hence K(x+) ≤ k̃.
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