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L(z,u,v) = co+dV(z)+u'(b— Ar — BY(z)) + v (p — Hr — KU (z))
= bu+pv—(ATu+ H"v — )"z + (d — BTu — KT0)"U(z),

with © € R¥ and v € R’ as the Lagrange multipliers associated to the equality and
inequality constraints, respectively. Notice that it is difficult to write concretely the
objective function of the problem (D) because it is, in general, not convex with respect
to x.

In order to obtain a closed-form dual problem, we consider a convex relaxation of
the original problem (P) and its Lagrangian dual. For simplicity, we investigate the case
where ¥(z) = |z| := (|21],...,]z.])T, and (P) has a linear objective function and only
inequality constraints. More precisely, we analyze the following problem:

min 'z
(Pa) st. Az + Blz| > b.

+

If we set x =2t —2~ and |z| = 27 + 27, where z;” = max{0, z;} and z; = max{0, —z;},

then we can write (P,) as

min  [¢7] — 7] [ f ]

st. [Al - A] [ if } +[B|B] [ ' } > b,



e complemen-
nd obtain the

grangian dual

finally obtain

n in [14], and

dual problem
]l problem:

following inequality holds:
V. Note that

8 Vﬁ% )fu%%%eocl%ively.
onable, in the












be written in
Assumption 1.
problem. We



yblem, which is also a convex
constraint functions. Here,
negative, convex, positively
ve introduce its dual in PHO



,and@z




ol lowingSproidem:

-
2, ||$Iz D2

+1

oup Lasso-type problems are
)sitively homogeneous, so we

3
.

_ 1;
on. Moreover,

r

)y

a special case
norms. Such
1 sensing area
we consider a
e used in the



can be rewrit-

ottt ko plem-
un the dual of
be considered
functions. To



obtained if we
- 07 Bl - A,
e dual of (Py)

defined in (3).

ype problems, |
"lfe)gﬁqaﬁ%ﬁ’oﬁmd fir R™ —

TP4) %tﬁ%@ﬁﬁi its positively
xample 2. Lety, == Az —a;,

ms, which are
-ility location,
e between the
> example can
ation of it by
ce in locating



val constraints
lly when \; s
g on the linear
constraints do
() < di will

ys))T 6 R1+57
yroblem can be

—Cg

yroblem can be



efine Z; as follows:

if 7 =1,
otherwise, o
the p-normifnction is equal

geneous func-
lso introduced
yblems. More-
1 dual and the
ively homoge-
al future work
homogeneous
e essential for

r helpful com-
] for Scientific

\
.

oO-Norm even












	1 Introduction
	2 Positively homogeneous functions
	3 Positively homogeneous optimization problems
	4 The positively homogeneous duality and the Lagrangian duality
	5 Examples of positively homogeneous optimization problems
	6 Conclusion
	A Appendix

