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#### Abstract

In this paper, we provide a simple convergence analysis of proximal gradient algorithm with Bregman distance, which provides a tighter bound than existing result. In particular, for the problem of minimizing a class of convex objective functions, we show that proximal gradient algorithm with Bregman distance can be viewed as proximal point algorithm that incorporates another Bregman distance. Consequently, the convergence result of the proximal gradient algorithm with Bregman distance follows directly from that of the proximal point algorithm with Bregman distance, and this leads to a simpler convergence analysis with a tighter convergence bound than existing ones. We further propose and analyze the backtracking line search variant of the proximal gradient algorithm with Bregman distance. Simulation results show that the line search method significantly improves the convergence performance of the algorithm.
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## 1 Introduction

Proximal algorithms have been extensively studied in optimization theory, as they are efficient solvers to problems that involve non-smoothness and have a fast convergence rate. The proximal algorithms have been widely applied to solve practical problems including image processing, e.g., [Beck and Teboulle, 2009, Micchelli et al., 2011], distributed statistical learning, e.g., [Boyd et al., 2011], and low rank matrix minimization, e.g., [Recht et al., 2010].

Consider the following optimization problem:

$$
\begin{equation*}
\text { (P1) } \min _{\mathbf{x} \in C} r(\mathbf{x}), \tag{1}
\end{equation*}
$$

where $r: \mathbb{R}^{n} \rightarrow(-\infty,+\infty]$ is a proper, lower-semicontinuous convex function, and $C$ is a closed convex set in $\mathbb{R}^{n}$. The well known proximal point algorithm (PPA) for solving (P1) was introduced initially by Martinet in [Martinet, 1970]. The algorithm generates a sequence $\left\{\mathbf{x}_{k}\right\}$ via the following iterative step:

$$
\begin{equation*}
(\text { PPA-E }) \quad \mathbf{x}_{k+1}=\underset{\mathbf{x} \in C}{\operatorname{argmin}}\left\{r(\mathbf{x})+\frac{1}{2 \lambda_{k}}\left\|\mathbf{x}-\mathbf{x}_{k}\right\|_{2}^{2}\right\} \tag{2}
\end{equation*}
$$

where $\lambda_{k}>0$ corresponds to the step size at $k$-th iteration. We refer to the algorithm as PPA- $\mathcal{E}$ for the choice of the Euclidean distance (i.e., the $\|\cdot\|_{2}^{2}$ term). This algorithm can be interpreted as applying the gradient descent method on the Moreau envelope of $r$, i.e., a smoothed version of the objective function [Nesterov, 2005, Beck and Teboulle, 2012]. It was shown in [Rockafellar, 1976, Eckstein and Bertsekas, 1992] that the sequence $\left\{\mathbf{x}_{k}\right\}$ generated by PPA-E converges to a solution of (P1) with a proper choice of the step size sequence $\left\{\lambda_{k}\right\}$, and the rate of convergence was characterized in [Güler, 1991].

A natural generalization of PPA- $\mathcal{E}$ is to replace the Euclidean distance with a more general distance-like term. In existing literature, various choices of distance have been proposed, e.g., [Censor and Zenios, 1992, Teboulle, 1992, Teboulle, 1997, Beck and Teboulle, 2003]. Among them, a popular choice is the Bregman distance [Chen and Teboulle, 1993,Eckstein, 1993,Beck and Teboulle, 2003]. As a consequence, we obtain the following iterative step of proximal point algorithm with Bregman distance:

$$
\begin{equation*}
\left(\text { PPA-B) } \quad \mathbf{x}_{k+1}=\underset{\mathbf{x} \in C}{\operatorname{argmin}}\left\{r(\mathbf{x})+\frac{1}{\lambda_{k}} D_{h}\left(\mathbf{x}, \mathbf{x}_{k}\right)\right\} .\right. \tag{3}
\end{equation*}
$$

Here, $D_{h}\left(\mathbf{x}, \mathbf{x}_{k}\right)$ corresponds to the Bregman distance between the points $\mathbf{x}$ and $\mathbf{x}_{k}$, and is based on a continuously differentiable strictly convex function $h$. We refer to the algorithm as PPA- $\mathcal{B}$ for the choice of the Bregman distance, which is formally defined in Definition 1 . The convergence rate of PPA- $\mathcal{B}$ has been characterized in [Chen and Teboulle, 1993, Teboulle, 1997], and we refer to [Auslender and Teboulle, 2006] for a comprehensive discussion on the PPA with different choices of distance metrics.

A generalized optimization problem of (P1) is the following composite objective minimization problem:

$$
\begin{equation*}
(\mathbf{P} 2) \quad \min _{\mathbf{x} \in C}\{F(\mathbf{x}):=f(\mathbf{x})+g(\mathbf{x})\} \tag{4}
\end{equation*}
$$

where $f$ is usually a differentiable and convex loss function that corresponds to the data fitting part, and $g$ is a possibly non-smooth regularizer that promotes structures such as sparsity, low-rankness, etc, to the solution of the problem. This composite objective minimization problem generalizes many applications in machine learning, image processing, detection, etc. As an extension of the PPA, splitting algorithms are proposed for solving the composite objective minimization problem in (P2) [Eckstein and Bertsekas, 1992, Lions and Mercier, 1979]. In particular, the proximal gradient algorithm (PGA) with Euclidean distance has been developed in [Goldstein, 1964] to solve (P2) efficiently, and the iterative step is given by

$$
\begin{equation*}
(\mathrm{PGA}-\mathcal{E}): \quad \mathbf{x}_{k+1}=\underset{\mathbf{x} \in C}{\operatorname{argmin}}\left\{g(\mathbf{x})+\left\langle\mathbf{x}, \nabla f\left(\mathbf{x}_{k}\right)\right\rangle+\frac{1}{2 \gamma_{k}}\left\|\mathbf{x}-\mathbf{x}_{k}\right\|_{2}^{2}\right\} \tag{5}
\end{equation*}
$$

where we refer to the algorithm as PGA- $\mathcal{E}$ for the choice of Euclidean distance. It has been shown that the sequence of function value residual generated by PGA- $\mathcal{E}$ has a convergence rate of $\mathcal{O}(1 / k)^{1}$ [Beck and Teboulle, 2009], and the rate can be further improved to be $\mathcal{O}\left(1 / k^{2}\right)$ via Nesterov's acceleration technique. Inspired by the way of generalizing PPA-E to PPA- $\mathcal{B}$, PGA- $\mathcal{E}$ can also be generalized by replacing the Euclidean distance with the Bregman distance, and correspondingly, the iterative step is given by

$$
\begin{equation*}
(\text { PGA- } \mathcal{B}): \quad \mathbf{x}_{k+1}=\underset{\mathbf{x} \in C}{\operatorname{argmin}}\left\{g(\mathbf{x})+\left\langle\mathbf{x}, \nabla f\left(\mathbf{x}_{k}\right)\right\rangle+\frac{1}{\gamma_{k}} D_{h}\left(\mathbf{x}, \mathbf{x}_{k}\right)\right\} \tag{6}
\end{equation*}
$$

where we refer to the algorithm as PGA- $\mathcal{B}$ for the choice of Bregman distance. Under Lipschitz continuity of $\nabla f$, it has been shown in [Tseng, 2010] that the convergence rate of PGA- $\mathcal{B}$ is $\mathcal{O}(1 / k)$.

It is clear that PGA- $\mathcal{E}$ and $\mathrm{PGA}-\mathcal{B}$ are respectively generalizations of PPA$\mathcal{E}$ and PPA- $\mathcal{B}$, because they coincide when the function $f$ in $(\mathbf{P} 2)$ is a constant function. Thus, in existing literature, the analysis of PGA is developed by their own as in [Beck and Teboulle, 2009, Tseng, 2010] without resorting to existing analysis of PPA. More recently, a concurrent work [Bolte et al., 2016] to this paper interprets PGA- $\mathcal{B}$ as the composition of mirror descent method and PPA- $\mathcal{B}$. In contrast to this viewpoint, this paper shows that PGA- $\mathcal{B}$ can, in fact, be viewed as PPA- $\mathcal{B}$ under a proper choice of the Bregman distance. Consequently, the analysis of PGA- $\mathcal{B}$ can be mapped to that of PPA- $\mathcal{B}$, resulting in a much simpler analysis. We note that the initial version of this paper [Zhou et al., 2015] was posted on arXiv in March, 2015, which already independently developed the aforementioned main result.

[^1]We summarize our main contributions as follows. In this paper, we show that PGA- $\mathcal{B}$ can be viewed as PPA- $\mathcal{B}$ with a special choice of Bregman distance, and thus the convergence results of PGA- $\mathcal{B}$ inherit existing convergence results of PPA- $\mathcal{B}$. Following this viewpoint, we obtain a tighter bound of the convergence rate of the function value residual, and our result avoids involving the symmetry coefficient in [Bolte et al., 2016]. Lastly, we propose a line search variant of $\mathrm{PGA}-\mathcal{B}$ and characterize its convergence rate.

The rest of the paper is organized as follows. In Section §2, we recall the definition of Bregman distance, unify PGA- $\mathcal{B}$ as a special case of PPA- $\mathcal{B}$ and discuss its convergence results. In Section $\S 3$, we propose a line search variant of PGA- $\mathcal{B}$ and characterize its convergence rate. In Section $\S 4$, we compare the convergence behavior between PGA- $\mathcal{B}$ and its line search variant via numerical experiments. Finally in Section $\S 5$, we conclude our paper with a few remarks on our results.

## 2 Unifying PGA- $\mathcal{B}$ as PPA- $\mathcal{B}$

### 2.1 Preliminaries on Bregman Distance

We first recall the definition of the Bregman distance [Bregman, 1967], see also [De Pierro and Iusem, 1986, Chen and Teboulle, 1993]. Throughout, the interior of a set $C \subset \mathbb{R}^{n}$ is denoted as int $C$.
Definition 1 (Bregman Distance $\mathcal{B})$ Let $h: \mathbb{R}^{n} \rightarrow(-\infty,+\infty]$ be a function with $\operatorname{dom} h=C$, and satisfies:
(a) $h$ is continuously differentiable on int $C$;
(b) $h$ is strictly convex on $C$.

Then, the Bregman distance $D_{h}: C \times \operatorname{int} C \rightarrow \mathbb{R}_{+}$associated with function $h$ is defined as, for all $\mathbf{x} \in C$ and $\mathbf{y} \in \operatorname{int} C$,

$$
\begin{equation*}
D_{h}(\mathbf{x}, \mathbf{y})=h(\mathbf{x})-h(\mathbf{y})-\langle\mathbf{x}-\mathbf{y}, \nabla h(\mathbf{y})\rangle . \tag{7}
\end{equation*}
$$

We denote $\mathcal{B}$ as the class of all Bregman distances. Clearly, the Bregman distance $D_{h}$ is defined as the residual of the first order Taylor expansion of function $h$. In general, the Bregman distance is asymmetric with respect to the two arguments. On the other hand, the convexity of function $h$ implies the non-negativity of the Bregman distance, making it behaves like a metric. Moreover, the following properties are direct consequences of (7): For any $\mathbf{u} \in C, \mathbf{x}, \mathbf{y} \in \operatorname{int} C$ and any $D_{h}, D_{h^{\prime}} \in \mathcal{B}$,

$$
\begin{align*}
& D_{h}(\mathbf{u}, \mathbf{x})+D_{h}(\mathbf{x}, \mathbf{y})-D_{h}(\mathbf{u}, \mathbf{y})=\langle\nabla h(\mathbf{y})-\nabla h(\mathbf{x}), \mathbf{u}-\mathbf{x}\rangle  \tag{8}\\
& D_{h}(\mathbf{u}, \mathbf{x}) \pm D_{h^{\prime}}(\mathbf{u}, \mathbf{x})=D_{h \pm h^{\prime}}(\mathbf{u}, \mathbf{x}) \tag{9}
\end{align*}
$$

The property in (8) establishes a relationship among the Bregman distances of three points, and the property in (9) shows the linearity of the Bregman distance with respect to the function $h$. In summary, Bregman distances are similar to metrics (but they can be asymmetric), and the following are several popular examples of Bregman distance.

Example 1 (Euclidean Distance) For $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with $h(\mathbf{x})=\frac{1}{2}\|\mathbf{x}\|_{2}^{2}, D_{h}(\mathbf{x}, \mathbf{y})=$ $\frac{1}{2}\|\mathbf{x}-\mathbf{y}\|_{2}^{2}$.
Example 2 (KL Relative Entropy) For $h: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}$ with $h(\mathbf{x})=\sum_{j=1}^{n} x_{j} \log x_{j}-$ $x_{j}$ (with the convention $\left.0 \log 0=0\right), D_{h}(\mathbf{x}, \mathbf{y})=\sum_{j=1}^{n} x_{j} \log \frac{x_{j}}{y_{j}}-x_{j}+y_{j}$.
Example 3 (Burg's Entropy) For $h: \mathbb{R}_{++}^{n} \rightarrow \mathbb{R}$ with $h(\mathbf{x})=-\sum_{i=1}^{n} \log x_{i}$, $D_{h}(\mathbf{x}, \mathbf{y})=\sum_{j=1}^{n} \frac{x_{j}}{y_{j}}-\log \frac{x_{j}}{y_{j}}-1$.
Clearly, the Euclidean distance in Example 1 is a special case of Bregman distance, and hence the proximal algorithms under Bregman distance naturally generalize the corresponding ones under Euclidean distance. The Bregman distances in Example 2 and 3 have a non-Euclidean structure. In particular, the Kullback-Liebler (KL) relative entropy is useful when the set $C$ is the simplex [Beck and Teboulle, 2003], and the Burg's Entropy is suitable for optimizing Poisson log-likelihood functions [Bolte et al., 2016].

### 2.2 Connecting PGA- $\mathcal{B}$ to PPA- $\mathcal{B}$

Consider applying PGA- $\mathcal{B}$ to solve (P2). The following standard assumptions are adopted regarding the functions $f, g, h$.
Assumption 1 Regarding $f, g, h: \mathbb{R}^{n} \rightarrow(-\infty,+\infty]$ :

1. Functions $f, g$ are proper, lower semicontinuous and convex functions, $f$ is differentiable on $\operatorname{int} C ; \operatorname{dom} f \supset C, \operatorname{dom} g \cap \operatorname{int} C \neq \emptyset$;
2. $F^{*}:=\inf _{\mathbf{x} \in C} F(\mathbf{x})>-\infty$, and the solution set $\mathcal{X}^{*}:=\left\{\mathbf{x}: F(\mathbf{x})=F^{*}\right\}$ is non-empty;
3. Function $h$ satisfies the properties in Definition 1.

To simplify the analysis, we also assume that the iteration step of PGA- $\mathcal{B}$ is well defined, and refer to [Auslender and Teboulle, 2006, Bolte et al., 2016, Censor and Zenios, 1992] for a detailed discussion. The following theorem establishes the main result that connects PGA- $\mathcal{B}$ with PPA- $\mathcal{B}$.
Theorem 1 Assume the iteration steps of $P G A-\mathcal{B}$ are well defined. Then, the iteration step of $P G A-\mathcal{B}$ in (6) is equivalent to the following PPA-B step:

$$
\begin{equation*}
\mathbf{x}_{k+1}=\underset{\mathbf{x} \in C}{\operatorname{argmin}}\left\{F(\mathbf{x})+D_{\ell_{k}}\left(\mathbf{x}, \mathbf{x}_{k}\right)\right\}, \tag{10}
\end{equation*}
$$

where the function $\ell_{k}=\frac{1}{\gamma_{k}} h-f$.
Proof By linearity in (9) and the definition of Bregman distance in (7), we obtain

$$
\begin{aligned}
F(\mathbf{x})+D_{\ell_{k}}\left(\mathbf{x}, \mathbf{x}_{k}\right) & =f(\mathbf{x})+g(\mathbf{x})+\frac{1}{\gamma_{k}} D_{h}\left(\mathbf{x}, \mathbf{x}_{k}\right)-D_{f}\left(\mathbf{x}, \mathbf{x}_{k}\right) \\
& =g(\mathbf{x})+\left\langle\mathbf{x}, \nabla f\left(\mathbf{x}_{k}\right)\right\rangle+\frac{1}{\gamma_{k}} D_{h}\left(\mathbf{x}, \mathbf{x}_{k}\right)+f\left(\mathbf{x}_{k}\right)-\left\langle\mathbf{x}_{k}, \nabla f\left(\mathbf{x}_{k}\right)\right\rangle .
\end{aligned}
$$

Thus, by ignoring the last two constant terms, the minimization problem of PGA- $\mathcal{B}$ is equivalent to (10), which is a PPA- $\mathcal{B}$ step with Bregman distance $D_{\ell_{k}}$. This completes the proof.

Thus, PGA- $\mathcal{B}$ can be mapped exactly into the form of PPA- $\mathcal{B}$, and the form in (10) provides a new insight of PGA - It is PPA with a special Bregman distance $D_{\ell_{k}}$. In particular, the $-f$ part of the function $\ell_{k}$ linearizes the objective function $f$, i.e., $f(\mathbf{x})+D_{-f}\left(\mathbf{x}, \mathbf{x}_{k}\right)=f\left(\mathbf{x}_{k}\right)+\left\langle\mathbf{x}-\mathbf{x}_{k}, \nabla f\left(\mathbf{x}_{k}\right)\right\rangle$, which is a linear function. The linearizion simplifies the subproblem at each iteration, and leads to an update rule with closed form for a simple regularizer $g$.

We can further understand the class of objective functions that can be solved by PGA- $\mathcal{B}$ with a theoretical guarantee by leveraging the above equivalence viewpoint. In particular, to make the equivalent PPA- $\mathcal{B}$ step in (10) be proper, the function $\ell_{k}$ in the Bregman distance should be convex and independent of the iteration $k$. Then, we are motivated to make the following assumption on the composite objective function.

Assumption 2 For the function $f$ in problem (P2), there exists $\bar{\gamma}>0$ and function $h$ in Definition 1 such that for $\gamma_{k}=\gamma, k=1,2, \ldots$ with $0<\gamma<\bar{\gamma}$, the function $\ell_{k}:=\ell=\frac{1}{\gamma} h-f$ is convex on $C$.

Here, we consider the case $\gamma_{k} \equiv \gamma$, which corresponds to the choice of constant step size of PGA- $\mathcal{B}$. We further provide a backtracking line search rule for choosing the stepsize in Section 3. Assumption 2 has also been considered in [Bolte et al., 2016] to generalize the assumptions that $\nabla f$ is Lipschitz continuous respect to certain norm, with respect to which function $h$ is strongly convex. In comparison, Assumption 2 does not require function $h$ and $\nabla f$ to satisfy these structures under certain norm. This generalization is useful, as some practical problems have objective functions that do not have norm structures. This point is further illustrated by Example 4, which is presented after the convergence results.

Our view point of PGA- $\mathcal{B}$ is very different from that developed in a concurrent independent work [Bolte et al., 2016]. There, they view PGA- $\mathcal{B}$ as a mirror descent step composed with a PPA- $\mathcal{B}$ step, and develop a generalized descent lemma based on Assumption 2 to analyze the algorithm. Our approach, however, is straightforward - we simply map the PGA- $\mathcal{B}$ step exactly to a PPA- $\mathcal{B}$ step under Assumption 2. This provides a unified view of PGA- $\mathcal{B}$ as a special case of PPA- $\mathcal{B}$, and consequently, the convergence analysis of PGA- $\mathcal{B}$ naturally follows from those of PPA- $\mathcal{B}$. In particular, Lemma 3.3 of [Chen and Teboulle, 1993] proposed the following properties of PPA- $\mathcal{B}$.

Lemma 1 [Chen and Teboulle, 1993, Lemma 3.3] Consider the problem (P1) with optimal solution set $\mathcal{X}^{*}$. Let $\left\{\lambda_{k}\right\}$ be a sequence of positive numbers and denote $\sigma_{k}:=\sum_{l=1}^{k} \lambda_{l}$. Then the sequence $\left\{\mathbf{x}_{k}\right\}$ generated by PPA- $\mathcal{B}$ given in (3) satisfy

$$
\begin{align*}
& r\left(\mathbf{x}_{k+1}\right)-r\left(\mathbf{x}_{k}\right) \leq-D_{h}\left(\mathbf{x}_{k}, \mathbf{x}_{k+1}\right),  \tag{11}\\
& D_{h}\left(\mathbf{x}^{*}, \mathbf{x}_{k+1}\right) \leq D_{h}\left(\mathbf{x}^{*}, \mathbf{x}_{k}\right), \quad \forall \mathbf{x}^{*} \in \mathcal{X}^{*},  \tag{12}\\
& r\left(\mathbf{x}_{k}\right)-r(\mathbf{u}) \leq \frac{D_{h}\left(\mathbf{u}, \mathbf{x}_{0}\right)}{k}, \quad \forall \mathbf{u} \in C, \tag{13}
\end{align*}
$$

By the connection between PPA- $\mathcal{B}$ and PGA- $\mathcal{B}$ that established in Theorem 1 , we now identify $r=F, \lambda_{k} \equiv 1\left(\sigma_{k}=k\right), h=\ell$ in Lemma 1 , and directly obtain the following results on the iterate sequence $\left\{\mathbf{x}_{k}\right\}$ generated by PGA- $\mathcal{B}$.

Corollary 1 Under Assumptions 1 and 2, the sequence $\left\{\mathbf{x}_{k}\right\}$ generated by PGA-B for solving problem (P2) satisfies:

$$
\begin{align*}
& F\left(\mathbf{x}_{k+1}\right)-F\left(\mathbf{x}_{k}\right) \leq-D_{\ell}\left(\mathbf{x}_{k}, \mathbf{x}_{k+1}\right)  \tag{14}\\
& D_{\ell}\left(\mathbf{x}^{*}, \mathbf{x}_{k+1}\right) \leq D_{\ell}\left(\mathbf{x}^{*}, \mathbf{x}_{k}\right), \quad \forall \mathbf{x}^{*} \in \mathcal{X}^{*}  \tag{15}\\
& F\left(\mathbf{x}_{k}\right)-F(\mathbf{u}) \leq \frac{D_{\ell}\left(\mathbf{u}, \mathbf{x}_{0}\right)}{k}, \quad \forall \mathbf{u} \in C \tag{16}
\end{align*}
$$

The result in (14) implies that the sequence of function value is nonincreasing, and hence PGA- $\mathcal{B}$ is a descent method. Also, (15) shows that the Bregman distance between $\mathbf{x}_{k}$ and the optimal solution point $\mathbf{x}^{*} \in \mathcal{X}^{*}$ is nonincreasing. Moreover, (16) with $\mathbf{u}=\mathrm{x}^{*} \in \mathcal{X}^{*}$ implies that the function value sequence $\left\{F\left(\mathbf{x}_{k}\right)\right\}$ converges to optimum at a rate $\mathcal{O}(1 / k)$.

Similar results to those in Corollary 1 are established in [Bolte et al., 2016], but they are in terms of the Bregman distance $D_{h}$ (not $D_{\ell}$ ). Moreover, their analysis crucially depends on a symmetry coefficient $\alpha:=\inf _{\mathbf{x} \neq \mathbf{y}}\left\{\frac{D_{h}(\mathbf{x}, \mathbf{y})}{D_{h}(\mathbf{y}, \mathbf{x})}\right\} \in$ $[0,1]$, which is avoided in our result through the unified point of view. Thus, our unification of PGA- $\mathcal{B}$ as PPA- $\mathcal{B}$ provides much simplicity of the analysis and avoids introducing the symmetry coefficient $\alpha$. Moreover, our global estimate in (16) is tighter than the result in [Bolte et al., 2016, Theorem 1, (iv)], since for all $\mathbf{x} \in C$ and $\mathbf{y} \in \operatorname{int} C$

$$
D_{\ell}(\mathbf{x}, \mathbf{y}) \leq \frac{1}{\gamma} D_{h}(\mathbf{x}, \mathbf{y}) \leq \frac{2}{(1+\alpha) \gamma} D_{h}(\mathbf{x}, \mathbf{y}), \quad \forall \alpha \in[0,1]
$$

To further ensure the convergence of $\left\{\mathbf{x}_{k}\right\}$ generated by PGA- $\mathcal{B}$ to a minimizer $\mathbf{x}^{*} \in \mathcal{X}^{*}$, the following additional conditions on the Bregman distance $D_{\ell}$ are needed, and they are in parallel to the conditions introduced in [Chen and Teboulle, 1993, Def 2.1, (iii)-(v)] to analyze the convergence of the sequence that generated by PPA-B.

Corollary 2 Under Assumptions 1 and 2, the sequence $\left\{\mathbf{x}_{k}\right\}$ generated by PGA-B for solving problem (P2) converges to some $\mathbf{x}^{*} \in \mathcal{X}^{*}$ if the Bregman distance $D_{\ell}$ satisfies

1. For every $\mathbf{x} \in C$ and every $\alpha \in \mathbb{R}$, the level set $\left\{\mathbf{y} \in \operatorname{int} C \mid D_{\ell}(\mathbf{x}, \mathbf{y}) \leq \alpha\right\}$ is bounded;
2. If $\left\{\mathbf{x}_{k}\right\} \in \operatorname{int} C$ and $\mathbf{x}_{k} \rightarrow \mathrm{x}^{*} \in C$, then $D_{\ell}\left(\mathbf{x}^{*}, \mathrm{x}_{k}\right) \rightarrow 0$;
3. If $\left\{\mathbf{x}_{k}\right\} \in \operatorname{int} C$ and $\mathbf{x}^{*} \in C$ is such that $D_{\ell}\left(\mathbf{x}^{*}, \mathbf{x}_{k}\right) \rightarrow 0$, then $\mathbf{x}_{k} \rightarrow \mathbf{x}^{*}$.

Proof The proof follows the argument in [Chen and Teboulle, 1993, Theorem 3.4].

Next, we illustrate the PGA- $\mathcal{B}$ for an example, in which the objective function does not have a norm structure and satisfies Assumption 2.

Example 4 (Sparse Poisson Linear Inverse Problem) In many research areas, e.g., astronomy, electronic microscopy, one needs to solve inverse problems where the observations (e.g., photons, electrons) can be described by a Poisson process of the measurements of the underlying signal [Bertero et al., 2009]. Specifically, consider the following observation model:

$$
\begin{equation*}
y_{i}=\operatorname{Poisson}\left(\left\langle\mathbf{a}_{i}, \mathbf{x}_{0}\right\rangle\right), \quad i=1, \ldots, m, \tag{17}
\end{equation*}
$$

where $\mathbf{x}_{0} \in \mathbb{R}_{+}^{n}$ is the underlying signal to be recovered, $\left\{\mathbf{a}_{i}\right\}_{i=1}^{m}$ are measurement vectors and $\left\{y_{i}\right\}_{i=1}^{m}$ correspond to observations of linear measurements under the Poisson noise.

Denote $\mathbf{y}:=\left[y_{1} ; \ldots ; y_{m}\right], A:=\left[\mathbf{a}_{1}^{\top} ; \ldots ; \mathbf{a}_{m}^{\top}\right]$ and assume that $\left\langle\mathbf{a}_{i}, \mathbf{x}_{0}\right\rangle>0$ for all $i$, the goal is to recover $\mathbf{x}_{0}$ given $\mathbf{y}$ and $A$. Note that the corresponding negative Poisson log-likelihood function is given by

$$
f(\mathbf{x}):=D_{p}(\mathbf{y}, A \mathbf{x}), \text { where } p(\mathbf{x})=\sum_{j=1}^{n} x_{j} \log x_{j}-x_{j}
$$

Assume further that $\mathbf{x}_{0}$ is sparse, we then add the regularizer $g(\mathbf{x})=\mu\|\mathbf{x}\|_{1}, \mu>$ 0 to promote sparsity on the solution, and the optimization problem becomes

$$
\begin{equation*}
\text { (Q) } \min _{\mathbf{x} \in \mathbb{R}_{+}^{n}}\left\{D_{p}(\mathbf{y}, A \mathbf{x})+\mu\|\mathbf{x}\|_{1}\right\} . \tag{18}
\end{equation*}
$$

It has been shown in [Bolte et al., 2016, Lemma 7] that function $\frac{1}{\gamma} h-f$ is convex with $h(\mathbf{x})=-\sum_{i=1}^{n} \log x_{i}$ and $\gamma \leq 1 / \sum_{i=1}^{m} y_{i}$. Thus, PGA- $\mathcal{B}$ can be applied and the global estimate in (16) holds. Moreover, with the specific choice of $h$, each iteration of PGA- $\mathcal{B}$ solves $m$ one-dimensional optimization problems, e.g., for all $j=1, \ldots, m$

$$
\left(\mathbf{x}_{k+1}\right)_{j}=\underset{x \in \mathbb{R}_{++}}{\operatorname{argmin}}\left\{\mu x+\nabla_{j} f\left(\mathbf{x}_{k}\right) x+\frac{1}{\gamma}\left(\frac{x}{\left(\mathbf{x}_{k}\right)_{j}}-\log \frac{x}{\left(\mathbf{x}_{k}\right)_{j}}\right)\right\}
$$

These one-dimensional subproblems have a closed-form solution characterized by: for all $j=1, \ldots, m$

$$
\begin{equation*}
\left(\mathbf{x}_{k+1}\right)_{j}=\left(\mathbf{x}_{k}\right)_{j}\left[1+\gamma\left(\mathbf{x}_{k}\right)_{j}\left(\mu+\sum_{i=1}^{m}\left(A_{i j}-\frac{y_{i} A_{i j}}{\left\langle\mathbf{a}_{i}, \mathbf{x}_{k}\right\rangle}\right)\right)\right]^{-1} . \tag{19}
\end{equation*}
$$

## 3 PGA-B with Line Search

The analysis in previous section requires to choose stepsize $\gamma<\bar{\gamma}$ in Assumption 2 , and $\bar{\gamma}$ is usually unknown a priori in practical applications. In particular, it corresponds to the global Lipschitz parameter of $\nabla f$ when $h(\cdot)=\frac{1}{2}\|\cdot\|_{2}^{2}$. Next, we propose an adaptive version of PGA- $\mathcal{B}$ that searches for a proper stepsize in each step via the backtracking line search method. The algorithm

```
Algorithm 1: PGA- \(\mathcal{B}\) with backtracking line search
    Initialize \(\gamma_{0}>0, \ell_{0}=\frac{1}{\gamma_{0}} h-f, 0<\beta<1\);
    for \(k=0,1, \cdots\) do
        \(\mathbf{x}_{k+1}=\operatorname{argmin}_{\mathbf{x} \in C}\left\{F(\mathbf{x})+D_{\ell_{k}}\left(\mathbf{x}, \mathbf{x}_{k}\right)\right\} ;\)
        while \(D_{\ell_{k}}\left(\mathbf{x}_{k+1}, \mathbf{x}_{k}\right)<0\) do
            Set \(\gamma_{k} \leftarrow \beta \gamma_{k}\);
                Repeat the \(k\)-th iteration with \(\gamma_{k}\);
        end
    end
```

is referred to as PGA- $\mathcal{B}$ with backtracking line search, and the details are summarized in Algorithm 1.

We note that the above $D_{\ell_{k}}$ may not be a proper Bregman distance since $\ell_{k}$ may not be globally convex when $\gamma_{k}$ is large. Intuitively, at each iteration we search for a small enough $\gamma_{k}$ that guarantees the non-negativity of the Bregman distance $D_{\ell_{k}}$ between the successive iterates $\mathbf{x}_{k+1}$ and $\mathbf{x}_{k}$. Intuitively, this implies that $\ell_{k}$ behaves like a convex function between these two successive iterates. Note that in the special case where $h(\cdot)=\frac{1}{2}\|\cdot\|_{2}^{2}$, the line search criterion $D_{\ell_{k}}\left(\mathbf{x}_{k+1}, \mathbf{x}_{k}\right) \geq 0$ reduces to that of the PGA- $\mathcal{E}$ with line search in [Beck and Teboulle, 2009]. Next we characterize the convergence rate of PGA- $\mathcal{B}$ with line search.

Theorem 2 Under Assumptions 1 and 2, the sequence $\left\{\mathbf{x}_{k}\right\}$ generated by $P G A-\mathcal{B}$ with backtracking line search satisfies: for all $k$ and all $\mathbf{x}^{*} \in \mathcal{X}^{*}$

$$
\begin{equation*}
F\left(\mathrm{x}_{k}\right)-F^{*} \leq \frac{D_{h}\left(\mathbf{x}^{*}, \mathbf{x}_{0}\right)}{\beta \bar{\gamma} k} \tag{20}
\end{equation*}
$$

Proof Since the line search method reduces $\gamma_{k}$ by a factor of $\beta$ whenever the Bregman distance is negative, we must have

$$
\begin{equation*}
\beta \bar{\gamma} \leq \gamma_{k} \leq \bar{\gamma}, \quad \forall k=1,2, \ldots \tag{21}
\end{equation*}
$$

At the $k$-th iteration, from PGA- $\mathcal{B}$ we have that

$$
\begin{equation*}
F\left(\mathrm{x}_{k+1}\right)+D_{\ell_{k}}\left(\mathrm{x}_{k+1}, \mathrm{x}_{k}\right) \leq F\left(\mathrm{x}_{k}\right), \tag{22}
\end{equation*}
$$

which, combines with the line search criterion $D_{\ell_{k}}\left(\mathrm{x}_{k+1}, \mathrm{x}_{k}\right) \geq 0$, guarantees that $F\left(\mathrm{x}_{k+1}\right) \leq F\left(\mathrm{x}_{k}\right)$, i.e., the method is a descent algorithm. Now by the convexity of $f$ and $g$, for any $\mathbf{x}^{*} \in \mathcal{X}^{*}$ we have

$$
\begin{align*}
F\left(\mathbf{x}^{*}\right) & \geq f\left(\mathbf{x}_{k}\right)+\left\langle\mathbf{x}^{*}-\mathbf{x}_{k}, \nabla f\left(\mathbf{x}_{k}\right)\right\rangle+g\left(\mathbf{x}_{k+1}\right)+\left\langle\mathbf{x}^{*}-\mathbf{x}_{k+1}, \partial g\left(\mathbf{x}_{k+1}\right)\right\rangle \\
& =F\left(\mathbf{x}_{k+1}\right)+\left\langle\mathbf{x}^{*}-\mathbf{x}_{k+1}, \partial F\left(\mathbf{x}_{k+1}\right)\right\rangle+D_{f}\left(\mathbf{x}^{*}, \mathbf{x}_{k+1}\right)-D_{f}\left(\mathbf{x}^{*}, \mathbf{x}_{k}\right) . \tag{23}
\end{align*}
$$

On the other hand, the optimality condition of the $(k+1)$-th iteration of PGA- $\mathcal{B}$ implies that

$$
\nabla \ell_{k}\left(\mathbf{x}_{k}\right)-\nabla \ell_{k}\left(\mathbf{x}_{k+1}\right) \in \partial F\left(\mathbf{x}_{k+1}\right)
$$

which together with the property in (8) further implies that

$$
\begin{aligned}
\left\langle\mathbf{x}^{*}-\mathbf{x}_{k+1}, \partial F\left(\mathbf{x}_{k+1}\right)\right\rangle & =D_{\ell_{k}}\left(\mathbf{x}^{*}, \mathbf{x}_{k+1}\right)-D_{\ell_{k}}\left(\mathbf{x}^{*}, \mathbf{x}_{k}\right)+D_{\ell_{k}}\left(\mathbf{x}_{k+1}, \mathbf{x}_{k}\right) \\
& \geq D_{\ell_{k}}\left(\mathbf{x}^{*}, \mathbf{x}_{k+1}\right)-D_{\ell_{k}}\left(\mathbf{x}^{*}, \mathbf{x}_{k}\right) .
\end{aligned}
$$

Substituting the above inequality into (23), we obtain that

$$
\begin{aligned}
0 & \geq F\left(\mathbf{x}^{*}\right)-F\left(\mathbf{x}_{k+1}\right) \\
& \geq \frac{1}{\gamma_{k}}\left[D_{h}\left(\mathbf{x}^{*}, \mathbf{x}_{k+1}\right)-D_{h}\left(\mathbf{x}^{*}, \mathbf{x}_{k}\right)\right] \\
& \geq \frac{1}{\beta \bar{\gamma}}\left[D_{h}\left(\mathbf{x}^{*}, \mathbf{x}_{k+1}\right)-D_{h}\left(\mathbf{x}^{*}, \mathbf{x}_{k}\right)\right]
\end{aligned}
$$

where the last inequality follows from negativity and the fact that $\beta \bar{\gamma} \leq \gamma_{k}$. Telescoping the above inequality from 0 to $k-1$ and applying the fact that $F\left(\mathrm{x}_{k+1}\right) \leq F\left(\mathrm{x}_{k}\right)$, we obtain that

$$
\begin{aligned}
k F\left(\mathbf{x}^{*}\right)-k F\left(\mathbf{x}_{k}\right) & \geq k F\left(\mathbf{x}^{*}\right)-\sum_{l=1}^{k} F\left(\mathbf{x}_{l}\right) \\
& \geq \frac{1}{\beta \bar{\gamma}} \sum_{l=0}^{k-1}\left[D_{h}\left(\mathbf{x}^{*}, \mathbf{x}_{l+1}\right)-D_{h}\left(\mathbf{x}^{*}, \mathbf{x}_{l}\right)\right] \\
& \geq-\frac{1}{\beta \bar{\gamma}} D_{h}\left(\mathbf{x}^{*}, \mathbf{x}_{0}\right) .
\end{aligned}
$$

The result follows by rearranging the inequality.

## 4 Numerical Experiments

We now compare the practical performance between PGA- $\mathcal{B}$ and PGA- $\mathcal{B}$ with backtracking line search via numerical experiments. We consider applying these two algorithms to solve the sparse Poisson linear inverse problem (Q) in Example 4.

Specifically, we randomly generate an underlying true signal $\mathbf{x}_{0} \in \mathbb{R}^{1000}$ with unit norm via the uniform distribution over the interval $[0,1]$. The sparsity of the signal is set to be either $1 \%$ or $10 \%$. We consider two types of linear measurements, i.e., random measurements and convolution measurements. For the random measurements, we randomly generate 200 measurement vectors $\mathbf{a}_{1}, \ldots, \mathbf{a}_{200} \in \mathbb{R}^{1000}$ via uniform distribution over the interval $[0,1]$. The observations $y_{1}, \ldots, y_{200}$ are obtained through the Poisson model in (17). For the convolution measurements, we first randomly generate the convolution kernel $\mathbf{u} \in \mathbb{R}^{20}$ via uniform distribution over the interval $[0,1]$. Then, we perform the linear convolution measurements $\mathbf{u} * \mathbf{x}_{0}$ and the observations are further obtained through the Poisson model in (17). We use the entropy function $h(\mathbf{x})=-\sum_{i=1}^{n} \log x_{i}$ for both PGA- $\mathcal{B}$ and PGA- $\mathcal{B}$ with backtracking line search, and the main update rules for both algorithms are given in (19).


Fig. 1 Comparison of iteration complexity between PGA- $\mathcal{B}$ and PGA- $\mathcal{B}$ with line search under different settings.

The stepsize for PGA- $\mathcal{B}$ is set to be $\gamma=1 / \sum_{i=1}^{m} y_{i}$. Moreover, for PGA- $\mathcal{B}$ with line search, we set the reducing factor for the stepsize to be $\beta=0.8$ and consider different initializations of the stepsize: $\gamma_{0}=s \gamma$ with $s=2,5,20$.

The residual of function value versus the number of iterations for both algorithms are plotted in Figure 1, and we note that the repeated iterations of line search methods are also counted. It can be seen from the figure that PGA- $\mathcal{B}$ with backtracking line search converges much faster than vanilla PGA$\mathcal{B}$ under different measurement settings and sparsity levels of the signal. This is because the line search method searches for a larger stepsize for the algorithm. Moreover, PGA- $\mathcal{B}$ benefits more from the line search method with a larger initialization stepsize $s \gamma$. This implies that the line search method quickly adapts the infeasible stepsize to a feasible one.

## 5 Conclusion

In this paper, we point out that PGA- $\mathcal{B}$ can be viewed as PPA- $\mathcal{B}$ with a special choice of Bregman distance. Consequently, the convergence analysis of PGA- $\mathcal{B}$ follows directly from that of PPA- $\mathcal{B}$. Moreover, this unified view point leads to a tighter convergence rate of the function value residual than existing results, and avoids involving the symmetry coefficient. Lastly, we provide a general line search variant of PGA- $\mathcal{B}$ and characterize its convergence rate.
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