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#### Abstract

In this paper, we show that the quadratic assignment problem (QAP) can be reformulated to an equivalent rank constrained doubly nonnegative (DNN) problem. Under the framework of the difference of convex functions (DC) approach, a semi-proximal DC algorithm (DCA) is proposed for solving the relaxation of the rank constrained DNN problem whose subproblems can be solved by the semiproximal augmented Lagrangian method (sPALM). We show that the generated sequence converges to a stationary point of the corresponding DC problem, which is feasible to the rank constrained DNN problem. Moreover, numerical experiments demonstrate that for most QAP instances, the proposed approach can find the global optimal solutions efficiently, and for others, the proposed algorithm is able to provide good feasible solutions in a reasonable time.
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## 1 Introduction

The quadratic assignment problem (QAP) is a classical mathematical model for location theory, which is used to model the location problem of allocating $n$ facilities to $n$ locations while minimizing the quadratic objective coming from the distance between the locations and the flow between the facilities. The standard form introduced by Koopmans and Beckmann 22 is as following:

$$
\begin{equation*}
\min \left\{\sum_{1 \leqslant i, j \leqslant n} A_{i j} B_{\pi(i), \pi(j)}+\sum_{i} C_{i \pi(i)} \mid \pi \in \mathcal{P}^{n}\right\} \tag{1}
\end{equation*}
$$

where $A, B$ and $C$ are given $n \times n$ real matrices and $\mathcal{P}^{n}$ is the the group of all permutations of $\{1, \ldots, n\}$. In this paper, we make the standard assumption that $A$ and $B$ are symmetric.

Nowadays, QAP becomes one of the most important combinatorial optimization problems due to its widely applications in many different areas, such as chip design, manufacturing, computer graphics and vision, and so on (see $\sqrt[12,14]{ }$ for more details). However, it is well known that QAP is NP-hard [34 and still quite difficult to compute the problems of dimension $n \geqslant 30$ in a reasonable computational time. Exact solution algorithms for QAP in practice are usually based on the branch and bound technique which is used to reduce the domain and to improve the bounds of relaxation problems [3. Therefore, it is still an important research topic to improve the lower or upper bounds for QAP efficiently.

Meanwhile, semidefinite programming (SDP) [36 has proven to be very successful in this trend by providing tight relaxations for hard combinatorial problems [37]. To obtain lower bounds for QAP, various SDP relaxations are established [24 42]. Although SDP relaxation is numerically successful, it does not satisfy the Slater condition that may make the dual optimal solution unbounded [30]. That is an important reason why some interior-point methods become inefficient for solving QAPs. To overcome this difficulty, by exploring the geometrical structure of SDP relaxations, Zhao et al. 42 considered a reduced SDP problem by projecting the primal problem onto the minimal face of the semidefinite cone, and constructed some Slater points for such SDP relaxations, which can be solved by the interior-point method and the bundle method 31] efficiently for $n \leqslant 30$.

In order to improve the quality of the SDP relaxation of QAP, Povh and Rendl [29] showed that the optimal value of QAP was equal to the optimal value of the convex completely positive programming (CPP), i.e., a linear program over the cone of completely positive matrices. In fact, based on [11, many important binary and nonconvex quadratic programs including QAP can be equivalent reformulated as the convex CPPs, under some mild conditions. However, these CPP reformulations are known to be numerically intractable 27, and an efficient strategy is replacing the completely positive cone with doubly nonnegative (DNN) cone and solving the relaxation problems by SDP solvers $16,21,38,40,41,43$. The QAP and the corresponding CPP relaxation proposed by Povh and Rendl [29] have the same optimal value, but the optimal solution may be different except that the rank of the optimal solution is one. Because it is well-known that the rank constrained matrix optimization problems are computationally intractable and difficult in general [13], the rank one constraints are usually dropped in both the CPP and its
related DNN relaxations of QAP. However, by use of the strategy of the difference of two convex functions (DC), the rank constraint can be replaced by the difference of the nuclear norm function and Ky-Fan $k$-norm function. Based on this simple observation, a penalty approach are proposed by 17 for calibrating rank constrained correlation matrix problems, which usually performances very well in many applications (see also 23]). In fact, based on the DC reformulations of the rank constraints, we shall reformulate the original QAP as a DC programming [1, 2 and employ the DC algorithm (DCA) to solve the non-convex QAP relaxation problems.

In this paper, we will propose a new rank constrained DNN model and show that it is equivalent with the original QAP (in the sense of both optimal values and optimal solutions). Also, we shall show the same techniques can be applied by other important non-convex problems such as the standard quadratic programming and the minimum-cut graph tri-partitioning problem. Although the equivalent rank constrained DNN model is still numerically intractable, we will propose a semiproximal DC algorithm (DCA) framework for finding a feasible stationary point. Furthermore, for the large-scaled DCA inner subproblems, we will apply an efficient majorized semismooth Newton-CG augmented Lagrangian method based on the software package SDPNAL+ [35]. Finally, numerical experiments on the QAPLIB [19] and 'dre' instances [15 demonstrate the proposed approach usually performs well.

Below are some common notations to be used in this paper. We use $\mathcal{S}^{q}$ to denote the linear subspace of all $q \times q$ real symmetric matrices. Let $\mathcal{N}^{q} \subseteq \mathcal{S}^{q}$ be the subset of all $q \times q$ nonnegative symmetric matrices in $\mathcal{S}^{q}$. Denote $\mathcal{S}_{+}^{q} / \mathcal{S}_{-}^{q}\left(\mathcal{S}_{++}^{q} / \mathcal{S}_{--}^{q}\right)$ the positive/negative semidefinite (definite) matrix cone in $\mathcal{S}^{q}$. Moreover, let $\mathcal{C}^{q}$ be the set of copositive matrices in $\mathcal{S}^{q}$ and $\left(\mathcal{C}^{q}\right)^{*}$ be the dual cone of $\mathcal{C}^{q}$, i.e., the set of all completely positive matrices in $\mathcal{S}^{q}$. For a given matrix $Z \in \mathcal{S}^{q^{2}}$ with $q \geqslant 1$, we also use the following block notation for simplicity:

$$
Z=\left[\begin{array}{ccc}
Z^{11} & \cdots & Z^{1 q} \\
\vdots & \ddots & \vdots \\
Z^{q 1} & \cdots & Z^{q q}
\end{array}\right]
$$

with $Z^{i j} \in \mathcal{R}^{q \times q}$ for each $i, j \in\{1, \ldots, q\}$. Let $e_{i}$ be the $i$-th standard unit vector. We denote the vector and square matrix of all ones by $\mathbf{1}_{q}$ and $E_{q}$ respectively, and denote the identity matrix by $I_{q}$. We will omit the superscript $q$ if the dimension is clear. For a given $Z \in \mathcal{S}^{q}$, we use $\lambda_{1}(Z) \geqslant \ldots \geqslant \lambda_{q}(Z)$ to denote the eigenvalues of $Z$ (all real and counting multiplicity) arranging in non-increasing order. We use "vec(•)" to denote the vectorization of matrices and use "mat $(\cdot)$ " to denote its inverse operator, i.e., the corresponding matricization of vectors. If $z \in \mathcal{R}^{q}$, then $\operatorname{Diag}(z)$ is a $q \times q$ diagonal matrix with $z$ on the main diagonal. Finally, we use " $\otimes$ " to denote the Kronecker product between matrices.

## 2 The rank constrained DNN reformulation of the QAP

It is well-known that each permutation $\pi \in \mathcal{P}^{n}$ can be represented by a $n \times n$ permutation matrix $X$, i.e., a square binary matrix which has exactly one entry of

1 in each row and each column and zeros elsewhere. Therefore, the QAP (1) can be reformulate as the following trace form:

$$
\begin{equation*}
\min \left\{\langle X, A X B+C\rangle \mid X \in \Pi^{n \times n}\right\}, \tag{2}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ stands for the standard trace inner product of matrices, i.e., $\langle Y, Z\rangle=$ $\operatorname{tr}\left(X^{T} Y\right)$ for $X, Y \in \mathcal{R}^{m \times n}$, and $\Pi^{n \times n}$ is the set of all $n \times n$ permutation matrices. It is clear that $\Pi^{n \times n}$ be characterized by the interaction of the set of orthogonal matrices and the set of nonnegative matrices, i.e.,

$$
\Pi^{n \times n}=\left\{X \in \mathcal{R}^{n \times n} \mid X^{T} X=I, X \geqslant 0\right\} .
$$

Without loss of generality, we may assume that the data matrices $A, B, C$ in (1) are nonnegative, i.e., $A, B, C \in \mathcal{N}$. Inspired by [4], Povh and Rendl [29] suggested to consider the following convex completely positive conic relaxation of the QAP (2):

$$
\begin{align*}
& \min \quad\langle B \otimes A+\operatorname{Diag}(c), Y\rangle \\
& \text { s.t. } \quad \sum_{i=1}^{n} Y^{i i}=I, \quad\left\langle I, Y^{i j}\right\rangle=\delta_{i j}, \quad i, j \in\{1, \ldots, n\},  \tag{3}\\
& \quad\langle E, Y\rangle=n^{2}, \quad Y \in\left(\mathcal{C}^{n^{2}}\right)^{*},
\end{align*}
$$

where $c=\operatorname{vec}(C)$ and $\delta_{i j}=1$ if $i=j$ and $\delta_{i j}=0$ otherwise for $i, j \in\{1, \ldots, n\}$. It is clear that for any $n \times n$ permutation matrix $X \in \Pi^{n \times n}$,

$$
\begin{equation*}
Y=\operatorname{vec}(X) \operatorname{vec}(X)^{T}, \quad X \in \Pi^{n \times n} \tag{4}
\end{equation*}
$$

is a feasible solution of (3). Furthermore, Povh and Rendl 29 shown that the optimal value of (3) is actually equal the optimal value of QAP (2). Unfortunately, the completely positive cone constrain $Y \in\left(\mathcal{C}^{n^{2}}\right)^{*}$ is computational intractable. A useful strategy to handle this is to approximate the cone $\left(\mathcal{C}^{n^{2}}\right)^{*}$ from the outside, e.g., the cone of symmetric doublely nonnegative matrices $\mathcal{S}_{+}^{n^{2}} \bigcap \mathcal{N}^{n^{2}}$. Thus, we obtain the following relaxation of the QAP (2):

$$
\begin{align*}
& \min \quad\langle B \otimes A+\operatorname{Diag}(c), Y\rangle \\
& \text { s.t. } \quad \sum_{i=1}^{n} Y^{i i}=I, \quad\left\langle I, Y^{i j}\right\rangle=\delta_{i j}, \quad i, j \in\{1, \ldots, n\},  \tag{5}\\
& \quad\langle E, Y\rangle=n^{2}, \quad Y \in \mathcal{S}_{+}^{n^{2}} \cap \mathcal{N}^{n^{2}} .
\end{align*}
$$

Clearly, the optimal value of problem (5) only provides a lower bound of the QAP (2). In general, the relaxation (5) for the QAP is not tight.

On the other hand, from the equation (4), we may add the rank constraint $\operatorname{rank}(Y) \leqslant 1$ to (5) and obtain the following rank constrained doubly nonnegative (DNN) problem:

$$
\begin{align*}
\min & \langle B \otimes A+\operatorname{Diag}(c), Y\rangle \\
\text { s.t. } & \sum_{i=1}^{n} Y^{i i}=I, \quad\left\langle I, Y^{i j}\right\rangle=\delta_{i j}, \quad i, j \in\{1, \ldots, n\},  \tag{6}\\
& \langle E, Y\rangle=n^{2}, \quad Y \in \mathcal{S}_{+}^{n^{2}} \cap \mathcal{N}^{n^{2}}, \quad \operatorname{rank}(Y) \leqslant 1 .
\end{align*}
$$

The resulting problem (6) is non-convex. In fact, we shall show that (6) is an exact reformulation of the original QAP (22). To this end, we need the following simple observation on the rank one completely positive matrices.

Lemma 1 Let $q \geqslant 1$ be a given positive integer. Suppose that $Y \in \mathcal{S}^{q}$ and $\operatorname{rank}(Y) \leqslant 1$. Then, the following statements are equivalent:
(i) $Y \in\left(\mathcal{C}^{q}\right)^{*}$;
(ii) $Y \in \mathcal{S}_{+}^{q} \cap \mathcal{N}^{q}$;
(iii) there exists $x \in \mathcal{R}_{+}^{q}$ such that $Y=x x^{T}$.

Proof Since "(i) $\Longrightarrow$ (ii)" and "(iii) $\Longrightarrow$ (i)" are obvious, we only need to show "(ii) $\Longrightarrow$ (iii)", i.e., if $Y \in \mathcal{S}_{+}^{q} \cap \mathcal{N}^{q}$, then there exists $x \in \mathcal{R}_{+}^{q}$ such that $Y=x x^{T}$. Without loss of generality, we may assume $\operatorname{rank}(Y)=1$, since otherwise the result holds trivially. It follows from $Y \in \mathcal{S}_{+}^{q}$ and $\operatorname{rank}(Y)=1$ that there exists $u \in \mathcal{R}^{q}$ such that $Y=\lambda u u^{T}$. Since $Y \geqslant 0$, we have $Y_{i j}=u_{i} u_{j} \geqslant 0$ for each $i, j \in\{1, \ldots, q\}$. Thus, we can choose $x=\sqrt{\lambda} u \in \mathcal{R}_{+}^{q}$ such that $Y=x x^{T}$.

It is clear that the objective functions of (2) and (6) coincide. The equivalence between (2) and (6) then follows if we show the feasible sets of these two problems are the same. By employing the similar argument as that of [29, Theorem 3], we have the following result on the equivalence of the feasible sets of (6) and (2).

Proposition 1 The matrix $Y \in \mathcal{S}_{+}^{n^{2}}$ is a feasible solution of (6) if and only if there exists a unique $X \in \Pi^{n \times n}$ such that $Y=\operatorname{vec}(X) \operatorname{vec}(X)^{T}$. Moreover, since $\|\operatorname{vec}(X)\|^{2}$ is the only nonzero eigenvalue of $Y$, the vector $\operatorname{vec}(X) /\|\operatorname{vec}(X)\|$ is the unit nonnegative eigenvector of $Y$.

Proof It is easy to see that if $X \in \Pi^{n \times n}$ then $Y=\operatorname{vec}(X) \operatorname{vec}(X)^{T}$ belongs the feasible set of (6). Thus, we only need to show the converse direction holds. Suppose that $Y$ is a feasible set of (6). We know that $\operatorname{rank}(Y)=1$, since $Y \neq 0$. It then follows from Lemma 1 that there exists $y \in \mathcal{R}_{+}^{n^{2}}$ such that $Y=y y^{T}$. Denote $X=\operatorname{mat}(x) \in \mathcal{R}^{n \times n}$. Then, by employing the similar argument as that of 29, Theorem 3], we are able to show that $X \in \Pi^{n \times n}$. Furthermore, it is easy to verify that for any $X, X^{\prime} \in \Pi^{n \times n}$, if $X \neq X^{\prime}$, then $Y \neq Y^{\prime}$ with $Y=\operatorname{vec}(X) \operatorname{vec}(X)^{T}$ and $Y^{\prime}=\operatorname{vec}\left(X^{\prime}\right) \operatorname{vec}\left(X^{\prime}\right)^{T}$.

Let the nonzero unit vector $v \in \mathcal{R}^{n^{2}}$ with $v=\operatorname{vec}(X) /\|\operatorname{vec}(X)\|$, Obviously, $v \in \mathcal{R}_{+}^{n^{2}}$. From the definition of the characteristic polynomial for matrices, we know that

$$
Y v=\operatorname{vec}(X) \operatorname{vec}(X)^{T} \cdot \frac{\operatorname{vec}(X)}{\|\operatorname{vec}(X)\|}=\|\operatorname{vec}(X)\| \operatorname{vec}(X)=\|\operatorname{vec}(X)\|^{2} v
$$

that is , $\|\operatorname{vec}(X)\|^{2}$ and $v$ is the eigenvalue and eigenvector of $Y$ respectively. The proof is completed.

Remark 1 It follows from Proposition 1 that if $Y \in \mathcal{S}^{n^{2}}$ is a feasible solution of (6), then we can find the permutation matrix $X \in \Pi^{n \times n}$ by setting $X=\operatorname{mat}(x)$ with $x=v \cdot\|\operatorname{vec}(X)\|$ easily, where $v$ is the unit corresponding eigenvector of $Y$ with respect to $n$.

The following result on the equivalence between the rank constrained DNN problem (6) and the QAP (2) follows from Proposition 1 immediately.

Theorem 1 The rank constrained DNN problem (6) is equivalent to the QAP (2).

Clearly, the non-convex rank constrained DNN representation (6) is at least as hard as the original QAP, which means that finding a global solution of (6) is computational intractable. However, it is still possible to design some efficient algorithms, e.g., the DCA (see Section 4), to find a good feasible point of (6) and obtain a good feasible solution of the original QAP.

## 3 Extensions

In this section, we shall demonstrate that the results obtained in Section 2 can be applied to other important non-convex problems, which have the similar rank constrained DNN representations.

Standard quadratic programming. The standard quadratic problem (StQP) consists of finding an optimal of a quadratic form over the standard simplex, i.e.,

$$
\begin{equation*}
\min \left\{\langle x, Q x\rangle \mid \sum_{i=1}^{n} x_{i}=1, x \geqslant 0\right\}, \tag{7}
\end{equation*}
$$

where $Q$ is an arbitrary $n \times n$ symmetric matrix. The StQP $(7)$ includes many important combinatorial optimization problems as special cases, e.g., the maximum clique problem [26]. It is clear that the StQP (7) can be rewritten as the following matrix form:

$$
\begin{aligned}
& \min \langle Q, Y\rangle \\
& \text { s.t. }\langle E, Y\rangle=1, \quad Y=x x^{T}, \quad x \geqslant 0 .
\end{aligned}
$$

Thus, by employing Lemma 1, we obtain the following result on the rank constrained DNN representation of the StQP (7), immediately.

Theorem 2 The standard quadratic problem (7) is equivalent to the following rank constrained DNN problem:

$$
\begin{align*}
& \min \langle Q, Y\rangle \\
& \text { s.t. }\langle E, Y\rangle=1, \quad Y \in \mathcal{S}_{+}^{n} \bigcap \mathcal{N}^{n}, \quad \operatorname{rank}(Y) \leqslant 1 . \tag{8}
\end{align*}
$$

The minimum-cut graph tri-partitioning problem. The minimum-cut graph tri-partitioning problem 28] is to find a tri-partitioning the vertices of a graph into sets $S_{1}, S_{2}$ and $S_{3}$ of specified cardinalities, such that the total weight of edges between $S_{1}$ and $S_{2}$ is minimal.

Let $G=(V, E)$ be an undirected graph on $n$ vertices, given by its (weighted) symmetric nonnegative adjacency matrix $A \in \mathcal{N}^{n}$, the minimum-cut graph tripartitioning problem [28] can be described as: for given integers $m_{1}, m_{2}$ and $m_{3}$ summing to $n$, find subsets $S_{1}, S_{2}$ and $S_{3}$ of $V(G)$ with cardinalities $m_{1}, m_{2}$ and $m_{3}$, respectively, such that the total weight of edges between $S_{1}$ and $S_{2}$ is minimal. By presenting partitions $S_{1}, S_{2}$ and $S_{3}$ by $n \times 3$ matrices $X$, the minimum-cut graph tri-partitioning problem can be written as follows

$$
\begin{align*}
\min & \frac{1}{2}\langle X, A X B\rangle \\
\text { s.t. } & X^{T} X=M, \quad X \mathbf{1}_{3}=\mathbf{1}_{n},  \tag{9}\\
& X \geqslant 0,
\end{align*}
$$

where $M:=\operatorname{Diag}\left(m_{1}, m_{2}, m_{3}\right)$ and $B=\left[\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$, the vector of all ones is $\mathbf{1}_{k} \in \mathcal{R}^{k}$.
By introducing $Y=x x^{T}$ with $x=\operatorname{vec}(X)$, Povh and Rendl 28 reformulate the minimum-cut graph tri-partitioning problem (9) as follows:

$$
\begin{align*}
\min & \frac{1}{2}\langle B \otimes A, Y\rangle \\
\text { s.t. } & \left\langle L^{i j} \otimes I, Y\right\rangle=m_{i} \delta_{i j}, \quad 1 \leqslant i \leqslant j \leqslant 3, \\
& \left\langle E_{3} \otimes J^{i i}, Y\right\rangle=1, \quad 1 \leqslant i \leqslant n,  \tag{10}\\
& \left\langle V_{i} \otimes W_{j}^{T}, Y\right\rangle=m_{i}, \quad 1 \leqslant i \leqslant 3,1 \leqslant j \leqslant n \\
& \left\langle L^{i j} \otimes E_{n}, Y\right\rangle=m_{i} m_{j}, \quad 1 \leqslant i \leqslant j \leqslant 3, \\
& Y=x x^{T}, x \in \mathcal{R}_{+}^{3 n},
\end{align*}
$$

where $V_{i}=e_{i} \mathbf{1}_{3}^{T} \in \mathcal{R}^{3 \times 3}$ for $i=1,2,3, W_{j}=e_{j} \mathbf{1}_{n}^{T} \in \mathcal{R}^{n \times n}$ for $j=1, \ldots, n$, $J^{i j}=e_{i} e_{j}^{T} \in \mathcal{R}^{n \times n}$ and $L^{i j}=\frac{1}{2}\left(e_{i} e_{j}^{T}+e_{j} e_{i}^{T}\right) \in \mathcal{R}^{3 \times 3}$ for $i, j=1,2,3$. Again, similar with Section 2, by employing Lemma 1, we are able to obtain the following rank constrained DNN representation of the minimum-cut graph tri-partitioning problem (9).

Theorem 3 The minimum-cut graph tri-partitioning problem (9) is equivalent to the following rank constrained DNN problem:

$$
\begin{align*}
\min & \frac{1}{2}\langle B \otimes A, Y\rangle \\
\text { s.t. } & \left\langle L^{i j} \otimes I, Y\right\rangle=m_{i} \delta_{i j}, \quad 1 \leqslant i \leqslant j \leqslant 3, \\
& \left\langle E_{3} \otimes J^{i i}, Y\right\rangle=1, \quad 1 \leqslant i \leqslant n, \\
& \left\langle V_{i} \otimes W_{j}^{T}, Y\right\rangle=m_{i}, \quad 1 \leqslant i \leqslant 3,1 \leqslant j \leqslant n  \tag{11}\\
& \left\langle L^{i j} \otimes E_{n}, Y\right\rangle=m_{i} m_{j}, \quad 1 \leqslant i \leqslant j \leqslant 3, \\
& Y \in \mathcal{S}_{+}^{3 n} \cap \mathcal{N}^{3 n}, \quad \operatorname{rank}(Y) \leqslant 1 .
\end{align*}
$$

## 4 The DCA for the rank constrained DNN problem

In this section, we shall propose a DCA based algorithm for the rank constrained DNN relaxations established in the previous section. For simplicity in notation, all proposed rank constrained DNN representations (6), (8) and (11) can be cast in the following abstract form:

$$
\begin{align*}
& \min f(Y):=\langle\bar{C}, Y\rangle \\
& \text { s.t. } Y \in \Omega \bigcap \mathcal{R}, \tag{12}
\end{align*}
$$

where the subsets $\Omega, \mathcal{R} \subseteq \mathcal{S}^{q}$ are defined by

$$
\begin{equation*}
\Omega:=\left\{Y \in \mathcal{S}_{+}^{q} \bigcap \mathcal{N}^{q} \mid \mathcal{A}(Y)=b\right\} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{R}:=\left\{Y \in \mathcal{S}^{q} \mid \operatorname{rank}(Y) \leqslant 1\right\}, \tag{14}
\end{equation*}
$$

$\bar{C} \in \mathcal{S}^{q}, \mathcal{A}: \mathcal{S}^{q} \rightarrow \mathcal{R}^{m}$ is a given linear operator, and $b \in \mathcal{R}^{m}$ is a given data.

It is worth to note that for the rank constrained DNN relaxations proposed in Section 2 the subsets $\Omega$ with respect to (6), (8) and (11) are satisfy the following assumption.

Assumption 1 The subset $\Omega \subseteq \mathcal{S}^{q}$ defined by is nonempty and bounded.
Let $\rho>0$ be a given penalty parameter. The rank constrained DNN problem (12) is closed related to the following rank penalized problem:

$$
\begin{array}{ll}
\min & f(Y)+\rho \operatorname{rank}(Y) \\
\text { s.t. } Y \in \Omega . \tag{15}
\end{array}
$$

In fact, we shall verify that under Assumption 1, the rank penalized problem (15) is an exact penalty version of the rank constrained DNN problem (12) in the sense that there exists a constant $\bar{\rho}>0$ such that the global optimal solution of 15) associated to any $\rho \geqslant \bar{\rho}$ coincides with that of 12.

Theorem 4 Suppose Assumption 1 holds. There exists a constant $\bar{\rho}>0$ such that for any $\rho \geqslant \bar{\rho}$, the global optimal solution set of associated to any $\rho>\bar{\rho}$ coincides with the global optimal solution set of (12).

Proof Let $Y^{*}$ be a global optimal solution of 12 . Since $\Omega$ is assumed nonempty and compact, we may assume that $\tilde{Y} \in \Omega$ is an optimal solution of the convex problem $\min \{f(Y) \mid Y \in \Omega\}$. It is clear that $f\left(Y^{*}\right) \geqslant f(\tilde{Y})$. Let $\bar{\rho}>f\left(Y^{*}\right)-f(\tilde{Y}) \geqslant$ 0 be fixed. Suppose that $\rho \geqslant \bar{\rho}$. Let $Y_{\rho}$ be a global optimal solution of (15) chosen arbitrarily with respect to $\rho$. We have

$$
\begin{equation*}
f\left(Y_{\rho}\right)+\rho \operatorname{rank}\left(Y_{\rho}\right) \leqslant f\left(Y^{*}\right)+\rho \operatorname{rank}\left(Y^{*}\right) \leqslant f\left(Y^{*}\right)+\rho . \tag{16}
\end{equation*}
$$

By noting that $\operatorname{rank}\left(Y_{\rho}\right) \geqslant 1$ (since $\left.Y_{\rho} \neq 0\right)$, we obtain from 16) that

$$
\begin{equation*}
f\left(Y_{\rho}\right) \leqslant f\left(Y^{*}\right) . \tag{17}
\end{equation*}
$$

Since $Y_{\rho} \in \Omega$, we have $f(\tilde{Y}) \leqslant f\left(Y_{\rho}\right)$. Thus, we have

$$
\begin{equation*}
\rho\left(\operatorname{rank}\left(Y_{\rho}\right)-1\right) \leqslant f\left(Y^{*}\right)-f(\tilde{Y}) . \tag{18}
\end{equation*}
$$

We claim that $\operatorname{rank}\left(Y_{\rho}\right) \leqslant 1$. In fact, if $\operatorname{rank}\left(Y_{\rho}\right) \geqslant 2$, then it follows from 18) that

$$
\rho \leqslant f\left(Y^{*}\right)-f(\tilde{Y}),
$$

which contradicts with the fact that $\rho \geqslant \bar{\rho}>f\left(Y^{*}\right)-f(\tilde{Y})$. Thus, we know that $Y_{\rho} \in \Omega \bigcap \mathcal{R}$, i.e., $Y_{\rho}$ is indeed a feasible solution of (12). Therefore, we have $f\left(Y_{\rho}\right) \geqslant f\left(Y^{*}\right)$ since $Y^{*}$ is a global solution of 12). This, together with 17), implies that $f\left(Y_{\rho}\right)=f\left(Y^{*}\right)$, which implies that $Y_{\rho}$ is a global solution of (12). On the other hand, by noting that $Y_{\rho} \neq 0$ and $\operatorname{rank}\left(Y_{\rho}\right) \leqslant 1$, we conclude that $\operatorname{rank}\left(Y_{\rho}\right)=1$, which implies that

$$
f\left(Y_{\rho}\right)+\rho \operatorname{rank}\left(Y_{\rho}\right)=f\left(Y_{\rho}\right)+\rho \geqslant f\left(Y^{*}\right)+\rho \operatorname{rank}\left(Y^{*}\right)
$$

It then follows from (16) that $f\left(Y_{\rho}\right)+\rho \operatorname{rank}\left(Y_{\rho}\right)=f\left(Y^{*}\right)+\rho \operatorname{rank}\left(Y^{*}\right)$. Thus, we know that $Y^{*}$ is also a global solution of 15). Since $Y^{*}$ and $Y_{\rho}$ are chosen arbitrarily, we know that the global solution sets of 12 and (15) coincide.

Consider the following penalized problem:

$$
\begin{align*}
& \min f_{\rho}(Y):=\langle\bar{C}, Y\rangle+\rho\left(\|Y\|_{*}-\|Y\|_{2}\right) \\
& \text { s.t. } Y \in \Omega . \tag{19}
\end{align*}
$$

Let $\mathcal{X}$ and $\mathcal{Z}$ be two finite dimensional Euclidean space. Recall a set-valued mapping $\Psi: \mathcal{X} \rightrightarrows \mathcal{Z}$ is called calm at $\bar{x}$ for $\bar{z} \in \Psi(\bar{x})$ if there exist a constant $\alpha>0$ and neighborhood $\mathcal{U} \subseteq \mathcal{X}$ of $\bar{x}$ and neighborhood $\mathcal{V} \subseteq \mathcal{Z}$ of $\bar{z}$ such that

$$
\Psi(x) \cap \mathcal{V} \subseteq \Psi(\bar{x})+\alpha\|x-\bar{x}\| \mathbb{B}_{\mathcal{X}} \quad \forall x \in \mathcal{U}
$$

where $\mathbb{B}_{\mathcal{X}}$ is the unit ball in $\mathcal{X}$.
Proposition 2 Suppose that the set-valued mapping $\Gamma: \Re \rightrightarrows \mathcal{S}^{q}$ defined by

$$
\Gamma(w):=\left\{Y \in \mathcal{S}^{q} \mid Y \in \Omega,\|Y\|_{*}-\|Y\|_{2}=w\right\}, \quad w \in \Re
$$

is calm at 0 for each $Y \in \Gamma(0)$. Then, there exists a constant $\bar{\rho}>0$ such that for any $\rho>\bar{\rho}, Y^{*}$ is an optimal of 12 if and only if $Y^{*}$ is an optimal of the penalized problem 19).
Proof First, we shall show that there exists $\bar{\rho}>0$ if $Y^{*}$ is an optimal of (12), then it is also an optimal solution of the penalized problem (19) for $\rho>\bar{\rho}$. By 6 , Theorem 2.1], we know from the calmness of $\Gamma$ that there exists $\tau>0$ such that $\operatorname{dist}(\bar{Y}, \Omega \bigcap \mathcal{R}) \leqslant \tau \operatorname{dist}(\bar{Y}, \mathcal{R})=\tau\left(\|\bar{Y}\|_{*}-\|\bar{Y}\|_{2}\right)$. Let $L:=\|\bar{C}\|>0$. Suppose that $\rho>\bar{\rho}:=\max \{L \tau, L\}$ be arbitrarily given. Suppose there exists $\bar{Y} \in \Omega$ and $\varepsilon>0$ such that

$$
\langle\bar{C}, \bar{Y}\rangle+\rho\left(\|\bar{Y}\|_{*}-\|\bar{Y}\|_{2}\right)<\left\langle\bar{C}, Y^{*}\right\rangle-\rho \varepsilon .
$$

Let $\hat{Z} \in \Omega \bigcap \mathcal{R}$ be such that

$$
\|\hat{Z}-\bar{Y}\| \leqslant \operatorname{dist}(\bar{Y}, \Omega \bigcap \mathcal{R})+\varepsilon
$$

Since $\operatorname{dist}(\bar{Y}, \Omega \bigcap \mathcal{R}) \leqslant \tau \operatorname{dist}(\bar{Y}, \mathcal{R})=\tau\left(\|\bar{Y}\|_{*}-\|\bar{Y}\|_{2}\right)$. we have

$$
\|\hat{Z}-\bar{Y}\| \leqslant \tau\left(\|\bar{Y}\|_{*}-\|\bar{Y}\|_{2}\right)+\varepsilon .
$$

Then,

$$
\begin{aligned}
\langle\bar{C}, \hat{Z}\rangle & \leqslant\langle\bar{C}, \bar{Y}\rangle+L\|\hat{Z}-\bar{Y}\| \leqslant\langle\bar{C}, \bar{Y}\rangle+L\left(\tau\left(\|\bar{Y}\|_{*}-\|\bar{Y}\|_{2}\right)+\varepsilon\right) \\
& \leqslant\langle\bar{C}, \bar{Y}\rangle+\rho\left(\|\bar{Y}\|_{*}-\|\bar{Y}\|_{2}+\varepsilon\right)<\left\langle\bar{C}, Y^{*}\right\rangle .
\end{aligned}
$$

This contradicts with the fact that $Y^{*}$ is an optimal of 12.)
For the converse direction, it is sufficient to show that if $Y^{*}$ is an optimal of the penalized problem (19), then $Y^{*} \in \Omega \bigcap \mathcal{R}$, i.e., $Y^{*}$ is a feasible solution of (12). In fact, if $\tilde{Y} \in \Omega \bigcap \mathcal{R}$ is an optimal of $(12)$, then since $Y^{*}$ is an optimal of the problem (19), we know from the first part that

$$
\left\langle\bar{C}, Y^{*}\right\rangle+\rho\left(\left\|Y^{*}\right\|_{*}-\left\|Y^{*}\right\|_{2}\right)=\langle\bar{C}, \tilde{Y}\rangle
$$

and

$$
\left\langle\bar{C}, Y^{*}\right\rangle+\frac{1}{2}(\rho+\bar{\rho})\left(\left\|Y^{*}\right\|_{*}-\left\|Y^{*}\right\|_{2}\right) \geqslant\langle\bar{C}, \tilde{Y}\rangle
$$

which implies that

$$
\frac{1}{2}(\bar{\rho}-\rho)\left(\left\|Y^{*}\right\|_{*}-\left\|Y^{*}\right\|_{2}\right) \geqslant 0
$$

Since $\rho>\bar{\rho}$ and $\left\|Y^{*}\right\|_{*}-\left\|Y^{*}\right\|_{2} \geqslant 0$, we know that $\left\|Y^{*}\right\|_{*}-\left\|Y^{*}\right\|_{2}=0$, i.e., $\operatorname{rank}\left(Y^{*}\right) \leqslant 1$. Thus, we have $Y^{*} \in \Omega \bigcap \mathcal{R}$. This completes the proof.

The objective function of (19) can be rewritten as

$$
f_{\rho}(Y)=\langle\bar{C}, Y\rangle+\rho\|Y\|_{*}-\rho p(Y), \quad Y \in \mathcal{S}^{q}
$$

where $p(Y):=\|Y\|_{2}$. Therefore, the non-convex objective function of the penalized problem (19) is a DC (difference of convex) function. Thus, we introduce a DC based algorithm to solve (19), which has the following template:

```
Algorithm 1 [Proximal DC Algorithm (ProxDCA)]
    Let \(Y^{0} \in \Omega\) be an initial point and \(\sigma>0\). Set \(k=0\).
    Choose \(W^{k} \in \partial p\left(Y^{k}\right)\). Compute
```

$$
\begin{equation*}
Y^{k+1}=\operatorname{argmin}\left\{\hat{f}_{\rho, \sigma}(Y) \mid Y \in \Omega\right\}, \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{f}_{\rho, \sigma}(Y):=\langle\bar{C}, Y\rangle+\rho\|Y\|_{*}-\rho\left(p\left(Y^{k}\right)+\left\langle W^{k}, Y-Y^{k}\right\rangle\right)+\frac{1}{2 \sigma}\left\|Y-Y^{k}\right\|^{2} \tag{21}
\end{equation*}
$$

and the subset $\Omega \subseteq \mathcal{S}^{q}$ is defined by 13 .
3: If $Y^{k+1}=Y^{k}$ stop; otherwise set $k=k+1$ and go to Step.2.

Under Assumption 1, the strongly convex problem (20) has a unique solution and can be solved efficiently by considering its dual problem, i.e.,

$$
\begin{align*}
& \max -\langle b, y\rangle-\frac{\sigma}{2}\left\|\bar{C}+\rho\left(I+W^{k}\right)+\mathcal{A}^{*} y+S+Z-\sigma Y^{k}\right\|^{2}  \tag{22}\\
& \text { s.t. } S \in \mathcal{S}_{-}^{q}, \quad Z \in-\mathcal{N}^{q}
\end{align*}
$$

Moreover, if $\left(y^{k+1}, S^{k+1}, Z^{k+1}\right) \in \mathcal{R}^{m} \times \mathcal{S}^{q} \times \mathcal{N}^{q}$ is an optimal solution of the above dual problem $\sqrt[22]{2}, Y^{k+1}$ can be found as follows

$$
\begin{equation*}
Y^{k+1}=Y^{k}-\sigma\left(\mathcal{A}^{*} y^{k+1}+S^{k+1}+Z^{k+1}+\bar{C}+\rho\left(I-W^{k}\right)\right) . \tag{23}
\end{equation*}
$$

It is clear that the dual problem (22) coincides with the inner problem 40, (8)] involved in the augmented Lagrangian method of the dual problem of the semidefinite programming with an additional polyhedral cone constraint (SDP+) introduced by [40]. Therefore, we can employ the majorized semismooth Newton-CG method [40, Algorithm MSNCG] to solve 20, directly. Furthermore, in order for the dual problem 22 ) to have a bounded solution set, we introduce the following general Slater condition for the constraint set $\Omega$ defined in (13).

Assumption 2 There exists $\tilde{Y} \in \mathcal{S}^{q}$ such that

$$
\mathcal{A}\left(\mathcal{T}_{\mathcal{N}^{q}}(\tilde{Y})\right)=\mathcal{R}^{m} \quad \text { and } \quad \tilde{Y} \in \mathcal{S}_{++}^{q} \cap \operatorname{int}\left(\mathcal{N}^{q}\right),
$$

where $\operatorname{int}\left(\mathcal{N}^{q}\right)$ and $\mathcal{T}_{\mathcal{N}^{q}}(\tilde{Y})$ denote the interior of $\mathcal{N}^{q}$ and the tangent cone of $\mathcal{N}^{q}$ at $\tilde{Y}$, respectively.

Under Assumption 2, the convergence of Algorithm MSNCG is established in 40 , Theorem 2.5]. For simplicity, we omit details here.

Next, we shall study the convergence of the proposed DC based algorithm for the rank constrained DNN problem (12). A feasible point $Y \in \Omega$ is said to be a stationary point of the penalized problem (19) if

$$
\left(\bar{C}+\rho I+\mathcal{N}_{\Omega}(Y)\right) \bigcap(\rho \partial p(Y)) \neq \varnothing,
$$

where $\mathcal{N}_{\Omega}(Y)$ is the normal cone of the convex set $\Omega$ at $Y$ in the sense of convex analysis (cf. e.g., 32 ). We have the following results on the convergence of the proposed DC based algorithm (Algorithm 1) for the rank constrained DNN problem (12). Note that the proof of the following proposition is similar with that of [18, Theorem 3.4]. However, we include the proof here for completion.

Proposition 3 Suppose that Assumption 1 holds. Let $\rho>0$ be given. Let $\left\{Y^{k}\right\}$ be the sequence generated by Algorithm 1. Then $\left\{f_{\rho}\left(Y^{k}\right)\right\}$ is a monotonically decreasing sequence. If $Y^{k+1}=Y^{k}$ for some integer $k \geqslant 0$, then $Y^{k+1}$ is a stationary point of the penalized problem 19). Otherwise, the infinite sequence $\left\{f_{\rho}\left(Y^{k}\right)\right\}$ satisfies

$$
\begin{equation*}
\frac{1}{2 \sigma}\left\|Y^{k+1}-Y^{k}\right\|^{2} \leqslant f_{\rho}\left(Y^{k}\right)-f_{\rho}\left(Y^{k+1}\right), \quad k=0,1, \ldots \tag{24}
\end{equation*}
$$

Moreover, any accumulation point of the bounded sequence $\left\{Y^{k}\right\}$ is a stationary point of problem (19).

Proof Since the function $p$ is convex and $W^{k} \in \partial p\left(Y^{k}\right)$, we know that

$$
p\left(Y^{k+1}\right) \geqslant p\left(Y^{k}\right)+\left\langle W^{k}, Y^{k+1}-Y^{k}\right\rangle .
$$

Therefore, we have for each $k \geqslant 0$,

$$
\begin{aligned}
f_{\rho}\left(Y^{k+1}\right)= & \left\langle\bar{C}, Y^{k+1}\right\rangle+\rho\left\|Y^{k+1}\right\|_{*}-\rho p\left(Y^{k+1}\right) \\
\leqslant & \left\langle\bar{C}, Y^{k+1}\right\rangle+\rho\left\|Y^{k+1}\right\|_{*}-\rho\left(p\left(Y^{k}\right)+\left\langle W^{k}, Y^{k+1}-Y^{k}\right\rangle\right) \\
& +\frac{1}{2 \sigma}\left\|Y^{k+1}-Y^{k}\right\|^{2} \leqslant \widehat{f}_{\rho, \sigma}\left(Y^{k}\right)=f_{\rho}\left(Y^{k}\right),
\end{aligned}
$$

where the last inequality due to $Y^{k} \in \Omega$ and $Y^{k+1}$ is the optimal solution of 20). Thus, we know that the sequence $\left\{f_{\rho}\left(Y^{k}\right)\right\}$ is a monotonically decreasing sequence.

Assume that there exists some $k \geqslant 0$ such that $Y^{k+1}=Y^{k}$. We shall show that $Y^{k+1}$ is a stationary point of 19 . Since $Y^{k+1}$ is the optimal solution of the strongly convex problem 20, we know that

$$
\begin{equation*}
0 \in \frac{1}{\sigma}\left(Y^{k+1}-Y^{k}\right)+\bar{C}-\rho W^{k}+\rho I+\mathcal{N}_{\Omega}\left(Y^{k+1}\right) \tag{25}
\end{equation*}
$$

It then follows from $Y^{k+1}=Y^{k}$ that

$$
\rho W^{k} \in \bar{C}+\rho I+\mathcal{N}_{\Omega}\left(Y^{k+1}\right)
$$

which implies that

$$
\left(\bar{C}+\rho I+\mathcal{N}_{\Omega}\left(Y^{k+1}\right)\right) \bigcap \rho \partial p\left(Y^{k+1}\right) \neq \varnothing
$$

i.e. $Y^{k+1}$ is a stationary point of 19 .

Next, suppose that for all $k \geqslant 0, Y^{k+1} \neq Y^{k}$. It then follows from (25), there exists $D^{k+1} \in \mathcal{N}_{\Omega}\left(Y^{k+1}\right)$ such that

$$
\begin{equation*}
0=\frac{1}{\sigma}\left(Y^{k+1}-Y^{k}\right)+\bar{C}-\rho\left(W^{k}-I\right)+D^{k+1} \tag{26}
\end{equation*}
$$

Thus, since $Y^{k} \in \Omega$ and $D^{k+1} \in \mathcal{N}_{\Omega}\left(Y^{k+1}\right)$ for each $k \geqslant 0$, by 25), we have

$$
\begin{aligned}
& f_{\rho}\left(Y^{k+1}\right)-f_{\rho}\left(Y^{k}\right) \leqslant \widehat{f}_{\rho, \sigma}\left(Y^{k+1}\right)-f_{\rho}\left(Y^{k}\right) \\
= & \frac{1}{2 \sigma}\left\|Y^{k+1}-Y^{k}\right\|^{2}+\left\langle\bar{C}, Y^{k+1}\right\rangle-\rho\left(\left\|Y^{k}\right\|_{2}+\left\langle W^{k}, Y^{k+1}-Y^{k}\right\rangle-\left\langle I, Y^{k+1}\right\rangle\right) \\
& -\left(\left\langle\bar{C}, Y^{k}\right\rangle-\rho\left(\left\|Y^{k}\right\|_{2}-\left\langle I, Y^{k}\right\rangle\right)\right. \\
= & \frac{1}{2 \sigma}\left\|Y^{k+1}-Y^{k}\right\|^{2}+\left\langle\bar{C}, Y^{k+1}-Y^{k}\right\rangle-\left\langle\rho\left(W^{k}-I\right), Y^{k+1}-Y^{k}\right\rangle \\
= & \frac{1}{2 \sigma}\left\|Y^{k+1}-Y^{k}\right\|^{2}+\left\langle\bar{C}-\rho\left(W^{k}-I\right), Y^{k+1}-Y^{k}\right\rangle \\
= & \frac{1}{2 \sigma}\left\|Y^{k+1}-Y^{k}\right\|^{2}+\left\langle-\frac{1}{\sigma}\left(Y^{k+1}-Y^{k}\right)-D^{k+1}, Y^{k+1}-Y^{k}\right\rangle \\
= & -\frac{1}{2 \sigma}\left\|Y^{k+1}-Y^{k}\right\|^{2}-\left\langle D^{k+1}, Y^{k+1}-Y^{k}\right\rangle \leqslant 0
\end{aligned}
$$

which implies that

$$
\frac{1}{2 \sigma}\left\|Y^{k+1}-Y^{k}\right\|^{2} \leqslant f_{\rho}\left(Y^{k}\right)-f_{\rho}\left(Y^{k+1}\right)
$$

Thus, the infinite sequence $\left\{f_{\rho}\left(Y^{k}\right)\right\}$ satisfies the inequality 24 .
Moreover, suppose that $\bar{Y}$ is an accumulation point of $\left\{\bar{Y}^{k}\right\}$. Let $\left\{Y^{k_{j}}\right\}$ be a subsequence of $\left\{Y^{k}\right\}$ such that

$$
\lim _{j \rightarrow+\infty} Y^{k_{j}}=\bar{Y} .
$$

Then, by (24), we obtain that

$$
\lim _{i \rightarrow \infty} \frac{1}{2 \sigma} \sum_{k=0}^{i}\left\|Y^{k+1}-Y^{k}\right\|^{2} \leqslant \liminf _{i \rightarrow \infty}\left(f_{\rho}\left(Y^{0}\right)-f_{\rho}\left(Y^{i+1}\right)\right) \leqslant f_{\rho}\left(Y^{0}\right)<+\infty
$$

which implies that $\lim _{k \rightarrow \infty}\left\|Y^{k+1}-Y^{k}\right\|=0$. Therefore, we obtain that

$$
\lim _{j \rightarrow \infty} Y^{k_{j}+1}=\lim _{j \rightarrow \infty} Y^{k_{j}}=\bar{Y} \quad \text { and } \quad \lim _{j \rightarrow \infty}\left(Y^{k_{j}+1}-Y^{k_{j}}\right)=0
$$

Furthermore, since $\left\{Y^{k_{j}}\right\}$ is bounded, it follows from 32, Theorem 24.7] that $\left\{W^{k_{j}}\right\}$ is also bounded. By taking a subsequence if necessary, we may assume that there exists $\bar{W} \in \partial p(\bar{Y})$ such that $\lim _{j \rightarrow \infty} W^{k_{j}}=\bar{W}$. Therefore, we obtain from (26) that
$\bar{D}:=\lim _{j \rightarrow \infty} D^{k_{j}+1}=\lim _{j \rightarrow \infty}-\left(\frac{1}{\sigma}\left(Y^{k_{j}+1}-Y^{k_{j}}\right)+\bar{C}-\rho\left(W^{k_{j}}-I\right)\right)=-\bar{C}-\rho I+\rho \bar{W}$.

Now in order to show that $\bar{Y}$ is a stationary point of problem 19), we only need to show that $\bar{D} \in \mathcal{N}_{\Omega}(\bar{Y})$. Suppose that $\bar{D} \notin \mathcal{N}_{\Omega}(\bar{Y})$, i.e., there exists $\tilde{Y} \in \Omega$ such that $\langle\bar{D}, \tilde{Y}-\bar{Y}\rangle>0$. Since for each $k_{j}, D^{k_{j}+1} \in \mathcal{N}_{\Omega}\left(Y^{k_{j}+1}\right)$, we have

$$
\left\langle D^{k_{j}+1}, \tilde{Y}-Y^{k_{j}+1}\right\rangle \leqslant 0 .
$$

It follows from the convergence of the two subsequences $\left\{D^{k_{j}+1}\right\}$ and $\left\{Y^{k_{j}+1}\right\}$, thus

$$
\langle\bar{D}, \tilde{Y}-\bar{Y}\rangle \leqslant 0
$$

This is a contradiction. The proof is completed.
In order to show the infinity sequence $\left\{Y^{k}\right\}$ generated by the proposed Algorithm 1 actually converge, we recall the following definition of the Kurdykaojaziewicz (KL) property of the lower semi-continuous function (see $5,9,10$ for more details). Let $\iota>0$ and $\Psi_{\iota}$ be the class of functions $\psi:[0, \iota) \rightarrow \mathcal{R}_{+}$that satisfy the following conditions:
(a) $\psi(0)=0$;
(b) $\psi$ is positive, concave and continuous;
(c) $\psi$ is continuously differentiable on $(0, \iota)$ with $\psi^{\prime}(x)>0$ for any $x \in(0, \iota)$.

Let $g: \mathcal{R}^{n} \rightarrow(-\infty, \infty]$ be a given proper lower semicontinuous function. Suppose that $x \in \operatorname{dom} g:=\left\{x \in \Re^{n} \mid g(x)<\infty\right\}$. The Fréchet subdifferential of $g$ at $x$ is defined as

$$
\hat{\partial} g(x):=\left\{h \in \mathcal{R}^{n} \left\lvert\, \limsup _{x \neq y \rightarrow x} \frac{g(y)-g(x)-h^{T}(y-x)}{\|y-x\|} \geqslant 0\right.\right\}
$$

and the limiting subdifferential, or simply the subdifferential of $g$ at $x$, is defined by

$$
\partial g(x):=\left\{h \in \mathcal{R}^{n} \mid \exists\left\{x^{k}\right\} \rightarrow x \text { and }\left\{h^{k}\right\} \rightarrow h \text { satisfying } h^{k} \in \hat{\partial} g\left(x^{k}\right) \forall k\right\} .
$$

Definition 1 (KL property) The given proper lower semicontinuous function $g: \mathcal{R}^{n} \rightarrow(-\infty, \infty]$ is said to have the KL property at $\bar{x} \in \operatorname{dom} g$ if there exist $\iota>0$, a neighborhood $\mathcal{U}$ of $\bar{x}$ and a concave function $\psi \in \Psi_{\iota}$ such that

$$
\psi^{\prime}(g(x)-g(\bar{x})) \operatorname{dist}(0, \partial g(x)) \geqslant 1 \quad \forall x \in \mathcal{U} \text { and } g(\bar{x})<g(x)<g(\bar{x})+\iota
$$

where $\operatorname{dist}(x, Z)=\min _{z \in Z}\|y-x\|$ is the distance from a point $x$ to a nonempty closed set $Z$. The function $g$ is said to be a KL function if it has the KL property at each point of dom $g$.

One most frequently used functions which have the KL property are the semialgebraic functions.
Definition 2 (Semialgebraic sets and functions) A set in $\mathcal{R}^{n}$ is semialgebraic if it is a finite union of sets of the form

$$
\left\{x \in \mathcal{R}^{n} \mid p_{i}(x)>0, q_{j}(x)=0, \quad i=1, \ldots, a, j=1, \ldots, b\right\}
$$

where $p_{i}: \mathcal{R}^{n} \rightarrow \mathcal{R}, i=1, \ldots, a$ and $q_{j}: \mathcal{R}^{n} \rightarrow \mathcal{R}, j=1, \ldots, b$ are polynomials. A mapping is semialgebraic if its graph is semialgebraic.

For this class of function, we have the following useful result (cf. 7. 8]).
Proposition 4 Suppose a proper lower semicontinuous function $g: \mathcal{R}^{n} \rightarrow(-\infty, \infty]$ is semialgebraic, then $g$ is a KL function.

Now, we are ready to establish the global convergence of Algorithm 1 by employing a refined global convergence result for the proximal DCA solving the DC programming with the nonsmooth DC function, which is recently developed by Liu et al. 25.

Theorem 5 Suppose that Assumption 1 holds. Let $\rho>0$ be given and $\sigma \leqslant 1 / \| \bar{C}+$ $\rho I \|$. Suppose that $\left\{Y^{k}\right\}$ is the infinite sequence generated by Algorithm 1. Then $\left\{Y^{k}\right\}$ converges to a stationary point of problem (19).

Proof It is easy to verify that the set $\Omega \subseteq \mathcal{S}^{q}$ defined in 13 is semialgebraic. Moreover, since the conjugate function $p^{*}(Y):=\sup _{Z \in \mathcal{S}^{q}}\left\{\langle Y, Z\rangle-\|Z\|_{2}\right\}$ coincides with the indicator function of the unit ball of the nuclear norm $\|\cdot\|_{*}$, i.e., $\left\{Y \in \mathcal{S}^{n} \mid\right.$ $\left.\|Y\|_{*} \leqslant 1\right\}$ (cf. 32, Theorems $\left.13.5 \& 13.2\right]$ ), we know that for the given $\sigma>0$ the corresponding auxiliary major function $E(Y, Z, W):=\langle\bar{C}, Y\rangle+\rho\langle I, Y\rangle+\delta_{\Omega}(Y)-$ $\langle Y, Z\rangle+p^{*}(Z)+\frac{1}{2 \sigma}\|Y-W\|^{2}, Y, Z, W \in \mathcal{S}^{n}$ defined in 25, (7)] is semialgebraic. It then follows from Proposition 4 that $E$ is a KL function. Thus, the desired result follows from [25. Theorem 3.1] directly.

Finally, we will show that if the parameter $\rho>0$ is large enough, then the sequence $\left\{Y^{k}\right\}$ obtained by Algorithm 1 will satisfy the the rank constraint of 12 ) when $k$ sufficiently large.

Proposition 5 Suppose that Assumptions 1 and 2 hold. For each $k$, choose $W^{k}=$ $U_{1}^{k}\left(U_{1}^{k}\right)^{T} \in \partial p\left(Y^{k}\right)$, where $U_{1}^{k} \in \mathcal{R}^{q}$ is the orthonormal eigenvector with respect to the largest eigenvalue $\lambda_{1}\left(Y^{k}\right)$ of $Y^{k}$. Let $\left\{Y^{k}\right\}$ be the sequence generated by Algorithm 1. Then, there exists $\hat{\rho}>0$ such that for any $\rho>\hat{\rho}$ and each $k$ sufficiently large,

$$
\operatorname{rank}\left(Y^{k+1}\right) \leqslant 1
$$

which implies that $Y^{k+1}$ is a feasible solution of (12).
Proof For each $k$, since problem (20) is convex, we know that $Y^{k+1}$ is the optimal solution of (20) if and only if there exists $\left(y^{k+1}, S^{k+1}, Z^{k+1}\right) \in \mathcal{R}^{m} \times \mathcal{S}^{q} \times \mathcal{S}^{q}$ such that $\left(Y^{k+1}, y^{k+1}, S^{k+1}, Z^{k+1}\right)$ satisfies the following KKT system:

$$
\left\{\begin{array}{l}
\bar{C}+\rho\left(I-W^{k}\right)+\mathcal{A}^{*} y+S+Z+\frac{1}{\sigma}\left(Y-Y^{k}\right)=0,  \tag{27}\\
\mathcal{A}(Y)=b, \\
\mathcal{S}_{+}^{q} \ni Y \perp S \in \mathcal{S}_{-}^{q}, \quad \mathcal{N}^{q} \ni Y \perp Z \in-\mathcal{N}^{q} .
\end{array}\right.
$$

By the first equation of (27), we know that for each $k$,

$$
S^{k+1}=-\rho\left(I-W^{k}\right)+M^{k+1}
$$

where $M^{k+1}:=-\bar{C}-\mathcal{A}^{*} y^{k+1}-Z^{k+1}-\frac{1}{\sigma}\left(Y^{k+1}-Y^{k}\right)$. By Weyl's eigenvalue inequality (see [39] or [20, Theorem 4.3.7]), we have for each $k$,

$$
\begin{equation*}
\lambda_{2}\left(S^{k+1}\right) \leqslant \lambda_{2}\left(-\rho\left(I-W^{k}\right)\right)+\lambda_{1}\left(M^{k+1}\right)=-\rho+\lambda_{1}\left(M^{k+1}\right) \tag{28}
\end{equation*}
$$

where the equality holds due to the fact that the eigenvalues $\lambda\left(-\rho\left(I-W^{k}\right)\right)=$ $(0,-\rho, \ldots,-\rho) \in \mathcal{R}^{q}$. Moreover, since for each $k, Y^{k} \in \Omega$ is bounded, we know that there exists a constant $\zeta>0$ such that for each $k,\left\|Y^{k}\right\|_{2} \leqslant \zeta$. It follows from Assumption 2 that the level set of the dual problem (22) is a closed and bounded convex set (cf. [33, Theorems $17 \& 18]$ ). Thus, we know that there exists a finite constant $\eta$ such that for $k$ sufficiently large, $\lambda_{1}\left(-\bar{C}-\mathcal{A}^{*} y^{k+1}-Z^{k+1}\right) \leqslant \eta$, we have there exists a constant $\zeta>0$ such that for $k$ sufficiently large,

$$
\begin{aligned}
\lambda_{1}\left(M^{k+1}\right) & \leqslant \lambda_{1}\left(-\bar{C}-\mathcal{A}^{*} y^{k+1}-Z^{k+1}\right)+\frac{1}{\sigma} \lambda_{1}\left(Y^{k+1}-Y^{k}\right) \\
& \leqslant \lambda_{1}\left(-\bar{C}-\mathcal{A}^{*} y^{k+1}-Z^{k+1}\right)+\frac{1}{\sigma}\left\|Y^{k+1}-Y^{k}\right\|_{2} \leqslant \eta+\frac{\zeta}{\sigma} .
\end{aligned}
$$

Therefore, we know from (28) that if $\rho>\hat{\rho}:=\max \{\eta, 0\}+\frac{\zeta}{\sigma}>0$, then for $k$ sufficiently large,

$$
\begin{equation*}
\lambda_{2}\left(S^{k+1}\right) \leqslant-\rho+\lambda_{1}\left(M^{k+1}\right) \leqslant-\rho+\eta+\frac{\zeta}{\sigma}<0 \tag{29}
\end{equation*}
$$

Finally, since $\mathcal{S}_{+}^{q} \ni Y^{k+1} \perp S^{k+1} \in \mathcal{S}_{-}^{q}$, by (29), we obtain that for $k$ sufficiently large,

$$
\operatorname{rank}\left(S^{k+1}\right) \geqslant q-1 \quad \text { and } \quad \operatorname{rank}\left(Y^{k+1}\right)+\operatorname{rank}\left(S^{k+1}\right) \leqslant q,
$$

which implies that $\operatorname{rank}\left(Y^{k+1}\right) \leqslant q-\operatorname{rank}\left(S^{k+1}\right) \leqslant 1$.

## 5 Numerical results

In this section, we present numerical results for the relaxation problem (6) solving by Algorithm 1 . All the data from QAPLIB [19] and 'dre' instances 15 are tested on a Window 10 workstation ( 6 core, Intel Xeon E5-2650 v3 @ $2.30 \mathrm{GHz}, 128 \mathrm{~GB}$ RAM). The size of most QAPs ranges from 12 to 60 . During our experiments, SDPNAL+ version 1.0 [35] is used as doubly nonnegative solver for solving the subproblems 20). Algorithm 1 is implemented in the MATLAB 2015a platform. We measure the performance of Algorithm 1 by

$$
\text { gap }:=\frac{\mathrm{PDCA}-\mathrm{opt}}{\mathrm{opt}} \times 100 \%,
$$

where 'opt' denotes the optimal value (or best-known feasible solution) of the instance from QAPLIB, 'PDCA' denotes the optimal value of the subproblem (20).

### 5.1 Penalty parameter

The penalty parameter $\rho$ is an important factor for the whole procedure of Algorithm 1. Figure 1 shows the effect of the paramenter $\rho$ on the gaps and the ranks of the sequences generated by Algorithm 1 for chr18a, els19, had20 and lipa30a. In each subfigure, x -axis is the range of the parameter $\rho$, the left and right y -axis denote the ranks of the generated solutions and the gaps of the optimality for the different $\rho$ respectively. As shown in Fig. 1(a) and (b), if $\rho$ increases from 0, chr18


Fig. 1: Effects of paramenters $\rho$ on gaps and ranks of solutions
and els19 problems can obtain the optimal solutions of the problem (12) since the gaps are zeroes.

Although larger $\rho$ can help the solutions satisfying the rank-one constraint in the problem (12) (Proposition 5), the parameter $\rho$ should not be too large. In fact, as demonstrated by (c) had20 and (d) lipa30a in Fig. 1. when $\rho$ increases larger than certain value, the gaps of these two problems oscillate up and down which imply the penalty problem (19) may move away from the target problem 122. In our implementation, a bisection strategy is used for finding a suitable parameter $\rho$ for Algorithm 1

### 5.2 Numerical performance

Table 1 summarizes the quality of the solutions obtained by our proposed DCA approach for solving the problems from QAPLIB [19] and 'dre' instances [15] (107 instances). It can be seen from Table 1 that for 69 instances we are able to solve the problems exactly; for 32 instances we are able to obtain a feasible solution whose gap is less than or equal $4 \%$; for 6 instances we obtain a feasible solution whose gap is larger than $4 \%$.

Table 1: Summary of numerical performance of Algorithm 1

| Problem set (No.) | gap |  |  | Problem |
| :---: | :---: | :---: | :---: | :---: |
|  | 0 | $\leqslant 4 \%$ | > $4 \%$ |  |
| drexxx(6) | 6 | 0 | 0 | $\begin{aligned} & \text { dre15, dre18, dre21, } \\ & \text { dre24, dre30, dre42 } \end{aligned}$ |
| bur26x(8) | 0 | 8 | 0 | bur26a-h |
| chrxxx(14) | 14 | 0 | 0 | $\begin{aligned} & \text { chr12x, chr15x, chr18x, } \\ & \text { chr20x, chr22x, chr25a } \end{aligned}$ |
| els19(1) | 1 | 0 | 0 | els19 |
| $\operatorname{escxxx}(14)$ | 11 | 1 | 2 | esc16a-j, esc32a-g |
| hadxx(5) | 5 | 0 | 0 | had12, had14-had20 |
| kra32x(3) | 1 | 2 | 0 | kra30a-b, kra32 |
| $\operatorname{lipaxxx}(10)$ | 10 | 0 | 0 | lipa20x, lipa30x, lipa40x, lipa50x, lipa60x |
| nugxx(13) | 8 | 5 | 0 | $\begin{aligned} & \text { nug12, nug14-nug22, } \\ & \text { nug25, nug27, nug28 } \end{aligned}$ |
| rouxx (3) | 3 | 0 | 0 | rou12, rou15, rou20 |
| $\operatorname{scrxx}(3)$ | 3 | 0 | 0 | scr12, scr15, scr20 |
| skoxx(5) | 0 | 2 | 3 | sko42, sko56, sko64, sko72, sko81 |
| ste36x(3) | 0 | 3 | 0 | ste36a-c |
| taixxx(17) | 7 | 9 | 1 | tai12x, tai15x, tai17x, tai20x, tai25x, tai30x, tai35x, tai40x, tai50a, tai60b |
| thoxx(2) | 0 | 2 | 0 | tho30, tho40 |
| Total(107) | 69 | 32 | 6 |  |

The detail numerical results of Algorithm 1 for solving the 'dre' instances from [15] and QAPLIB [19] are reported in Tables 2 and 3 In the these tables, 'time' column (in hours:minutes:seconds) reports the CPU time of Algorithm 1 and 'permutaion/bound' column reports the feasible solution generated by solving the relaxation problem (20) of the rank-1 constrained DNN problem (19).

The 'dre' problem instances 15 are based on a rectangular grid where all nonadjacent nodes have zero weight, making the value of the objective function increase steeply with just a slight change from the optimal permutation. The 'dre' instances are difficult to solve, especially for many metaheuristic-based methods, since they are ill-conditioned and hard to break out the 'basin' of the local minimal. The best known solutions for the 'dre' problems have been found by branch and bound in [15]. Notably, by employing our proposed DCA based approach Algorithm 1 we are able to obtain the global optimal solutions of the 'dre' problems quite efficiently. For instance, we are able to solve the instance 'dre42' by Algorithm 1 exactly in 13 minutes.

Table 2: Numerical performance of the 'dre' problem instances 15

| Problem | opt | PDCA | gap (\%) | time | permutation/bound |
| :---: | :---: | :---: | :---: | :---: | :---: |
| dre15 | 306 | 306 | 0 | 11 | 1134679115121411510238 |
| dre18 | 332 | 332 | 0 | 16 | $\begin{aligned} & 414189101221573586111317 \\ & 116 \end{aligned}$ |
| dre21 | 356 | 356 | 0 | 33 | ```581718121311139164620719 141015221``` |
| Continued on next page |  |  |  |  |  |

Table 2 - continued from previous page

| Problem | opt | PDCA | gap(\%) | time | permutation/bound |
| :---: | :---: | :---: | :---: | :---: | :---: |
| dre24 | 396 | 396 | 0 | 15 | $\begin{aligned} & 3 \\ & 3 \\ & 1 \\ & 1 \end{aligned} 191412111510169765818134217$ |
| dre30 | 508 | 508 | 0 | 1:22 | 282117631121192224826202313 429182510301615141275279 |
| dre42 | 764 | 764 | 0 | 13:00 | 336412830143432423733102712359 72152918118382421522611319 4023253931161726420 |

In Table 3, the upper bounds generated by Algorithm 1 are compared with the state of the art optimal values (or the best known upper bounds) in QAPLIB. Except bur $x x x$ and sko $x x$ cases, we find that most instances can either be solved exactly or achieve an upper bound which is accurate up to a relative error of $5 \%$ through the penalized DC relaxation. Because the subproblems of the corresponding penalized DC problems are failed to achieve the stopping criteria $10^{-6}$ of SDPNAL+, Algorithm 1 only provides the feasible solutions for bur $x x x$ cases. We note that the QAPLIB bounds were typically achieved using a rather large collection of different algorithms, which generally involve a branch and bound procedure requiring multiple convex relaxations, while our results are achieved by using a single relaxation.

Table 3: Numerical performance of the QAPLIB instances

| Problem | opt | PDCA | gap (\%) | time | permutation/bound |
| :---: | :---: | :---: | :---: | :---: | :---: |
| bur26a | 5426670 | 5566175 | 2.57 | 2:33 | $\begin{aligned} & 1126157413126218195121814 \\ & 31920171025241623 \end{aligned}$ |
| bur26b | 3817852 | 3956961 | 3.64 | 1:55 | $\begin{aligned} & 1516107412223221859121814 \\ & 320192511262417613 \end{aligned}$ |
| bur26c | 5426795 | 5523812 | 1.79 | 7:03 | ```13 312716112510159 8 1918 204 41 1 145622242 23 26 17``` |
| bur26d | 3821225 | 3902248 | 2.12 | 3:59 | $\begin{array}{lllllllllllllll} 22 & 23 & 3 & 2 & 16 & 11 & 17 & 21 & 15 & 9 & 8 & 18 & 19 & 20 & 12 \\ 14 & 1 & 5 & 13 & 24 & 6 & 4 & 7 & 26 & 10 \end{array}$ |
| bur26e | 5386879 | 5470899 | 1.56 | 6:26 | $\begin{aligned} & 22367122611611918192014138 \\ & 51521217244102523 \end{aligned}$ |
| bur26f | 3782044 | 3847551 | 1.73 | 6:16 | $\begin{array}{llllllllllllll} 6 & 22 & 4 & 3 & 12 & 25 & 7 & 1 & 23 & 15 & 20 & 18 & 19 & 14 \\ 5 & 16 & 10 \\ 5 & 9 & 24 & 2 & 17 & 26 & 13 & 11 & 8 \end{array}$ |
| bur26g | 10117172 | 10332466 | 2.13 | 7:32 |  |
| bur26h | 7098658 | 7257159 | 2.23 | 4:06 | 2216132614102118154201871217 195921132362425 |
| chr12a | 9552 | 9552 | 0 | 04 | 751221391110684 |
| chr12b | 9742 | 9742 | 0 | 04 | 571101134296128 |
| chr12c | 11156 | 11156 | 0 | 04 | 751310486911212 |
| chr15a | 9896 | 9896 | 0 | 07 | 510813121114246715319 |
| chr15b | 7990 | 7990 | 0 | 07 | 413151925126147310118 |
| chr15c | 9504 | 9504 | 0 | 07 | 132578114643159121110 |
| chr18a | 11098 | 11098 | 0 | 13 | ```313641812105111871714916 152``` |
| Continued on next page |  |  |  |  |  |

Table 3 - continued from previous page

| Problem | opt | PDCA | $\operatorname{gap}(\%)$ | time | permutation/bound |
| :---: | :---: | :---: | :---: | :---: | :---: |
| chr18b | 1534 | 1534 | 0 | 1:52 | 107118129156145134161172 183 |
| chr20a | 2192 | 2192 | 0 | 27 | 32071891219410111615825 14161317 |
| chr20b | 2298 | 2298 | 0 | 28 | 20397112166814104513172 18111915 |
| chr20c | 14142 | 14142 | 0 | 28 | 1269210113415187131651417 191820 |
| chr22a | 6156 | 6156 | 0 | 39 | 152218161718141351761134 20199221012 |
| chr22b | 6194 | 6194 | 0 | 28 | $\begin{aligned} & 1019312026478171311152112 \\ & 9522141816 \end{aligned}$ |
| chr25a | 3796 | 3796 | 0 | 2:00 | 251253184168201014623152419 13121111722279 |
| els19 | 17212548 | 17212548 | 0 | 31 | $\begin{aligned} & 91071914181317611451281615 \\ & 123 \end{aligned}$ |
| esc16a | 68 | 68 | 0 | 18 | 12157111461084161335921 |
| esc16b | 292 | 292 | 0 | 40 | 76814161013215412511193 |
| esc16c | 160 | 160 | 0 | 1:00 | 15109211411341381612675 |
| esc16d | 16 | 16 | 0 | 8 | 14671013516241312151189 |
| esc16e | 28 | 30 | 7.14 | 15 | 15107144861612215913113 |
| esc16g | 26 | 26 | 0 | 13 | 71210164861411321151359 |
| esc16h | 996 | 996 | 0 | 18 | 65137121115483169211014 |
| esc16i | 14 | 14 | 0 | 19 | 75319101224611131581416 |
| esc16j | 8 | 8 | 0 | 11 | 11458141613971101215362 |
| esc32a | 130 | 150 | 15.38 | 13:11 | 281227194181621113214826102523 6913171522731302429531202 |
| esc32b | 168 | 168 | 0 | 12:18 | 139 25 11 27 5 6 68413 29 1410   <br> 30 26 15 31 16 12 32 28 21 19 23 <br> 20 18 17 22 24       |
| esc32c | 642 | 646 | 0.62 | 2:26:27 | 113014151724321234218226215 8720192993132612163125271028 |
| esc32e | 2 | 2 | 0 | 12:36 | $\begin{array}{lllllllllllll}19 & 217 & 9 & 3 & 12 & 30 & 16 & 10 & 14 & 13 & 31 & 15 & 21 \\ 22 & 28 & 4 & 26 & 6 & 25 & 24 & 11 & 20 & 8 & 27 & 5 & 1 \\ 3 & 23 & 29\end{array}$ |
| esc32g | 6 | 6 | 0 | 12:23 | $\begin{aligned} & 213561422201516262883223311 \\ & 1117122437194302521102729189 \end{aligned}$ |
| had12 | 1652 | 1652 | 0 | 4 | 310112125768149 |
| had14 | 2724 | 2724 | 0 | 5 | 8131051211214367194 |
| had16 | 3720 | 3720 | 0 | 8 | 94161786141511121053213 |
| had18 | 5358 | 5358 | 0 | 11 | $\begin{aligned} & 8151614718611110125313217 \\ & 94 \end{aligned}$ |
| had20 | 6922 | 6922 | 0 | 42 | $\begin{aligned} & 8151141967171612101152023 \\ & 491813 \end{aligned}$ |
| kra30a | 88900 | 88900 | 0 | 23:16 | $\begin{aligned} & 9132827871030202123192429141 \\ & 1112181617222625 \\ & \hline \end{aligned}$ |
| kra30b | 91420 | 92010 | 0.65 | 14:45 | 24152264352171161125263019 1028292123208129713271814 |
| kra32 | 88900 | 89100 | 0.22 | 2:11:24 | 81059614272324311216284137 11329222615302112203225181917 |
| lipa20a | 3683 | 3683 | 0 | 18 | $\begin{aligned} & 1917715910124162063141115 \\ & 138218 \end{aligned}$ |
| lipa20b | 27076 | 27076 | 0 | 19 | 12345678910111213141516 17181920 |
| lipa30a | 13178 | 13178 | 0 | 4:43 | 9132217252329121165282027144 |

Table 3 - continued from previous page

| Problem | opt | PDCA | gap(\%) | time | permutation/bound |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 18819302171524263161102 |
| lipa30b | 151426 | 151426 | 0 | 4:51 | 12345678910111213141516 1718192021222324252627282930 |
| lipa40a | 31538 | 31538 | 0 | 34:01 | 761427193721216140243023528 2282035322629341136101338917 3118331525343912 |
| lipa40b | 476581 | 476581 | 0 | 40:58 |  |
| lipa50a | 62093 | 62093 | 0 | 20:30 | 28323739492319443371430155366 1726482540345271831291691218 425021433524383446421320224147 1011 |
| lipa50b | 1210244 | 1210244 | 0 | 23:04 |  |
| lipa60a | 107218 | 107218 | 0 | 2:44:09 |  |
| lipa60b | 2520135 | 2520135 | 0 | 36:07 | 12345 6 8 9 10 11 12 13 14 15 16    <br> 17 18 19 20 21 22 23 24 25 26 27 28 29 30 <br> 31 32             <br> 33 34 35 36 37 38 39 40 41 42 43 44 45 46 <br> 47 48             <br> 49 50 51 52 53 54 55 56 57 58 59 60   |
| nug12 | 578 | 578 | 0 | 12 | 397121118421065 |
| nug14 | 1014 | 1014 | 0 | 4:40 | 9813211171434125610 |
| nug15 | 1150 | 1150 | 0 | 5:19 | 125615101171434981321 |
| nug16a | 1610 | 1610 | 0 | 32 | 91421516310128116571413 |
| nug16b | 1240 | 1240 | 0 | 9:27 | 81135139711221061641514 |
| nug17 | 1732 | 1732 | 0 | 10:17 | $\begin{aligned} & 161521491181210341761317 \\ & 5 \end{aligned}$ |
| nug18 | 1930 | 1936 | 0.31 | 29 | 17175611812101341523916 1814 |
| nug20 | 2570 | 2570 | 0 | 2:40 | $\begin{aligned} & 181410394212111619152081317 \\ & 5716 \end{aligned}$ |
| nug21 | 2438 | 2442 | 0.16 | 17:25 |  |
| nug22 | 3596 | 3642 | 1.28 | 4:02 | 204168197109132117141511318 22112625 |
| nug25 | 3744 | 3750 | 0.16 | 35:06 | $\begin{aligned} & 1241423132421710201716619111 \\ & 2589151823225 \end{aligned}$ |
| nug27 | 5234 | 5236 | 0.04 | 30:21 | $\begin{aligned} & 23183127175137151226819202 \\ & 24121410914 \\ & 24 \\ & \hline \end{aligned}$ |
| nug28 | 5166 | 5166 | 0 | 35:33 | 1182028191826161719101571427 4132562212532422123 |
| rou12 | 235528 | 235528 | 0 | 04 | 651192831127410 |
| rou15 | 354210 | 354210 | 0 | 5:46 | 126813531527191041411 |
| rou20 | 725522 | 725582 | 0 | 4:54 | $\begin{aligned} & 1211917714813610191852163 \\ & 412015 \end{aligned}$ |
| scr12 | 31410 | 31410 | 0 | 04 | 861110295112743 |
| scr15 | 51140 | 51140 | 0 | 06 | 121011141139515642873 |
| Continued on next page |  |  |  |  |  |

Table 3 - continued from previous page

| Problem | opt | PDCA | gap(\%) | time | permutation/bound |
| :---: | :---: | :---: | :---: | :---: | :---: |
| scr20 | 110030 | 110030 | 0 | 13:42 | 2071264832141118919151617 135101 |
| sko42 | 15812 | 15952 | 0.89 | 3:58:53 | 231630363218223937241386282 141832402533435269152927101920 344211133151271741 |
| sko56 | 34458 | 36490 | 5.90 | 3:18:03 |  |
| sko64 | 48498 | 50948 | 5.05 | 3:48:56 | 31 57 56 53 51 3 43 15 2 54 17 52 23 32 11 <br> 6 27              <br> 63 26 59 49 13 6 40 46 33 7 44 16 64 39 38 <br> 10 42 45 24 4 62 30 41 35 37 21 55 5 28 34 <br> 9 25 58 22 19 8 48 12 18 50 14 20 29 47 60 36 |
| sko72 | 66256 | 70318 | 6.13 | 14:42:49 | 45115171291460311253415057442821 106425526816134767354320165949 722232732463553346651730246966 36938372343724219396126625654 55815404870818 |
| sko81 | 90998 | 93356 | 2.59 | 25:47:17 | 47678065343969743040236338203326 81255447935512121437724735832 70217861101975371815494272224359 134474162871556211131536953 2946522745561750860647616685748 66 |
| ste36a | 9526 | 9640 | 1.20 | 1:12:45 | $\begin{array}{lllllllllllllll} \hline 35 & 16 & 1 & 15 & 14 & 28 & 29 & 30 & 31 & 17 & 18 & 10 & 7 & 11 & 20 \\ 3 & 39 & 8 & 13 & 12 & 23 & 22 & 21 & 33 & 36 & 3 & 9 & 5 & 6 & \\ 27 & 26 & 25 & 24 \end{array}$ |
| ste36b | 15852 | 15932 | 0.50 | 25:14 | $\begin{aligned} & 3531302928 \\ & 18 \\ & 18 \\ & 6 \end{aligned} 15259161411134334321920710$ |
| ste36c | 8239110 | 8254628 | 0.19 | 2:19:21 | 2425262711653352221231412134 82333219282071018173431302915 191636 |
| tai12a | 224416 | 224416 | 0 | 05 | 816211103597124 |
| tai12b | 39464925 | 39464925 | 0 | 4 | 946311712281015 |
| tai15a | 388214 | 388870 | 0.17 | 31 | 610472911131413155128 |
| tai15b | 51765268 | 51765268 | 0 | 15 | 194681571135214131210 |
| tai17a | 491812 | 491812 | 0 | 6:18 | $\begin{aligned} & 12267481451131613179110 \\ & 15 \end{aligned}$ |
| tai20a | 703482 | 703482 | 0 | 14:48 | 10912201931461711571516182 48131 |
| tai20b | 122455319 | 122455319 | 0 | 48 | $\begin{aligned} & 816141741131979115613102 \\ & 5201812 \end{aligned}$ |
| tai25a | 1167256 | 1217842 | 4.33 | 31:47 | 2011079134193211158211214 1825231752224616 |
| tai25b | 344355646 | 344855160 | 0.15 | 16:03 | ```425169135619717103152018 2 2223811212414121``` |
| tai30a | 1818146 | 1818146 | 0 | 33:33 | 191842430255712228201113916 810172112292153142627236 |
| tai30b | 637117113 | 644555585 | 1.17 | 4:52 | 415582111301417206131872310 242729919282261222251613 |
| tai35a | 2422002 | 2431214 | 0.38 | 37:01 | 3592172321282026331618242215 |
| Continued on next page |  |  |  |  |  |

Table 3 - continued from previous page

| Problem | opt | PDCA | $\operatorname{gap}(\%)$ | time | permutation/bound |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\begin{aligned} & 3031411151741013272934322531 \\ & 28 \\ & 6 \end{aligned}$ |
| tai35b | 283315445 | 284614706 | 0.46 | 1:14:45 | $\begin{aligned} & 1175301122223141092018121933 \\ & 832132715213435724623 \\ & 29 \\ & 26 \end{aligned}$ |
| tai40a | 3139370 | 3154106 | 0.47 | 1:54:41 | 6141512931920282752731364 3713293538321112239183023332524 218101734164026 |
| tai40b | 637250948 | 640933239 | 0.46 | 2:01:44 | 19125113731361539132274027433 1434910382353235121632422128 20172663029188 |
| tai50a | 4938796 | 5086610 | 2.99 | 11:54:27 |  |
| tai60b | 7205962 | 7417848 | 2.94 | 5:41:01 | 1841387202630361631595721541948 234727410145435836501249844 <br> 17291522334635322552343945556011 113533751940282424256 |
| tho30 | 149936 | 151156 | 0.81 | 26:26 | 29141282822251220191124271726 3010615375416232113918 |
| tho40 | 240516 | 242282 | 0.73 | 5:38:41 | 3837513262735314289322182925 183322163061234391420151101117 1924023247363 |

## 6 Conclusion

This paper established an exact rank constrained DNN formulation of QAP. Under the framework of DC programming, we are able to solve the penalized DC problem efficiently by the semi-proximal augmented Lagrangian method. If the subproblems can be solved successfully, our algorithm usually reaches the optimal solutions of QAP exactly. Even if the subproblem is difficult to solve, our proposed algorithm still can provide a good feasible solution close to the optimal upper bound in QAPLIB. As a future work, we will investigate the structure of the constraints of the penalized DC problem and try to reduce the number of constraints for solving the rank constrained DNN formulation of QAPs more efficiently.
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