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Abstract To receive personalized recommendation, users of a lochtésed service
(e.g., a location-based social network, LBSN) have to mteyersonal information
and preferences to the location-based service. Howewuail@iepersonal information
could be used to identify the users, and hence compromis@tigacy. In this paper,
we consider an untrusted third party recommendation sewsged by the location-
based service that may attempt to identify the sender of ammeendation query
from the query log or may publish the query log. To protect igentity, anonymiza-
tion must be done “online” before a query reaches the recamdaten service. This
is different from the usual “offline” scenario where a trustecommendation service
will receive all unanonymized queries and the focus is tongngze the collected
query log. We propose the notion of online anonymity to fdingathis online re-
quirement. The challenge for providing online anonymitylésaling with unknown
and dynamic location-based service users who can get antideffline at any time.
We define this problem, discuss its implications and diffiees from the problems in
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the literature, and propose a solution. Our experimerudlsshows that it is feasible
to achieve personalized recommendation while preserveuis@cy.

Keywords Location-based Service#rivacy- Personalization Online Anonymity

1 Introduction

The annual personalization surveys conducted by Choestrhave consistently

shown that consumers were interested in personalized raeoniation service and
contents. On one hand, personalized recommendation safférs user tailored ser-
vices according to their personal preference, and hentae, édfective to meet users’

need; on the other hand, personalized recommendatiorceemtails gathering con-
siderable amounts of personal information from its userd,fence, raises much of
privacy concern [14].

Often, data collected by recommendation services, suchey dpgs, are excel-
lent candidates for various data mining applications. Hemethe use of such data
raises privacy concerns if the data is not made anonymousgéndn example is
the release of AOL query logs (New York Times, Aug 9, 2006)eventhe searcher
No. 4417749 was traced back to Ms Thelma Arnold. For anotkemele, Google
were ordered by a federal judge to turn over YouTube userddgacom in a law-
suit (New York Times, July 4, 2008). If the user log is not madenymous enough,
video viewing habits of tens of millions of YouTube users nieyunder the risk of
exposure.

In recent years, the prevalence of smart phones has broogat anprecedented
use oflocation-based servicesuch adocation-based social networks (LBSie
Foursquare and Google Latitude. Various personalizedmawndations are pro-
vided by location-based service such as coupon recomniendatd targeted ad-
vertisements. Privacy issues become centered in theseneeondation services. To
better understand how a user may be identified in a persedaicommendation ser-
vice, let us consider a toy but concrete example. Supposathser Albert has just
arrived at a shopping mall. Wishing to get better persordlizsults, he may switch
on the location service of his mobile phone and submit (oL®88N that Albert has
logged in may generate)queryq to a third-party coupon recommendation service,
which provides specialized search results on coupon irdtion. That means each
query leaves atradg, q, t) on the query log of the recommendation service, widere
is the user'personal location informatioife.g., positions, movements, trajectories,
Zipcode, etc.) and refers to the query time. We assume that the query log does not
contain explicit identity information of the query issuefss a secondary use, the
query log is published to an advertising company for datamginesearch, or to the
public as in the AOL case. In the following discussion, #teckerrefers to a party
that has access to the query log and seeks to re-identifgémsifive) queries of Al-
bert, called thearget Usually, the attacker has some sort of relationship withest,
e.g., colleagues, neighbors, friends, enemies, etc. libgwation with Tweets, check-

1 http://www.choicestream.com/news/
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ins or other information, thattackermight be possible to build up a more complex
picture about théarget Consider the following two ways of re-identification.

— Re-identification through personal information Suppose that the attacker knows
that Albert has used the recommendation service. As oneoofstinds of loca-
tion sharing service subscribers, Albert likes to sharehisent location with his
family, friends, or even publish it online. Then the attackeuld narrow down
the queries issued by Albert by matching this knowledgeragahe personal
informationd in the query log. As reported by Pamal. [23], when being com-
bined with profile information, such as the user’s office nemiocation traces
can yield the identity of the user easily.

— Re-identification through approximate query time If the attacker also acquires
an approximate query time such as “Albert used FourSquarelays ago”, say
from Albert’s public “Check-in” history, the attacker camrther narrow down the
candidate queries by excluding the entries in the queryHagare not within this
time interval.

Another good example is Google's Ad Preferences. To showsu&ds more
related to their interests, Google stores an advertisiogiedocally in user browser,
which contains a list of interests and demographic inforometbased on the websites
the user visited. The cookie containing advertisemengpegices information is sent
out whenever the user visits other Google partners, whieh firovide “relevant”
advertisements (according to Google AdWords).

The scenarios above involve collecting users’ personatésts and demographic
data locally, and passing them to a third party service foyeied advertising. To
achieve better service quality, more personal informatin@y need to be collected
and sent. However, this may also bring privacy concernseasdmbination of these
personal information may reveal users’ offline identity. ¥ésume that personal-
ized query(d, q) has two partgl andg. Thequerypartq contains query terms (i.e.,
free text) on which the user wants to get results. These asstse information and
the user does not want to be identified as the sender of thg.dquss personal in-
formationd can contains personal location information of the user. (@@sitions,
movements, trajectories, Zipcode, etc.), demographi ofthe user (e.g., age, gen-
der, race, etc.) and/or other preference information ofutter, and is used to tailor
the search results to the user’s taste. Note that this dodsalistinguished from the
personalization based on information on the recommenuatovice side such as
query histories, which is beyond users’ control. Right novaddress the seemingly
contradictory concern between service providers and pgeréndustry practice is to
provide an bpt-out button so that users can choose to share personal infamati
in exchange for better service or not. The research queistivence whether we can
find a better solution thagnables advertising/ recommendation while still protects
users from being identifiéd

The flow of a re-identification attack described above isstliated in Fig. 1. A
LBSN useru submits a personalized quely = “Redmond”, ¢ = “wonder herb”)
attimet = “8 : 06pm” to arecommendation service. Over time, the recommendation
service collects a query log containing all entrés ¢;, t;). At a later time, the query
log is used or published for data mining research. One recipf the query log
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Fig. 1 Attacks in personalized recommendation services

(possibly the recommendation service itself), the attadkas theprior knowledge
(d = “Redmond”, T = [8 : 00pm,9 : 00pm|) about some target user, i.e., the
attacker knows that the target user with the personal indtiond has issued some
gueries at an approximated time rarigeThe attacker’s goal is to identify the target
user’s queries from the query log. The anonymity of the tanger is compromised
if only a small number of entrie&d;, ¢;,t;) in the log match the prior knowledge
(d,T).

Starting from end users’ point of view, a key assumption is #ork is that the
recommendation service is untrusted due to the collectigrotentially identifying
personal informationi. Specifically, we adapt the semi-honest model [10] for the
recommendation service: the recommendation service oliti the specified com-
putation, but may seek to use the collected query log to ifyethie query of a target
user. This assumption ensures a stronger privacy guarantée query log so that
it can be used by the recommendation service or publisheir parties without
causing end users’ privacy concerns.

Our approach Under the assumption of the untrusted recommendationcggrvi
there is a privacy threat because the recommendation seswins both the personal
informationd and the query. A detailedd may link a unique user or a small number
of users tgy. To break the link between the two, we introduce an untrutstied party
called theuser poo] which also follows the semi-honest model. Instead of sgndi
(d, q) to the recommendation service directly, the uséirst anonymizes through
the user pool and then sen@, ¢) to the recommendation service, whefés some
generalization ofl. The goal is to ensure that the generalized personal intiwma
d' cannot be linked to the user. We assume that all communitakietween a user
and the recommendation service/user pool are anonymou8g2] result, the user
pool possesses the raw personal informadidout has no knowledge about the query
q thatu may send. The recommendation service possess the guergt the gen-
eralized personal informatiaff, but cannot identify. from d’ becausel’ has been
generalized. Our contribution is summarized below.

Contribution I We introduce the notion of online anonymity to ensure thahea
query entry(d’, ¢,t) in the query log cannot be linked to its sender. Specifically,
(d',q,t) has(k,w)-online anonymity if at least distinct users have issued a query
using the generalized personal informatiand within thew proximity of the query
timet. Therefore, if the attacker's knowled@eabout query time is not more accurate
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thanw, all of these users are possible candidates for the sendét,gf t). We will
show that online anonymity provides defense against themetendation service.

Contribution Il We propose an algorithm that achieves online anonymityiino
the user pool. A significant challenge comes from the assompf untrusted recom-
mendation service and user pool, and dealing with the dymaets of online users.
Specifically, to provide online anonymity, the user pool trtuack the online users
who issued queries during a certain time interval and anarg/their personal infor-
mationd in an online fashion. This tracking also entails some irtéoa between the
user pool and location-based service users. We proposeacpléor this interaction
to guarantee that the additional information collectedi®ntser pool cannot be used
to compromise user anonymity.

Contribution Il Although we focus on anonymizing the personal information
d that is separately provided for the personalization pugpimsthe same spirit, our
approach can be extended to deal with personally idengfyiformation that may be
contained in the query. In this sense, our work is also applicable to general web ser
vices where there is a need to anonymize the query, with drowtitpersonalization.
We will discuss this extension in Section 3.

Contribution IV We conduct a simulation study using real datasets. Thetgesul
show that it is feasible to achieve personalization whiksprve user privacy.

The paper is structured as follows. Section 2 reviews réhaterks. Section 3 in-
troduces our framework. Sections 4 and 5 consider how teesetdnline anonymity
under our framework. Section 6 presents our simulationlteessection 7 concludes
the paper.

2 Related Work

In privacy preserving data publishing, 22,26], a trusted party, called publisher,
collects all data (i.e., query logs) first and anonymizesdaia for publishing. This
scenario is not applicable to our problem setting wheregretisnformation is held
by individual location-based service users and there isusidd data publisher. To
put our scenario into the context of data publishing, thergjeatries in the query
log are data records, but they must be generaliefdrethey are submitted to the
recommendation service. This distributed setting of dasimilar to that of Zhonegt
al.’s study [32]. However, Zhongt al.consider a pre-defined set of users and cannot
deal with the location-based service scenario where tleermipre-defined set of
users because users get online and offline arbitrarily.

In anonymous communicatipgystems such as Mix-Net [2], Crowds [24], and
Tor [7] aim to provide a communication channel for users teriact with the recom-
mendation service anonymously. Similarnbyjvacy-preserving data collectiof31]
addresses respondents’ anonymity in a data collectiorepso@ll these studies do
not address the re-identification of data subjects fronttreent of datdaransmitted.

In contrast, our work assumes communication anonymity asrifiastructure and
focuses on re-identification attacks arising from exangrie content of data.
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Another body of work makes use of ailias, including anonymous user ac-
counts[9], digital pseudonymfl5], andanonymous web browsiAgn the scenario
of personalized recommendation service, personal infoomas required for per-
sonalization and it is such information that links the gestrio their senders. This
threat exists independently of communication channeksygsnyms, and user ac-
counts used.

Our approach shares some similarity with studiepowacy preserved location-
based service (LBJP1,23,25]. For example, Chow et al. [5] propose to achieve
privacy preserved LBS by sending queries where users’ oealibns are replaced
by some fake locations. The main problem of this idea is thké flocations may
lead to untrusted query results, which will affect the giyadf the recommendation
service significantly. Another popular technique [4, 12ktdorce location privacy
is to blur the users’ exact location to a generalized arearbéf is sent to the LBS
provider. This way the location data sensitivity may be st Although these stud-
ies and ours share similar motivations, they are very difiein terms of the goal and
the problem settings. In the existing studies, privacyahmmes from the disclo-
sure of detailed user location to a LBS provider. To anongrtozation information,
existing studies assume a trusted location anonymizerattiatas an intermediate
tier between the users and the LBS, and all users are redquoigahtinuously report
their locations to the anonymizer [23]. We do not require ¢batinuous location
reporting and allow users to get online/offline arbitrarNyoreover, we do not re-
quire the trusted location anonymizer, which provides nitmability. Meanwhile,
existing studies focus on designing the spatial and tenhptoaking algorithms for
preserving location privacy, and at the same time still kibepguery efficiency and
accuracy [20]. Our aim is not any particular anonymizatigweathm, but achieving a
new flexible framework for solving the online/dynamic pigygroblem in untrusted
recommendation services.

This article is an extension of our earlier short paper [8@the previous short
paper, we introduced the notion of online anonymity to eashat each query entry
(d', q,t) in the query log cannot be linked to its sender. In this afigle extend
the previous paper by adding definitions, algorithms ancegrpents. We propose
a framework to achieve online anonymity. Firstly, we intnod the notion oD A-
groups to describe the set of online users who will leave query esti the query
log that are similar both in generalized personal inforpratind query time. Sec-
ondly, we propose an algorithm that achieves online anotytimiough the user pool.
Here, the challenges are that the recommendation servittharuser pool are both
untrusted, while the location-based service users get@lnd offline dynamically.
To overcome the challenges, we use the user pool to anonyoaiaton-based ser-
vice users’ personal informatiahin an online fashion. Since the user pool will track
the online users to provide anonymization, we further psepa protocol for this
tracking to guarantee that the additional informationextid by the user pool can-
not be used to compromise user anonymity. We also performalaiion study using
real datasets. The results show that our framework camaepersonalization while
preserving user privacy.

2 http://www.anonymizer.com
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Fig. 2 The framework

3 The Framework

This section describes our personalization frameworkadsimptions and privacy
notion used in this paper.

3.1 Infrastructures

We consider a timeline labeled by a sequenc#mé unitsdenoted by, 2,3, .... A
time unit could be a second, a minute, an hour, or a fractiosuch units. A time
interval orwindowis a sequence of consecutive time units. The window sizegefe
to the number of time units in the window. Fig. 2 depicts theibaomponents and
flow of information in our framework.

Recommendation service and location-based service uséite consider aec-
ommendation servicand a collection ofocation-based service users (e.g., location-
based social network usergjor simplicity we refer the user as LBSN users. A user
initiates a query to the recommendation service, attached with his persofaina-
tion d. Unlike database queries, a recommendation quegnsists of several query
terms, which are unstructured, unedited, and lack of pfeeld semantics. On re-
ceiving (d, ¢), the recommendation service returns personalized sar{icgesults)
to the user. Over time, the recommendation service collotismaintains a query
log that contains all entriel, ¢, t) ordered by the query time

Starting from end users’ point of view, a key assumption is tork is that the
recommendation service is untrusted due to the collectignotentially identifying
personal informatiod. Specifically, we adapt a widely used model, the semi-honest
model [10,17,18], for the recommendation service: themaoendation service will
follow the specified computation, but may also seek to usetiected query log
to identify the query of a target user. This assumption esssar stronger privacy
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guarantee on the query log so that it can be used by the recodatien service or
published to third parties without causing end users’ ggv@ncerns.

We also assume that there is an anonymous communicatiomehd®] be-
tween each user and the recommendation service (e.g., ¢hgdo-based service
anonymizes the user identity). This means that queriesesudts will be transmitted
between users and the recommendation service as expaatdue becommendation
service has no way to know the user behind a query and has e® dfadifferent
gueries from the same user by observing where a query comes Fore details
on anonymous communication channel implementations 22]%an be found in a
survey [6] by Danezis and Diaz.

User pool The function ofuser poolis to pull all LBSN users together and de-
termine for each LBSN user the disclosure of personal infédion d in order to
access personalized recommendation services anonymuslgssume the semi-
honest model for the user pool and an anonymous commumicetti@annel between
each LBSN user and the user pool. By choosing the semi-hama$¢! for the user
pool, we cover the case that the user pool may also seek ttfiddre sender of a
query or even collude with the recommendation service toad@se more discus-
sions on attackers below.

In implementation, the user pool can be hosted by either siwing party as
a public service, or by recommendation services to offeir thgers anonymity so
as to gain a competitive advantage over competitors. Wesageithat the adoption
process of the user pool might be similar to that of Opéntshared identity service
that allows Internet users to log on different recommeraiediervices using a single
digital identity. It initially arose from open source comnity as an open and free
service, but later gained its popularity among large sitéh Varge organizations
such as Google and Facebook as providers.

Fig. 2 illustrates the data flow among the user, user poolladgcommendation
service.

1. Prior to sending a queryto the recommendation service, a LBSN user must first
register at the user pool his personal information

2. The user pool determines the guarding groupufofhere are two cases. If there
exists some user group that can give the appropriate lewsi@iymization, then
u gets registered to the group and the user pool returns a @tidD andd’,
whered’ denotes the generalized personal information based orr¢hup gif no
such user group can be foundwill not be registered to any group. The user
pool returns a unique UID and', whered* denotes a predefined most general-
ized personal information. Here, the user groups for andzgtion are called the
guarding groupsand will be detail in Section 4. The generalized personarinf
mationd’ (or d*) contains less, but semantically consistent informatiaselol on
d, e.g., ifd = “Metrotown”, thed’ (or d*) may contain “Burnaby”.

3. Suppose: gets the generalized personal informatibnSubsequently the LBSN
user submits the generalized personalized qyéryy) to the recommendation
service.

3 http://www.openid.net
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4. Upon receivingd', ¢), the recommendation service returns a query result to the
user. It also adds an ent(y’, ¢, t) to the query log.

To minimize the fnformation loss on d (i.e., the difference betweehand the
returned versiord’, which will be detailed in Section 5.3), the guarding growjkbe
adjusted dynamically to provide online anonymity over tigsiace the LBSN user get
online and offline arbitrarily. The dynamically adjustméenalso illustrated in Fig. 2:
(i) If there are too many users registering to a group and tbhepsize reaches a
pre-defined threshold, we split it into smaller groups toeodbetter personalization
level. (i) If the users registered to a group get offline amelgroup size becomes too
small, we force the remaining users to expire and removerihigpg More details of
the dynamically adjustment will be discussed in Section 5.

Attacker An attackeris a party that seeks to identify a query sent bgrget user
u from the query log. To do so, the attacker has the followirigrimation:

— Query log. We assume that the recommendation service has publisbegény
log (for research purpose) and the attacker is one of thpiesus.

— Personal informationd of u. The attacker has obtained the personal information
d of u as public knowledge.

— Approximate time interval 77, during which « has sent a queryy. The attacker
knows thatu sent a query; within a time intervalZ, (but does not know the
content ofg). Often, T}, is an interval containing the actual query time because
the attacker knows an approximate query time, but not thetepsery time. The
size of the interval’, indicates the “power” of the attacker.

Tuple (d, T;) is calledprior knowledgeof the attacker about. Note that our
semi-honest model for the recommendation service and us#rqovers the case
that these parities may be the attacker if they obtain theebdormation. For ex-
ample, the user pool could be one of the recipients of theighdd query log. In
fact, the recommendation service and the user pool may eslerde to identify a
user’s query. Note that, besides the prior knowle@yd,), the user pool also has
additional information collected from the interaction wvitBSN users. We will have
more discussion in Section 5.2.

The temporal accuracy of the attacker's knowledgeabout query time can be
modeled as follows.

Definition 1 (w-oblivious) Consider the attacker with prior knowledgé, T;,) on a
queryg, we say that the attacker is-oblivious if[t — w, t +w] C T, , wheret is the
actual query time of a queny.

In other words, av-oblivious attacker has at leastw error around the actual
query time. The smallew is, the more precise the attacker’'s knowledges about
the query time, therefore, the more powerful the attackeDig goal is to provide
users anonymity against theoblivious attacker for a givemw.

3.2 Online Anonymity

Given the query log and the prior knowledgé T;,) on a target uset, the attacker
tries to narrow down the candidate entr{€s ¢, t) (in the query log) originating from



10 Jin Huang et al.

w. Such entries must match, 7,), i.e.,d € d" andt € T,, which means!’ is a gen-
eralization ofd and7, contains the query time In general, not all matched entries
originated fromu because other users have similar generalized personatiafion

d’ and have issued a query withli). The more matched queries were sent by differ-
ent users, the less certain the attacker is about whethetchetbquery was actually
sent byu.

Definition 2 (k-identification) We say that the target userksidentified if the queries
matching(d, T,) in the query log were sent by less thadistinct users.

To preventt-identification, we require that, for each quéry, ¢, t) in the query
log, there are at leat“similar” queries sent by distinct users: these queriesestige
same generalized personal informatiBrand were sent within time proximity from
t that is not distinguishable by the attacker. This motivdtes following privacy
notion.

Definition 3 ((k, w)-online-anonymity) A query(d’, q,t) in the query log is said to
have(k, w)-online-anonymity if there are at leastqueries(d;, ¢;,t;) in the query
log such that eaclid., ¢;, t;) was sent by a distinct usef; = d’, and|t — t;| < w.
The query log is said to haug:, w)-online-anonymity if all queries in the log have
(k, w)-online-anonymity.

Theorem 1 If a query log hagk, w)-online-anonymity, for any query in the log, the
sender of the query is nétidentified by anyv-oblivious attacker.

Proof Consider a queryd’, ¢, t) in the query log with %, w)-online-anonymity. Sup-
pose that the attacker has the prior knowle@iy&’,) aboutu andg. Since the attacker
is w-oblivious (Definition 1), we hav& — w, t + w| C T,. (k, w)-online-anonymity
of (d', ¢, t) implies that at least queries were sent within the intenjal- w, t+w] by
distinct users and those users shéréDefinition 3). All these queries matd, 7,)
becausét — w,t + w] C Ty,. Since these queries were sentibglistinct users, from
Definition 2, the sender gf’, ¢, t) is notk-identified.

3.3 Discussion
3.3.1 Queries Containing Personal Information

So far, we consider only attacks based on the personal iafitwmd provided for
personalization. Sometimes, the querytself may contain personally identifying
information. We can extend the notion of online anonymitgawer personally iden-
tifying information contained in the query

Suppose that the quegycan be divided into two parts. Thpgivate sub-query®
refers to the set of private termsgrihat the user wants to submit as it is and does not
want to be identified as the sender. Such terms typically tef@nancial information,
health information, religion and political beliefs. Thablic sub-query? refers to the
set of public terms iy that may potentially identify the user and the user is wglin
to modify. For example, for a query= {stripper club, Redmond W A}, ¢° could
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be “stripper club” and;? could be “Redmond WA’. We assume that public/private
terms can be specified by the user.

With the above partitior{¢?, ¢°) of ¢, we can treat the public sub-queq¥ as
an extension of the personal informatidrand generalize botli and ¢? using our
method. To do so, we need to extend online anonymity as fsllow

Definition 4 (Extended (k, w)-online-anonymity) A query(d’, ¢*’, ¢*,t) in the query
log is said to havék, w)-online-anonymity if there are at lealsjueries(d;, qﬁ", a8, ti)
in the query log such that eadi’, ¢*’, ¢7, ;) was sent by a distinct uset; = d/,
¢ = ¢*" and|t — t;| < w. The query log is said to hay&, w)-online-anonymity if
all queries in the log havék, w)-online-anonymity.

Unlike d, ¢ may be unstructured (i.e., free text). Though much is knoam f
anonymizing structured data in the literature [13,16, 69, anonymization of un-
structured data was not examined until recently [27,29]velcer, the issue of how
to anonymizel andg? is orthogonal to our approach in that it is entirely localhie t
user pool and any generalization algorithm can be pluggedir approach. Our fo-
cus is on the challenge of providing online anonymity in tipemand dynamic web
setting without assuming a trusted recommendation sergicether implication of
Definition 4 is that our approach is applicable to generabnemendation services,
with or without personalization. In the absence of persaatibn,d andd’ are empty,
and anonymization focuses on the personally identifyifigrmation in the query;.

3.3.2 Departure from Well-defined Semantics

Several types of attacks have been previously consider#teicontext of privacy
preserving data publishing for relational data. One sutdcktis homogeneity at-
tack[19] where most records in the same group share the saméiseasiribute. In
this case, the attacker can infer the value with a high pritibatbespite of the group
size. In our setting, the querycorresponds to the sensitive attribute in a relational
table. The study on the AOL query log [1] shows that 97% of aBies are issued 3
times or fewer. This is more so if only queries within a certéine interval are con-
sidered. Thus, the homegeneity observed on dense relatiataais less frequently
observed on web queries that are in the long tail and extrespalrse. Nevertheless,
given the power law distribution of web queries, in some sadisis still possible that
users in a group may issue the same query that falls into thef 88 highly frequent
gueries. This privacy risk indeed exists but may be lessredee users when they
are found to share a common interest with millions of othersisOverall, homo-
geneity attacks pose a great challenge in the open and dgicamtiext where queries
are submitted separately and are unable to be anonymizedentealized manner.
Meanwhile, traditional methods can only deal with the staéntralized setting [19].
Solving the problem in an open and dynamic setting is beyloadctope of this study.
As such, we will leave it as future work.

In background attackl 9], knowing that an individual is a male, the attacker coul
exclude all records witlDisease =" Breast cancer”. This works on relational data
becausd)isease is the property of the record subject. However, the samersag
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does not hold for a recommendation query containiBgéast cancer” because a
man can issue such queries simply out of interest in thistdpie difference in our
scenario is that recommendation queries are unstructuetd@en to a wide range
of semantics.

Another attack in the literature iatersection attackn the context of incremen-
tal data publishing [3]. Suppose that two anonymized pakibois both contain the
record of some individual. The attacker can narrow down tnedate records for
the individual based on the assumption that the sensitivioae of an individual
never changesvhich is not valid in our LBSN setting.

For the simplicity of explanation, we consider the onlin@@ymity as given in
Definition 3 in the rest of the paper.

4 Achieving Online Anonymity

To achieve online anonymity of the query log, we will genzalthe raw personal
informationd (e.g.,d = “Metrotown”) to a higher level representation (such as
d" = “Burnaby”) that is less precise but semantically consistent with tigiral
information. If a categorical attribute is involved, we mggneralize it using a tax-
onomy of values. This generalization process will causermftion loss and affect
recommendation quality. Note that when there is a minimuguirement on user
privacy, there may be a bound on the quality of recommendagovice. To work to-
wards this bound, we only generalize the raw personal inédion to the extent that
meets the minimum user privacy requirement, so that werretsér personal data
as precise as possible to achieve quality recommendativitseln this section we
focus on how to achieve online anonymity using the “onlinersymity groups”. We
will detail our generalization algorithm in Section 5.

4.1 Online Anonymity Groups

The idea of anonymization is to group LBSN users by generdlpersonal informa-
tion and query time so that their query entries in the quegypl@vide(k, w)-online-
anonymity for each other. We formalize this notion of useyups. LetiV be a time
window andd’ be some generalized personal information.

Definition 5 (OA-groups) A LBSN user is online w.r#¥ andd’ if he has sent at
least one query to the recommendation service dukingisingd’. An OA-group
(Online Anonymity Group) w.r.8/ and d’, denoted byG(W) : (d’), consists of at
leastk online users w.rti andd'. |G(W) : (d')| is the number of online users in
GW) : (d').

Intuitively, an OA-group is a set of online users who willleagquery entries in the
query log that are similar both in generalized personalimftion and query time.

Theorem 2 Consider a uset in G(W) : (d'). Any query sent by during W using
d' has(k,w)-online-anonymity, where is the size oft’.
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Proof Let (d', q,t) be a query sent by the userduring W. From Definition 5, an
OA-groupG(W) : (d’) contains at least users, and every user; in the group
has sent some query usingd’ at some time; € W, therefore, has left an entry
(d', q;, t;) inthe log. Sincg € W andt; € W for all (d’, ¢;, t:), |t — t;| < w. From
Definition 3,(d’, ¢, t) has(k, w)-online-anonymity.

Combining Theorems 1 and 2 together, by setting the siZ& ¢d w, OA-groups
ensure that no sender of a query will bédentified by aw-oblivious attacker. Here,
w serves both the window size fé¥ and the measure of the attacker’s temporal
accuracy.

The notion of OA-groups providg#;, w)-online-anonymity for one windowy .
At the next window, a new user may become online and an onkee may become
offline (if he does not issue a query). This will affect onlareonymity and the gener-
alization level. Our goal is to providg;, w)-online-anonymity throughout the entire
timeline and to provide the best personalization level. dinieve this goal, we must
reflect the users who are “currently” online and update Odugs as the window
slides forward. In Section 5, we will consider this update.

4.2 User Registration

Let us consider how a new user joins our system. For eachwse@ssume that a user
agentrunning on the user’s site will handle the details of intéiatwith the user
pool such as registration, sending and receiving mess&gésequently we simply
say that the user sends or receives a message without megtiba user agent. The
user agent also ensures that each user registers to theamesnty once in each
window. This is important since each registration is coased for adistinctuser by
the user pool.

Consider any moment in the current wind®ii. Suppose that a new userat-
tempts to gain online anonymity for subsequent queriesofigahteracting with the
recommendation service, the new useshould first register with the user pool, by
sending a request with his personal informatido the user pool. The user pool then
determines the guarding group forThere are two cases.

Registered users (OA-groupslf there exists some matching OA-groGgW;) :
(d"y whered € d’, the one that minimizes the "information loss” @iis chosen as the
guarding group for, (See Section 5.3). In this casegets registered and is returned
a unigue pseudo UID and the generalized personal informétidJID is used by the
user pool for keeping track of the users. In the rest of thedawnV;, u can used’
to sent a query to the recommendation service. Since aeegistiser is guarded by
an OA-group, from Theorem 2, all queries sent by a registased within1¥; have
(k, w)-online-anonymity.

Unregistered users (U-group)f no OA-group matchedy gets unregistered and
is guarded by the specibl-groupdenoted byG(W;) : (d*), whered* denotes the
most generalized personal informatianis still returned a unique UID. The “un-
registered” status indicates that withifi; the user pool is not able to provide the
required online anonymity. This case occurs if there argtleank online users dur-
ing W; with similar personal information as the new user. An urstyed user can
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either interact with the recommendation service ugihgr wait to register at the next
time window. The purpose of creating the U-group is to pudetier all unregistered
users so that they may be upgraded into OA-group&jn, if at leastk users in this
group become online.

For each OA-group, the user pool maintains the followingiinfation:

— G(W;) : (d') denotes the set of registered users who vetkne users in the
group, in the form of pairgd, UID), whered is the original personal information
and UID is the pseudo identifier assigned to the user.

— G (W;) : (d’) denotes the set of alegistered userassociated with the group,
also in the form of pairgd, UID).

Note thatG(W;) : (d') € GT(W;) : (d"). GFY(W;) : (d') — GW;) : (d')
contains all registered users who have not issued a quenygdidf;. G(W;) : (d*)
andG*(W;) : (d*) denote corresponding users for the U-group.

5 Sliding the Window

At the end of the current window, online anonymity and UID & users expire
because the online status is on the per window basis. Togeaviline anonymity
over time, OA-groups and U-group needs to be updated frorouhent window to
the next for two reasons: as new users get online, an OA-graypgrow big enough
to be split into smaller groups for better personalizateord the U-group may have
enough online users to form OA-groups; as online users diefan OA-group
may become too small and actions must be taken to protecimamaisers in the
OA-group. Our discussion focuses on OA-groups; there imdasi discussion for the
U-group.

5.1 Window Setting

Assume that OA-groups have been formed in the current windgwWe want to
form OA-groups in the next windowV; ;. In the most obvious window setting,
W11 starts exactly afteW; ends. SAV; N W, 1 = 0. This means that, at the start
of W1, no user is considered online i#1;, ; because no users have sent any query
at the start ofi/; 1. Now, if a new user wants to register ;;.1, he will find no
OA-group forW;, 1, therefore, will go to the U-group. This is undesirable heea
no new user will get personalization.

We solve this problem by considering only window settingwvgbme non-empty
overlapiW; nW,. 1. Now, if we create the OA-groups foV;, ; atthe end of¥;, such
groups can jumpstart using the users that were online dthisgverlapgh; N W,
because such users are considered online inlbg#mdV,; ;. This idea is illustrated
in Fig. 3 where the window size is 2. The two consecutive windowd; andW,
overlap by 50%. There are 28 users who sent a query dii¥in@ime units 1-3) and
15 of them sent a query in the overlap (time units 2-3). Thereefat the end ofi’;
(time unit 3), the 15 users i/, N Ws are considered online i, and can be used
to form the OA-groups folV,.
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Fig. 3 Sliding the time window withv = 2, p = 50%

Another question is how much the overl&ig; N W, should be. Letp =
W, nW; . . . .
M, called thewindow overlap ratio With the group update taking place

w

at the end of each window, there is one group update for gderyp)w time units.
The choice op is determined by the following tradeoff among efficiencypaymity,
and personalization: a larggtinherits more online users from the previous window
and initializes larger groups in the next window, which mearore anonymity and
more personalization; on the other hand, a lapgeneans a more frequent update
of groups, thus, more communications between users andstrepool, and more
computation at the user pool.

5.2 Updating Online Users fo#/;

At the end ofW;, two things happen. First, online anonymity and UID for &itj+
istered users automatically expire; if a user wishes to loai@e anonymity in the
next windowW,, 1, the user must get “extension” from the user pool, which con-
firms that the user is guarded by some OA-groupin ;. Second, the user pool will
form the OA-groups=(W;41) : (d’) for the next windowiV; 1, by inheriting the
users who were online during the overlafy N W, ;. For this purpose, all users who
were online duringV; N W;+; should update the user pool at the end/gf with
this online status. Note that such users are not necessaritgined inG(W;) : (d’)
because they may become online only afté¥V;) : (d’) was formed. Such users are
contained inG*(W;) : (d').

The challenge is how to update this online status withokitepnew information
that may compromise user anonymity. First, let us considstraightforward but
unsafe update.

In a straightforward update, each usemwith UID sends the update message
(UID) to the user pool, indicating that he was online durifign W;;. With the
UID, the user pool can know some user with personal inforomadi has issued a
query duringiv; N W;41. Now if fewer thank users inG™(W;) : (d’) were online
during W; N W41, the query log will contain fewer thah queries that match the
prior knowledgeld, W; N W;1); thereforew is k-identified by the user pool.

The problem with the above solution is that, before configrimat there are at
leastk users online duringV; N W;,1, a useru has announced that he is one of
the online users during; N W,,.. To prevent this case, we proposévwe-phase
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messaging protocdbr a user to update his online status. In the first phaseyexsar

in G*(W;) : (d')y who was online duringV; N W, sends the messag#) (instead

of (UID)) to the user pool by the end ©f;. (The user agent will ensure that only such
users send this message and each sends the message onl\f bagrirpose of this
phase is to count the number of users online during) W;,; without identifying

their UID. Since there are at ledsbnline users irG*™ (W;) : (d') for an OA-group,

all having the samé’, the user pool cannot narrow down the sender of a message to
fewer thank candidates. LelV (i, d’) denote the number of messagd$ received

for the groupG™(W;) : (d').

In the second phase, for every groGp (W;) : (d') with N (i,d’) > k, all mes-
sage senders in the first phase send the second meds$iyeto the user pool to
identify their UID. LetG(W,;41) : (d’) be the set of all users who send the second
messages. Note thg®(W;41) : (d')] = N(i,d’) > k. ThereforeG(W;11) : (d')
is an OA-group and membe€s(W;.1) : (d') are protected from beingridentified.
For all groupsG*(W;) : (d') with N(i,d") < k,G(W;4+1) : (d’) is formed because
there are no enough online users.

We summarize the above protocol as follows.

Counting Phase

— If auser inG*(W;) : (d’) has sent at least a query duridg N W, 1, the user
sends the messagdé; = (d') to the user pool by the end &F.

— After collecting all messages?;, if N(i,d') > k, the user pool informs all
senders of thé//; messages to identify their UID, by broadcasting a request to
allmembers irG*(W;) : (d').

Identification Phase

— On receiving the request from the user pool, all and only eendf M/, send the
second messag¥, = (UID) to the user pool. This can be ensured by the user
agent.

— After collecting all messaged/s, G(W;.1) : (d') andG+ (W, 1) : (d') are
formed by the set of UIDs contained M. In addition, the user pool splits the
groupG(W;+1) : (d’') into smaller groups (if necessary), by calling the alganith
SPLIT(G(W;41) : (d')). This algorithm is run locally by the user pool. We will
discuss this algorithm in Section 5.3.

— Foreach neww(W;41) : (d’), the user pool notifies all users@(W, 1) : (d’) of
the extension of UID and’ to the next windowiV; ;. For all users not receiving
an extension notification, their UID expires at the endigf

For each window update, each registered and unregisteeedeisds at most two
messaged/; and M», and receives at most two messages. The size of each message
is negligible.

Expired UsersThe expiration of UID means that the user is eliminated from t
user pool. Subsequently, if the user wants online anonyimétynust register with the
user pool as a new user (Section 4.2).

There are two types of expired usersnatural-expireduser refers to an expired
user who was not online durii@; "W, 1. A forced-expirediser refers to an expired
user who was online durindg’; "W, ;. A forced-expired user may have the tendency
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Fig. 4 A snapshot of online users in the user pool

to register in the next window; ;. Such users belong to sonigW,;1) : (d)
that is never formed becau$€(W;.1) : (d')| < k. A question is: would such
users be under the risk of beirigidentified by the user pool if the user pool can
identify them by observing who are registeringliri ;. The answer is no. Since
|G(Wit1) : (d')| < k, the user pool received only the first messade = (d'),
whered' is shared by all the members@" (W;) : (d'). Since|Gt(W;) : (d')| > k,
even if the user pool can observe some user registerimig; at, this user could be
any member fronG*(W;) : (d’'). Therefore, the user pool cannot narrow down to
fewer thank candidates.

5.3 Updating OA-Groups

At Step 2 of Identification Phase, SPLIT spl@&1V,+1) : (d’) into smaller groups
G(Wiy1) = (d}) andG(W;41) : (d), whered| andd), are two specializations of
d'. Note that this operation is entirely local to the user poal & orthogonal to the
rest of our approach; any existing algorithm can be emplolyedcompleteness, we
describe one splitting algorithm.

Assume that every user has personal informatidallowing the fixed template
(A1,..., An), whereA, is an attribute on personal information. L&t (A;) be the
domain for attributed;. For ease of discussion, we assume that all attributes have a
totally-ordered domain. The personal informatibnan be mapped to a point in the
n-dimensional spacéom(A;) x ... x dom(A,,). Fig. 4 shows an example of 6 online
users with2-dimensional representation.

Each OA-groug : (d') is represented by am-dimensional rectangle: for each
dimensionA;, there is an interval associated with the rectangle. Rekatl each
registered user is guarded by its OA-group. Continue wighetkample in Fig. 4. The
user pool has two OA-groups with= 2 : G1 : ([25, 28], [32001 — 32002]) where
|G1| = 4, andGs : (|25, 28], 32003) where|G2| = 2.

Recall that for any user joining in the user pool with perdam@rmationd, the
user is guarded by the OA-group : (d') that results in the minimum information
loss fromd to d’, denoted by IL{’). There are several measures of information loss in
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Algorithm SPLIT(G)

if (|G|<2k) return G;

2. DbestSplit = <null, null, >; //<dim, splitVal, infoLoss>
3. for every dimension dim

4 splitVal  find_median(G, dim);

5. infoLoss = compute IL(G, splitVal),

6. if (infoLoss < bestSplit.infoLoss )
7
8
9
1
1

[—

bestSplit = <dim, splitVal, infoLoss>;
endfor;
. G {<d,UID> G|d.dim bestSplit.splitVal };
0. G, {<d,UID> G| d.dim>bestSplit.splitVal };
1. return SPLIT(G,) and SPLIT(G,)

Fig. 5 The group splitting algorithm

the literature. The choice is orthogonal to our approachcbacreteness, we adopt
the information loss measure used by Xiao and Tao [28].

Information loss Theinformation loss (IL)in generalizing personal information
dto d’ is defined by

y S(d) -1

where Sg) returns the number of distinct points covered by the regi@mdd rep-
resents the whole spadem(A;) x ... x dom(A,). In other words, IL{') is the
fraction of points covered by’ in the whole space. The more genetais, the larger
IL(d’) is. The information loss for a grou@ : (d’) is defined by

IL(G) = |G| x IL(d'), @)

where|G| is the number of online usersdi. Consider Fig. 4. S{1” = ([25, 28],[32001—
32002])) = 4 x 2 = 8, S(D = ([25, 28], [32001 — 32003])) = 4 x 3 = 12. The infor-
S(dy) —1 7 . .
So) 1 The information loss

for G is IL(G1) = |G |x1L(d}) = 4 x - = g

Splitting Algorithm We consider splitting a grou@ into two groupsG; and
Go. A splitting isvalid only if |G| > k and|G2| > k. Fig. 5 shows the splitting
algorithm adopted from [16]. The algorithm searches fortbst dimension that pro-
duces the least information loss. For each dimengian, instead of finding the best
split criterion, it considers the (more efficient) splitfiat the median that evenly dis-
tributes the users it betweenz; andGs, (Line 4). If there exists a valid splitting,
the splitting at the median must be valid [16]. The inforroatioss of the splitting
then is computed by Il&,)+IL(G>) (Line 5) and compared with the best informa-
tion loss so far (Line 6). Finallyi7 is split by the dimension that produces the least
information loss (Line 9-10). The splitting process is nsieely applied toG; and
G4 until none of them hasize > 2k.

According to [16], the time complexity of SPLIT) is O(nlogn), wheren =
|G| is the number of online users @. Note that SPLITG) is run locally by the user
pool.

mation loss for any user i6'; is IL(d}) =
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6 Experiment

Our goal is to maximize personalization within the boundsey by the privacy re-
quirement, i.e., online anonymity. To verify how much ofstgoal has been achieved,
we conducted a simulation of online web environments. Tdo&ret of our knowledge
no existing study has the same purpose or proposed a sothibiis comparable.
Therefore, we did not implement any competitor. The simaoitasystem was imple-
mented in C++ and run on a PC with 2.4GHz CPU and 512MB main mgmo

6.1 Simulation Setup

The online environment was simulated as follows.

User BasélVe used the Adults database from UC Irvine Machine LearngjgpR-
itory* as our LBSN user population base. This data contains pesecific records
from the US Census, which makes it an excellent sample ofu8allemographics.
As it was used by lyengar [13], we selected eight regulaibatigs, i.e., age, work
class, education, marital status, occupation, race, geardenative country, as the
personal informatior, and removed the records with missing values. The resulting
database contains 30,162 records. As suggested by lyei8jacétegorical attributes
are totally-ordered by the preorder traversal of their teproies so that the splitting
algorithm in Section 5.3 can be applied to both numeric amelgmaical attributes.

Online Users (, A, 1, o) We denote each time unit by. For each time unit,
we generated a number of new online users followingRbisson distributiorwith
the arrival rate\. Each new user was randomly picked from the user base and is
associated with an online duration (in the numberrpfor the length of staying
online. The online duration is randomly generated byNbemal distribution Nf, o)
with the mean. and the variance.

Measuring PersonalizationVarious metrics have been used to evaluate the rec-
ommendation quality of recommendation algorithms (se¢fdrla survey). For ex-
ample, theRoot of the Mean Square Error (RMSIS)a popular method for evalu-
ating a recommendation algorithm, which measures therdiifee between the pre-
dicted preferences and the true preferences over itemigntaof this metric include
the Mean Square Error (MSEMean Average Error (MAE)andNormalized Mean
Average Error (NMAE)etc. Another popular metric is threcall, which measures
how many true preferences are recommended by a recommamdkgorithm. While
these metrics are intuitive, they rely on manually prepamedind truth data, which
is subjective and data dependent. To avoid this subjeaasrand since we are not
measuring a particular recommendation algorithm, we usaametricAvglL. This
metric measures the information loss caused by genergl@énsonal information,
which is more objective. It can reflect the effect of our fravoek on the quality
of recommendation because once a recommendation algdstbinosen, its recom-
mendation quality is mostly determined by how preciselyitipit data reflects the
true feature of a user (e.g., user age).

4 http://archive.ics.uci.edu/ml/
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LetIL(G) be defined by Equation 2 for a groapof online users. For any window
W;, the average information loss for all online users is coragidy AvglL(V;) =
IL
%, where) is over all OA-groups? and the special U-group in the window
W;. Suppose that we apply our approach to windélis ..., Wy . The personaliza-

tion level is measured by averaging Avgi) over all windowsiy, ..., Wy , i.e.,

>iz1..y Avgl L(W;)
I .
A smaller AvglL means a higher personalization level.
ParametersSeveral parameters affect personalization and privacsé& param-
eters fall into two categories.

AvglL = 3)

— User online parametersclude the user arrival rate and the (average) online
durationy. These two parameters, controlled by a user simulatorrméte the
user online characteristics. The larger the values of tpasemeters, the more
online users in each window and the easier it is to achievie®@ahonymity and
personalization.

— User pool parameterinclude the anonymity thresholkl, the window sizelV/

(in the number ofr) and the window overlap ratip. A largerk provides more
anonymity. A smallerv deals with an attacker with more accurate knowledge on
query time, but leads to more information loss because #eréewer users in a
smaller window. A largep inherits more online users from the previous window,
thus, reduces information loss. A smalleand a largep lead to a more frequent
update of groups. See Section 5.1 for more discussion.

Unless otherwise specified, the following default settiagsusedA = 50, i =
50 (with the variancer fixed at 10),k = 30,w = 50 andp = 50%. For example,
if 7 corresponds to a second, these default settings représewiridow size of 50
seconds, one update in every 25 seconds, the user arrizaetrmined by the Pois-
son distribution with the mean of 50 users per secone-(50), the online duration
determined by the Normal distribution with the mean of 50osels (+ = 50). Note
that the reported results are independent of the intetjpyataf . Below, we report
the simulation results by varying one category of pararsetéithe default setting
while fixing the other. Every experiment is run over 100 timadows.

6.2 User Online Characteristics

Varying A\ and p This experiment studies how user online characteristiesid
affect personalization and privacy, while fixing the useolpparameters;, w and
p at the default value. The user arrival rates varied from 10 to 300. This covers
from small recommendation services having tens of new enlgers every time unit
to popular recommendation services serving hundreds afeguper time unit. The
mean of online duratiop is set at 10, 50 and 100 (with the variancéxed at 10),
covering users who have a brief stay and users who have arlstaye
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Fig. 6 Information Loss vsA andu

The personalization level, represented by AvglL, is sunizedrin Fig. 6. Not
surprisingly, the personalization level benefits from hgva larger user arrival rate
A. With more online users entering the system in each windéwg@ups have more
refined regions for the generalized personal informadiorninterestingly, when\ is
slightly increased from 10 to 50, for = 50 andp = 100, AvglL quickly drops to
the highly satisfactory level of 5%, and far= 10, AvgIL drops to below 10%. This
clearly indicates that most information for personaliaathas been preserved for a
wide range of user arrival rate.

Fig. 6 also shows that the longer the users stay online ai.lrger mean: of
online duration, the less information is lost. In fact, agenonline duration has a
similar effect of increasing the number of online users imithach window, thus,
forming OA-groups with more refined regions for generalipedsonal information.
We note that information loss is only reduced slightly by ¢thange from. = 50 to
1 = 100. This is because the regions for OA-groupg at 50 are already small (i.e.,
specialized).

These experiments suggest that it is not necessary to harg vge user arrival
rate A and a very large online duratignin order to achieve a good personalization.
Rather, it is more important to have some minimum user drrate and minimum
online duration. In fact, these minimum requirements cafuliled by most popular
recommendation services.

We also studied the frequency of unregistered users aneédesgpired users
(Section 5.2). Unregistered users will use the most gemedhpersonal information
d* and do not get personalization. Forced-expired users aceddo expire, thus,
become unregistered, due to elimination of their grouplémiext window. We want
to minimize the number of such users. Table 1 shows the pexgermnf unregistered
users and forced-expired users among all users in a windogvd&fault value fop
is 50 and the default value féris 30. The percentage of forced-expired users remains
at a very low level, indicating that most of OA-groups “swe/i when the window
slides. The percentage of unregistered users has a desgéretid when\ increases.

In this experiment, the default setting fbris 30. These percentages will be further
reduced ifk is set to a smaller value such as 5-10, which is sufficient fiongmity
in many situations.
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A 10 50 100 150 200 250
Unregistered 3.0% | 0.9% | 0.5% | 0.5% | 0.2% | 0.1%
Forced-expired| 0.1% | 0.1% | 0.1% | 0.1% | 0.2% | 0.1%

Table 1 The percentage of unregistered/force-expired users
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Fig. 7 Information Loss vsk

6.3 User Pool Characteristics

The parameterg, w andp define the characteristics of the user pool and jointly
determine the tradeoff between personalization and privitds experiment studies
how these parameters affect personalization and privatlg fixing the user online
parameters andy at the default value.

Varying k The parametet sets the minimum OA-group size. Fig. 7 shows infor-
mation loss vsk. A largerk increases information loss because a larger OA-group
requires a more generalized personal informadfoffypically, a smalk in the range
of 5 to 10 is sufficient to provide a reasonable anonymitylléMeerefore, practically
information loss is no more than 4%.

Varying w and p The parameters) andp determine the window setting of the
user pool. Note thaty serves two measures: the window size, and the temporal ac-
curacy of the attacker’'s knowledge about query time (ireeut-oblivious attacker,
Definition 1). As shown in Fig. 8, a smallesr comes with more information loss.
This is because a smaller window contains fewer online usefsrm OA-groups,
which translates into more generalization of personalrinftion. Also, a smaller
w means a more frequent update of OA-groups, thus, more comatiom between
LBSN users and the user pool. There seems to have a balamtepoi= 90 where
AvglL drops to a low and stable level and further increasingas little effect on
AvglL.

The window overlap ratip does not affect user privacy. It however has an im-
portant implication on the personalization level. As wecdissed in Section 5.1, the
next window relies on online users in the overlap with the/faes window to jump-
start OA-groups. With a fixed, a largerp means more online users in the overlap
to jumpstart the next window, which leads to more OA-groupd ess information
loss thereby. This is verified in Fig. 8. On the other handygegp leads to a more
frequent update of OA-groups. For example, with= 60, p = 0.1 means one update
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Fig. 8 Information Loss vs. Window Settings

every(l — p)w = 54 time units ang = 0.5 means one update evefy— p)w = 30
time units.

Among all the simulations conducted, the maximum numbemndhe users pro-
cessed by the user pool per window is over 44,000. Even tmatvterage runtime
spent on group updating per window is less than 1 second.yAcally, the com-
putational complexity is mainly determined by the grouptspg algorithm, SPLIT,
which isO(n log n), wheren is number of online users in the group being split. Note
that this algorithm is run locally by the user pool. If thiggapach is deployed on the
web, there will be some message transmissions between LB8 and the user
pool prior to running SPLIT. As discussed in Section 5.25 gost is minor because
the number and the size of messages are very small.

6.4 Discussion

Until now, we considered the attacker who passively waitife query log to be pub-
lished. A more aggressive attacker could actively creaetrery log to compromise
the privacy of a target user. One such case is that the attacker "controls” some num-
ber of LBSN users to send “special queries” to the recomnigaervice. Later
after the query log is published, the attacker can removie special queries; there-
fore, defeat the notion of online anonymity. While such @ttaare not impossible,
there are significant challenges in terms of the effort negliiFirst, a controlled user
must issue the special query in exactly the same time windothetarget user in
order to be effective. If the time window is large, there akelly many online users
in the window and the attacker’s strategy will not be effeetif the time window is
small, the attacker must know pretty accurately whevill issue a query in advance,
which can be a challenge to the attacker because often tiet tegen. itself may not
know an accurate query time in advance due to various urncges

7 Conclusion

This paper was motivated by two emerging trends: LBSN usenst wersonalized
services and LBSN users want privacy. One challenge is #aiopal information
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must be made anonymous under the assumption that the patitigj parties, includ-
ing the recommendation service, are not completely trustieelto systematic collec-
tion of personal information in addition to queries. Anatleballenge is the online
and dynamic nature of LBSN users. We proposed the notion lirieoanonymity
to protect LBSN users and we proposed an approach to maiméiime anonymity
through time. Our approach makes use of a third party cdtlediser pool and we do
not require the user pool to be trusted. The simulation sturdgeal US demograph-
ics showed promising results: it is feasible to achieveqaabzation for reasonable
privacy settings.
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