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ENTRY-FAITHFUL 2-NEIGHBOUR TRANSITIVE CODES

NEIL I. GILLESPIE, MICHAEL GIUDICI, DANIEL R. HAWTIN AND
CHERYL E. PRAEGER

Abstract. We consider a code to be a subset of the vertex set of a Hamming
graph. The set of s-neighbours of a code is the set of vertices, not in the
code, at distance s from some codeword, but not distance less than s from any
codeword. A 2-neighbour transitive code is a code which admits a group X

of automorphisms which is transitive on the s-neighbours, for s = 1, 2, and
transitive on the code itself. We give a classification of 2-neighbour transitive
codes, with minimum distance δ > 5, for which X acts faithfully on the set of
entries of the Hamming graph.

1. Introduction

In the context of this paper, a code is a subset of vertices of a Hamming graph
H(m, q), and X is a subgroup of the full automorphism group of the Hamming
graph. The set of i-neighbours, that is, the set of vertices at distance i from the
code, is denoted Ci. An (X, s)-neighbour transitive code C is a code, such that
C,C1, . . . , Cs are all X-orbits. In this paper we begin work on classifying the
family of (X, 2)-neighbour transitive codes, considering here the case where X acts
faithfully on the entries of the Hamming graph (see Section 2). We refer to such
codes as entry-faithful (X, 2)-neighbour transitive codes.

Two extreme cases of (X, s)-neighbour transitive codes have been studied previ-
ously, when s = 1 and when s is equal to the covering radius. The covering radius
is the largest value s can take and gives the class of X-completely transitive codes,
(see [21]). These are a generalisation of coset-completely transitive codes, which
were introduced by Solé in 1987 [29], and are a linear sub-family of completely
transitive codes. In [5], Borges et al. classified binary coset-completely transitive
codes with minimum distance at least 9, showing that the binary repetition code

(see Definition 2.14) is the unique code in this family. Other work has been done
by Borges et al. in [3, 4, 6, 7]. There exist completely transitive codes that are not
coset-completely transitive. For example, the first and fourth authors proved that
certain Hadamard codes [17] and the Nordstrom-Robinson code [15] are completely
transitive, but as they are non-linear, cannot be coset-completely transitive; also
the repetition code of length 3 over a finite field Fq for q > 9 is an example of a
linear completely transitive code that is not coset-completely transitive.
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X m conditions

6 AΓLd(r) rd X has a 2-homogeneous index 2 subgroup
Sm m

M22 ⋊ Z2 22
☎PSU3(r) r6 + 1 X has an index 2 subgroup

☎PSLd(r)
rd−1
r−1 X has an index 2 subgroup

Table 1. Groups X such that the binary repetition code in
H(m, 2) is entry-faithful (X, 2)-neighbour transitive.

The family of (X, 1)-neighbour transitive codes corresponds to the X-neighbour

transitive codes, which have been studied by the first and fourth authors in [16, 20],
with a certain class characterised in [18].

Completely transitive codes form a sub-family of completely regular codes, in-
troduced in 1973 by Delsarte [11], and (X, s)-neighbour transitive codes are a sub-
family of s-regular codes, for each s (see Definition 2.11). This means, in particular,
that the set of minimum weight codewords of an (X, s)-neighbour transitive code
forms a q-ary s-design (see Definition 2.12 and Lemma 2.16), a fact which aids us
in our classification. Completely regular codes have been studied extensively ever
since Delsarte introduced them as a generalisation of perfect codes. In particular,
Brouwer et al. [9] and Neumaier [26] give results on these codes using the theory
of distance regular graphs. Not only are these codes of interest to coding theo-
rists as they possess a high degree of combinatorial symmetry, but, due to a result
of Brouwer et al. [9, p.353], they are also the building blocks of certain types of
distance regular graphs. Borges et al. have classified all linear completely regular
codes that have covering radius ρ = 2 and an antipodal dual code [8], showing that
these codes are extensions of linear completely regular codes with covering radius
ρ = 1. They also classified this latter family of codes, and proved that these codes
are in fact coset-completely transitive.

The main result of the paper is as follows.

Theorem 1.1. Suppose C is a code in H(m, q), with |C| > 2 and δ > 5. Then C
is entry-faithful (X, 2)-neighbour transitive if and only if C is equivalent to either:

(1) a binary repetition code, and X is isomorphic to a group listed in Table 1,

or

(2) the even weight subcode of the punctured Hadamard code of length 12 and

X ∼= M11.

The punctured Hadamard 12 code P and the even weight subcode E of P are
defined in Section 4. The Hadamard 12 and punctured Hadamard 12 codes were
shown to be completely transitive by the first and fourth authors [17]. We prove
in Lemma 4.2, however, that E is not (X, 3)-neighbour transitive, for any group X .
We prove the following with regards to entry faithful completely transitive codes:

Theorem 1.2. Let C be a code in H(m, q) with |C| > 2 and minimum distance

δ > 5. Then C is entry-faithful X-completely transitive for some group X, if and

only if q = 2 and C is equivalent to the binary repetition code. In this case X ∼= Sm.
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Remark 1.3. In the unpublished work [19], available on the ArXiv, the first, sec-
ond, and fourth authors deal with the case where C is entry-faithful X-completely
transitive. They deduce that, if |C| > 2 and δ > 5, C must be the repetition code
and X ∼= Sm. Due to the fact that the methods used here are substantially more
straight-forward, we have included some of the results from [19]. Thus, this paper
is a complete account which largely replaces the results found in [19] (and we note
that [19] will not be published).

In Proposition 4.3 we classify all 2-regular codes in H(11, 2) such that δ > 5 and
|C| > 2. We find that such a code is either the repetition code, the punctured code
of the Hadamard code of length 12, or the even weight subcode of the punctured
Hadamard code. This can be seen as an extension of [17, Theorem 1.1(b)], which
gives the punctured code of the Hadamard 12 code as the only completely regular
code with δ = 6 in H(11, 2).

Our study of (X, 2)-neighbour transitive codes requires the identification of all
finite 2-transitive groups which do not contain the alternating group; however, do
contain a 2-homogeneous subgroup with a different socle. Proposition 4.4 gives a
classification of all groups G < H 6 Sm such that G is 2-transitive of degree m, H
is 2-homogeneous of degree m, the socle of G is not Am and the socles of G and H
are not equal.

Section 2 introduces notation for Hamming graphs and their automorphism
groups, as well as regular codes and designs. The proof of Theorem 1.1 hinges
on Propositions 2.5 and 2.7, and Corollary 2.9, which give two different 2-transitive
actions for X , and also tell us that the stabiliser X0 of the zero codeword, must
have a 2-homogeneous action on entries. This allows us to use the powerful results
of [12] and [27]. In Section 3, we deal with the cases that the socle of X , that is, the
group generated by all minimal normal subgroups of X , either is the alternating
group Am or is equal to the socle of X0. In Section 4, we deal with the case that the
socle of X is not Am and not equal to the socle of X0. This allows us to complete
the proof of the main results.

2. Preliminaries

Let M and Q be sets of size m and q respectively, with m, q > 2. We refer to M
as the set of entries and Q as the alphabet. The vertex set of the Hamming graph
Γ = H(m, q) consists of all m-tuples with entries labelled by the set M , taken from
the set Q. An edge exists between two vertices if they differ as m-tuples in exactly
one entry. For vertices α, β ∈ Γ the Hamming distance d(α, β) (that is the distance
in Γ ) is the number of entries in which α and β differ.

The minimum distance of a code C is δ = min{d(α, β) | α, β ∈ C,α 6= β}.
For α ∈ Γ , define Γr(α) = {β ∈ Γ | d(α, β) = r}. Given α ∈ Γ , define d(α,C) =
min{d(α, β) | β ∈ C}. We then have the covering radius ρ = max{d(α,C) | α ∈ Γ}.
For any r 6 ρ, define Cr = {α ∈ Γ | d(α,C) = r}. Note that Ci is the disjoint
union ∪α∈CΓi(α) for i 6 ⌊ δ−1

2 ⌋. For α ∈ Γ , we refer to the i-th entry of α as αi,
so that α = (α1, . . . , αm).

The automorphism group Aut(Γ ) of the Hamming graph is the semi-direct prod-
uct N ⋊ L, where N ∼= Sm

q and L ∼= Sm (see [9, Theorem 9.2.1]). We refer to L as
the top group of Aut(Γ ). Let g = (g1, . . . , gm) ∈ N , σ ∈ L and α ∈ Γ . Then g and
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σ act on α as follows:

αg = (αg1
1 , . . . , αgm

m ) and ασ = (α1σ−1 , . . . , αmσ−1).

The automorphism group of a code C in Γ is Aut(C) = Aut(Γ )C , the setwise
stabiliser of C in Aut(Γ ). Throughout the paper, the group X is a subgroup of
Aut(C).

The distance distribution of C is the (m+ 1)-tuple a(C) = (a0, . . . , am) where

(2.1) ai =
|{(α, β) ∈ C × C : d(α, β) = i}|

|C|
.

We observe that ai > 0 for all i and a0 = 1. Moreover, ai = 0 for 1 6 i 6 δ− 1 and
|C| =

∑m
i=0 ai. In the case where q is a prime power, the MacWilliams transform

of a(C) is the (m+ 1)-tuple a′(C) = (a′0, . . . , a
′
m) where

(2.2) a′k :=

m
∑

i=0

aiKk(i)

with

Kk(x) :=

k
∑

j=0

(−1)j
(

x

j

)(

m− x

k − j

)

(q − 1)k−j .

It follows from [32, Lemma 5.3.3] that a′k > 0 for k = 0, 1, . . . ,m.
Let 0 denote a distinguished element of the alphabet Q. For α ∈ V (Γ ), the

support of α is the set supp(α) = {i ∈ M : αi 6= 0}. The weight of α is defined as
wt(α) = | supp(α)|. For any a ∈ Q\{0} we use the notation (ak, 0m−k) to denote
the vertex in V (Γ ) that has a in the first k entries, and 0 in the remaining entries,
and if k = 0 we denote the vertex by 0.

Lemma 2.1. Let α = 0 and x = (g1, . . . , gm)σ ∈ Aut(Γ )α. Then supp(βx) =
supp(β)σ for all β ∈ V (Γ ).

Proof. Since each gi fixes 0 and σ permutes coordinates, the ith entry of βx is

non-zero if and only if the iσ
−1

entry of β is non-zero. Thus the result follows. �

For α = (αi), β = (βi) ∈ V (Γ ), we let Diff(α, β) = {i ∈ M : αi 6= βi}. Now
suppose |C| > 2 and α, β ∈ C. Then we let

Diff(α, β, C) = {γ ∈ C : Diff(α, γ) = Diff(α, β)}.

By definition, β ∈ Diff(α, β, C), so Diff(α, β, C) 6= ∅.

Lemma 2.2. Let C be a code with minimum distance δ and |C| > 2, and let

α, β ∈ C such that d(α, β) = δ. Then for all a ∈ Q, there exists x ∈ Aut(Γ ) such

that the following two conditions hold.

(i) αx = (a, . . . , a), and
(ii) for each γ ∈ Diff(α, β, C), γx = (cδ, am−δ) for some c ∈ Q\{a}.

Proof. Let Diff(α, β, C) = {β1, . . . , βs}. It follows that (βi)k = αk for each i 6 s
and k ∈ M\Diff(α, β). Therefore, because C has minimum distance δ, d(βi, βj) =
δ for each distinct pair βi, βj ∈ Diff(α, β, C). This implies that for each k ∈
Diff(α, β), the s + 1 entries αk, (β

1)k, . . . , (β
s)k are pairwise distinct elements of

Q. Thus s 6 q − 1. Let a ∈ Q and {c1, . . . , cs} ⊆ Q\{a}. Since Sq acts q-
transitively on Q, it follows that for each k ∈ Diff(α, β) there exists hk ∈ Sq such

that (βi)hk

k = ci for each i 6 s and αhk

k = a. Also for each k ∈ M\Diff(α, β) let
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hk = (a αk) ∈ Sq. Now let h = (h1, . . . , hm) ∈ Sm
q . Since Sm acts m-transitively on

M and |Diff(α, β)| = δ 6 m, there exists σ ∈ Sm such that Diff(α, β)σ = {1, . . . , δ}.
Let x = hσ ∈ Aut(Γ ). Then αx = (a, . . . , a) and (βi)x = (cδi , a

m−δ) for each
i = 1, . . . , s. �

We say that two codes, C and C′, in H(m, q), are equivalent if there exists
x ∈ Aut(Γ ) such that Cx = C′. Since elements of Aut(Γ ) preserve distance,
equivalence preserves minimum distance.

Finally, we denote the set of k-subsets of a set Ω by Ω{k}. For a set Ω and group
G 6 Sym(Ω), we say G acts k-homogeneously on Ω if G acts transitively on Ω{k}.

2.1. s-Neighbour Transitive Codes.

Definition 2.3. Let C be a code in H(m, q) and X 6 Aut(C). If X is transitive
on C,C1, . . . , Cs, then we say C is an (X, s)-neighbour transitive code, or simply an
s-neighbour transitive code, if X is clear from the context. Moreover, X-completely
transitive codes (defined in Section 1) are the (X, ρ)-neighbour transitive codes.

Remark 2.4. Let x ∈ Aut(Γ ), and let C be an (X, s)-neighbour transitive code
with minimum distance δ. By an approach similar to that used in [20, Lemma 2],
it holds that Cx is (Xx, s)-neighbour transitive, and because minimum distance is
preserved by equivalence, Cx has minimum distance δ. Thus for any a ∈ Q\{0},
Lemma 2.2 allows us to replace C with an equivalent (X, s)-neighbour transitive
code with minimum distance δ that contains both 0 and (aδ, 0m−δ).

There are two additional actions of X 6 Aut(Γ ) which will be useful to us. First
we consider the action of X on the set of entries M , which we will write as XM ,
defined by the following homomorphism:

µ : X −→ Sm

(h1, . . . , hm)σ 7−→ σ

Proposition 2.5. Let C be an (X, s)-neighbour transitive code with minimum dis-

tance δ. Then for α ∈ C and i 6 min{s, ⌊ δ−1
2 ⌋}, the stabiliser Xα fixes setwise and

acts transitively on Γi(α). In particular, Xα acts i-homogeneously on M .

Proof. By replacing C with an equivalent code if necessary, Remark 2.4 allows us
to assume that α = 0 ∈ C. Firstly, because automorphisms of the Hamming graph
preserve distance, it follows that Xα 6 XΓi(α). Now let ν1, ν2 ∈ Γi(α). As Ci is an
X-orbit, and because Γi(α) ⊆ Ci, there exists x ∈ X such that νx1 = ν2. Suppose
x /∈ Xα. Then α 6= αx ∈ C, and so d(α, αx) > δ. However, d(α, αx) 6 2i < δ,
which is a contradiction. Thus Xα acts transitively on Γi(α).

Finally, let J1, J2 ∈ M{i}, and ν, γ ∈ V (Γ ) such that supp(ν) = J1 and
supp(γ) = J2. It follows that ν, γ ∈ Γi(α) ⊆ Ci. As Xα acts transitively on
Γi(α), there exists x = (g1, . . . , gm)σ ∈ Xα such that νx = γ. A consequence of
Lemma 2.1 is that Jσ

1 = supp(ν)σ = supp(νx) = supp(γ) = J2. Hence Xα acts
i-homogeneously on M . �

Corollary 2.6. Let C be an (X, s)-neighbour transitive code with minimum dis-

tance δ. Then for each i 6 min{s, ⌊ δ−1
2 ⌋} and I ∈ M{i}, the setwise stabiliser XI

acts transitively on C.

Proof. By definition C is (X, i)-neighbour transitive and, by Proposition 2.5, Xα

acts transitively on the set M{i} of i-subsets of M . Hence X is transitive on
C ×M{i}, and so XI is transitive on C. �
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Next we consider the action of the subgroup Xi 6 X , stabilising the entry

i ∈ M , on the alphabet Q. We denote this action by XQ
i and it is defined by the

homomorphism:

ϕi : Xi −→ Sq

(h1, . . . , hm)σ 7−→ hi

Proposition 2.7. Let C be an (X, 1)-neighbour transitive code in H(m, q) with

δ > 3 and |C| > 1. Then XQ
1 acts 2-transitively on Q.

Proof. Let a ∈ Q\{0}. By replacing C with an equivalent code if necessary, Remark
2.4 allows us to assume that α = 0 and β = (aδ, 0m−δ) are two codewords of C.
Choose any b ∈ Q\{0}. As δ > 3 it follows that ν1 = (a, 0m−1), ν2 = (b, 0m−1) ∈
Γ1(α) ⊆ C1. By Proposition 2.5, there exists x = (g1, . . . , gm)σ ∈ Xα such that
νx1 = ν2. Consequently, Lemma 2.1 implies that 1σ = 1. Thus ag1 = b, and because

x ∈ Xα, we conclude that g1 ∈ (XQ
1 )0, the stabiliser of 0 in XQ

1 . Hence (XQ
1 )0 acts

transitively on Q\{0}. By Corollary 2.6, X1 acts transitively on C. Hence there
exists y = (h1, . . . , hm)π ∈ X1 such that αy = β. As y ∈ X1 we have that 0h1 = a

and h1 ∈ XQ
1 . Thus XQ

1 acts 2-transitively on Q. �

Definition 2.8. Let C be an (X, s)-neighbour transitive code in H(m, q). If XM

is faithful, in other words X ∩ N ∼= Sm
q = 1, then we say C is an entry-faithful

(X, s)-neighbour transitive code.

Corollary 2.9. Let C be an entry-faithful (X, 2)-neighbour transitive code, with

|C| > 2 and δ > 5. Then X acts 2-transitively on M .

Proof. By Proposition 2.5, Xα acts 2-homogeneously on M , and so X has a faithful

2-homogeneous action on M . By Proposition 2.7, XQ
1 acts 2-transitively on Q.

Thus XQ
1 has even order, and so X has even order. Therefore, by [28, Lemma 2.1],

X acts 2-transitively on M . �

The following result gives us restrictions on the orders of the groups X and X0.

Lemma 2.10. If C is an (X, 2)-neighbour transitive code with δ > 5 and 0 ∈ C,

then
(

m
2

)

(q − 1)2 divides |X0|, and hence |X |. In particular, if |X0| = m(m− 1)/2
then q = 2.

Proof. Since δ > 5 we have that X0 is transitive on Γ2(0). Thus |Γ2(0)| =
(

m
2

)

(q−
1)2 divides |X0|. �

2.2. Regular Codes and Designs.

Definition 2.11. Let C be a code with covering radius ρ and s be an integer with
0 6 s 6 ρ. Then C is s-regular if for each i, 0 6 i 6 s, each vertex ν ∈ Ci, and
each k, 0 6 k 6 m, the number |Γk(ν) ∩C| depends only on i and k. If s = ρ then
we say C is completely regular.

Let α ∈ H(m, q) and 0 ∈ Q. The vertex ν is said to be covered by α, if for every
i ∈ M such that νi 6= 0 we have νi = αi.

Definition 2.12. A q-ary s-(v, k, λ) design is a subset D of vertices of Γk(0) (where
k > s) such that each vertex ν ∈ Γs(0) is covered by exactly λ vertices of D. When
q = 2, D is simply the set of characteristic vectors of an s-design. We refer to the
elements of D as blocks.
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We will use the following equations, which can be found for instance in [30]. Let
D be a binary s-(v, k, λ) design with |D| = b blocks and let r be the number of
blocks incident with a point. We then have vr = bk, r(k − 1) = λ(v − 1) and

b =
v(v − 1) · · · (v − s+ 1)

k(k − 1) · · · (k − s+ 1)
λ.

The following is [33, Theorem 2.4.7]. Note that if there are no codewords of a
given weight then we have the empty design, with λ = 0.

Theorem 2.13. Let C be an s-regular code such that 0 ∈ C and δ > 2s. Then for

each k such that 0 6 k 6 m, the set of codewords from C of weight k forms a q-ary
s-(m, k, λ) design, for some λ.

Definition 2.14. The repetition code in H(m, q), denoted by Rep(m, q), is equal
to the set of vertices of the form (a, . . . , a), for all a ∈ Q. It has minimum distance
δ = m.

The binary repetition code is one of the two entry-faithful 2-neighbour transitive
codes in Theorem 1.1. The next result shows that it is in fact the only 2-regular
code such that 4 6 δ = m.

Lemma 2.15. Let C be a code with |C| > 2 and δ = m. Then there exists

C′ equivalent to C with C′ ⊆ Rep(m, q). Moreover if C is 1-regular then C′ =
Rep(m, q); if C is 2-regular and m > 4 then C′ = Rep(m, 2).

Proof. Let 0, a ∈ Q. Since δ = m, Lemma 2.2 implies that there is a code C′

equivalent to C which contains α = (0, . . . , 0) and β = (a, . . . , a), and each γ ∈
C′\{α, β} at distance δ = m from α is of the form (b, . . . , b) for some b ∈ Q\{0, a}.
Thus, C′ is a subset of the repetition code Rep(m, q), and in particular |C| = |C′| 6
q.

Assume C, and hence C′, is 1-regular. Suppose |C′| < q. Then there exists
b ∈ Q\{0, a} such that b does not appear in any codeword of C′. Let ν1 = (a, 0m−1)
and ν2 = (b, 0m−1). Then ν1, ν2 ∈ C′

1. However, |Γm−1(ν1) ∩ C′| = 2 if m = 2,
and 1 if m > 3, while |Γm−1(ν2) ∩ C′| = 1 if m = 2 and 0 if m > 3, which is a
contradiction. Therefore |C′| = q and C′ = Rep(m, q).

Now assume that C, and hence C′, is 2-regular, and that m > 4. Let ν3 =
(a, a, 0m−2). As ν3 has weight 2 and δ = m > 4, we have ν3 ∈ C′

2. Let γ = (c, . . . , c)
be an arbitrary element of C′. Then

d(ν3, γ) =







2 if c = 0,
m− 2 if c = a,
m if c ∈ Q\{0, a}.

Since m > 4 it follows that Γm−1(ν3) ∩ C = ∅. Therefore, because C′ is 2-regular,
Γm−1(ν) ∩ C′ = ∅ for all ν ∈ C′

2. Now suppose that q > 3 and consider ν4 =
(b, a, 0m−2) ∈ C′

2, where b 6= 0, a. Then d(ν4, β) = m− 1, which is a contradiction.
Therefore q = 2, and we note that Rep(m, 2) is 2-regular. �

The following shows that an (X, s)-neighbour transitive code is s-regular, which
allows us to use the above results.

Lemma 2.16. Let C be an (X, s)-neighbour transitive code. Then C is s-regular.
Furthermore, if 0 ∈ C and δ > 2s then the set of codewords of weight k 6 m forms

a q-ary s-(m, k, λ) design, for some λ.
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Proof. Let i be such that 0 6 i 6 s and ν, µ ∈ Ci. Then there exists an x ∈ X such
that νx = µ. It follows that |Γk(ν)∩C| = |Γk(µ)∩C| for all k with 0 6 k 6 m and
C is s-regular. If 0 ∈ C we can apply Theorem 2.13. �

3. The Socles of X and X0

In Proposition 2.7, Proposition 2.5 and Corollary 2.9 we saw that an (X, 2)-
neighbour transitive code has two different 2-transitive actions of X , and that the
stabiliserX0 of the zero codeword is 2-homogeneous onM . A 2-homogeneous group
G is either affine or almost-simple, depending on the structure of the socle of G,
denoted soc(G), that is, the group generated by all the minimal normal subgroups
of G (see, for example, [13]). The group is affine if the socle is a regular elementary
abelian group, and the group is almost-simple if the socle is a non-abelian simple
group.

The following remark, which relies directly on [12, Theorem 1.4], will allow us
to greatly reduce the possibilities for the parameters of an entry-faithful (X, 2)-
neighbour transitive code C of a given group X .

Remark 3.1. Let C be an entry-faithful (X, 2)-neighbour transitive code in the
Hamming graph H(m, q). Then, by Proposition 2.7, X1 acts 2-transitively on Q in
the first entry and, by Corollary 2.9, X acts 2-transitively on M . It follows that

XQ
1 (6 Sym(Q)), XM (6 Sm) and X satisfy [12, Hypothesis 1] (G there being our

X). That is, XQ
1 and XM are 2-transitive, X 6 XQ

1 ≀XM acting imprimitively on

Q ×M , with X projecting onto XM , and XQ
1 being, what is referred to there as,

the component of X . Thus, since X is almost simple and acts faithfully on M , we
can apply [12, Theorem 1.4], so that the possible values of X , m, and q are listed,
as G, n, and |B|, in one of the lines of [12, Tables 2 or 3].

The socle of X0 may or may not be the same as the socle of X . In the case
that they are the same, the next lemma shows that the size of an (X, 2)-neighbour
transitive code is at most 2.

Lemma 3.2. Let C be an entry-faithful (X, 2)-neighbour transitive code in H(m, q)
such that |C| > 2, δ > 5, and soc(X) = soc(X0). Then C is the binary repetition

code and X is isomorphic to one of the groups in Table 1.

Proof. By Remark 2.4, we can assume 0 ∈ C. By Proposition 2.5, X acts 2-
homogeneously on M , and thus X acts primitively on M . Since H = soc(X0) is
a normal subgroup of X , it follows that H acts transitively on M . Moreover, as
X is transitive on C, the stabiliser of each codeword is conjugate in X . Now, H
is normal in X , and thus H is contained in the stabiliser of every codeword from
C. Let β ∈ C such that d(0, β) = δ. Without loss of generality, by Remark 2.4,
β = (bδ, 0m−δ). Let x = (h1, . . . , hm)σ ∈ H . Then x fixes 0, and so hi fixes 0 for
all i. Since x also fixes β, it follows that σ fixes each of the two subsets of entries
{1, . . . , δ} and {δ + 1, . . . ,m} setwise. This is true for each x ∈ H , so H fixes
{1, . . . , δ} setwise. Since H acts transitively on M , it follows that δ = m. Finally,
we apply Lemma 2.15, since any 2-neighbour transitive code is also 2-regular, and
conclude that q = 2 and C is equivalent to the binary repetition code.

Now XM is 2-transitive, and is thus affine or almost simple. Suppose X is affine.
In this case, since |X : X0| = |C| = 2, it follows that X is any 2-transitive subgroup
of AGLd(q), which contains an index two subgroup X0 acting 2-homogeneously
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X m q |X |
(

m
2

)

(q − 1)2 Lemma 2.10

Am, Sm m m− 1
Sm m 2
S5 5 3 23.3.5 23.5
A6 6 6 23.32.5 3.53 fail
S6 6 6 24.32.5 3.53 fail
A7 7 10 23.32.5.7 35.7 fail
S7 7 10 24.32.5.7 35.7 fail
A8 8 15 26.32.5.7 24.73 fail
A9 9 15 26.34.5.7 24.32.72 fail

Table 2. Candidate entry-faithful groups X , with soc(X) = Am,
such that C is an (X, 2)-neighbour transitive code in H(m, q).

on M , with soc(X) = soc(X0). Suppose, then, that X is almost simple. By
Remark 3.1, X , m, and q appear (as G, n, and |B| respectively) in [12, Tables
2 and 3]. We also require X to have a 2-homogeneous (and hence, by [23], 2-
transitive) index two subgroup X0, with soc(X) = soc(X0). All possibilities for X
are then contained in Table 1. �

The next result deals with the possibility that X ∼= Am or Sm.

Lemma 3.3. Let C be an (X, 2)-neighbour transitive code in H(m, q), such that

δ > 5 and |C| > 2, where X is entry-faithful and X ∼= Am or Sm. Then C is

equivalent to the binary repetition code and X ∼= Sm.

Proof. By Remark 3.1 the values of X , m, and q appear as G, n, and |B| re-
spectively, in [12, Table 2]. Such groups, with the additional requirement that
soc(X) = Am, are compiled in Table 2. Those cases which fail to satisfy Lemma 2.10
are marked as such. Thus, we are left with the cases q = m−1; X ∼= Sm and q = 2;
and X ∼= S5, m = 5 and q = 3. Note that m > 5, since δ > 5, and X0 is
2-homogeneous on M , by Proposition 2.5.

First, let m = 5, q = 3 and X ∼= S5. Table 2 and Lemma 2.10 imply that X0 is
isomorphic to an index 3 subgroup of S5, which does not exist.

Now, let X ∼= Sm and q = 2. If X0
∼= Am then, by Lemma 3.2, C is the binary

repetition code, by Lemma 3.2. Suppose X0 6= Am. Now, X0 is 2-homogeneous,
and hence primitive. Thus we can then apply a result from [2], which says that the
index of a primitive group, not containing Am, in Sm is at least ⌊(m+1)/2⌋!. Now,
|C| = |X : X0| > ⌊(m + 1)/2⌋!. By the Singleton bound |C| 6 2m−δ+1 6 2m−4.
Hence m must satisfy 2m−4 > ⌊(m+ 1)/2⌋!, which does not hold for m > 5.

Suppose X ∼= Am or Sm and q = m − 1. If X0 is 2-homogeneous, but not
2-transitive, then X0 6 AΓL1(m) and m ≡ 3 (mod 4), by [23]. So m is a prime
power, that is m = rt, and |X0| divides tm(m − 1)/2. However, by Lemma 2.10,
(

m
2

)

(q− 1)2 = m(m− 1)(m− 2)2/2 must divide |X0|, that is, (m− 2)2 must divide
t. This does not occur for m > 5, so X0 is 2-transitive.

Suppose m = 7. We have that |X | divides 7!. However, (q − 1)2
(

m
2

)

= 3.52.7
must divide |X |, by Lemma 2.10, which does not hold.
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Suppose m 6= 7. If X = Am or Sm, then the stabiliser X1 of 1 ∈ M is Am−1 or
Sm−1, respectively. Now X1 is transitive of degree m− 1 on Q in the first entry, by
Proposition 2.7, and transitive of degree m− 1 on M \ {1}, since X is 2-transitive
on M , by Corollary 2.9. Let x ∈ Q \ {0} . Since Am−1 and Sm−1 only have
one transitive representation of degree m− 1, up to permutational isomorphism, it
follows that X1,x = X1,i, for some i ∈ M .

Now, consider the stabiliser X0,1 of the zero codeword and the entry 1 ∈ M .
Since X0 is transitive on the neighbours of 0, it follows that X0,1 is transitive on
the vertices of the form ν = (y, 0m−1) in Γ1(0), where y ∈ Q \ {0}. Hence, X0,1 is
transitive on Q \ {0}. Thus, for x ∈ Q \ {0} the stabiliser X0,1,x, has index m− 2
in X0,1. Note that X0,1,x = (X1,x)0 = X1,i,0, and we have just proved that this
subgroup has index m(m− 2) in X0. Since X0 is 2-transitive on M , it follows that
X0,1,i has index m(m− 1) in X0, which is a contradiction. �

4. Distinct Socles for X,X0

We begin with an example of an entry-faithful (X, 2)-neighbour transitive code,
where soc(X) 6= soc(X0).

Definition 4.1. Let P be the punctured Hadamard 12 code, obtained as follows
(see [25, Part 1, Section 2.3]). First, we construct a normalised Hadamard matrix
H12 of order 12 using the Paley construction. Let M = F11 ∪ {∗} and let H12 be
the 12×12 matrix with first row v, where va = −1 if a is a square in F11 (including
0), and va = 1 if a is a non-square or if a = ∗, taking the orbit of v under the
additive group of F11 acting on M to form 10 more rows and adding a final row,
the vector ((−1)12). The Hadamard code H of length 12 in H(12, 2) then consists
of the vertices α such that, for u a row in H12 or −H12, αa = 0 if va = 1 and αa = 1
if va = −1. The punctured code P of H is obtained by deleting the coordinate ∗
from M . The weight 6 codewords of P form a binary 2-(11, 6, 3) design, which we
denote throughout by D. The code P consists of the following codewords: the all
zero vector, the all ones vector, the characteristic vectors of the 2-(11, 6, 3) design
D, and the characteristic vectors of the complement of that design, which forms a
2-(11, 5, 2) design. The even weight subcode E of P is the code consisting of the all
zero vector and the 2-(11, 6, 3) design. Both D and its complement are unique up
to isomorphism [31].

Lemma 4.2. Let E be the even weight subcode of the punctured Hadamard 12 code,

defined above. Then E is entry-faithful (X, 2)-neighbour transitive, if and only if

X = Aut(E) ∼= M11. Moreover Aut(E) acts faithfully on entries. Furthermore, E is

not (X, 3)-neighbour transitive for any group X, in particular, E is not completely

transitive.

Proof. By [17] the Hadamard 12 code H has automorphism group the non-split
extension 2M12 and µ(Aut(H)) = M12 is 5-transitive on the entries of H(12, 2)
[22]. Since P is obtained by deleting an entry from H, and since the Schur mul-
tiplier of M11 is trivial, we have that Aut(P) = H × M11

∼= 2 × M11, where
H = 〈((01), . . . , (01))〉. Let Y be the stabiliser in Aut(Γ ) of the set of even weight
vertices of H(11, 2), noting that |Aut(Γ ) : Y | = 2. Now, either Aut(P) 6 Y or
Y ∩ Aut(P) is an index 2 subgroup of Aut(P). Since P contains the weight 11
codeword (111) and Aut(P) is transitive on P , it follows that Y ∩ Aut(P) must
be an index 2 subgroup of Aut(P). As M11 is the unique index 2 subgroup of
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Aut(P) we have M11 = Y ∩Aut(P). Since Aut(P) is transitive on P , M11 has two
orbits on P ; the even weight codewords E and the odd weight codewords P \ E .
Hence M11 6 Aut(E) and M11 is transitive on E . By [31], PSL2(11) is the auto-
morphism group of the weight 6 codewords forming the 2-(11, 6, 3) design D. Thus
Aut(E)0 6 PSL2(11). Now, |Aut(E)| = 12.|Aut(E)0| 6 12.|PSL2(11)|. Hence
Aut(E) ∼= M11 and Aut(E)0 ∼= PSL2(11). Moreover, M11 acts faithfully on entries
since it contains no non-trivial normal subgroups and Aut(E)M is non-trivial, since
it contains PSL2(11).

Now, M11 is transitive on E . Moreover, Aut(E)0 ∼= PSL2(11) acts 2-transitively
on entries. Thus, it follows that Aut(E)0 is transitive on the weight 1 and weight 2
vertices of H(11, 2). Hence, E is (Aut(E), 2)-neighbour transitive.

Suppose X is a proper subgroup of Aut(E) such that E is (X, 2)-neighbour tran-
sitive. Since X is transitive on E , it follows that X0 is a proper subgroup of
PSL2(11). Then, as X0 is transitive on Γ2(0), we have that X0 is 2-homogeneous,
and hence primitive on M . The only 2-homogeneous proper subgroup of PSL2(11)
in its action of 11 points is F55, and thus X0

∼= F55. Also XM is 2-transitive on
11 points, with order |C|.|X0| = 12.55, implying X ∼= PSL2(11). However, Aut(E)
has a unique conjugacy class of subgroups isomorphic to PSL2(11), see [10, p. 18],
and hence X is conjugate to Aut(E)0. This implies that X fixes a codeword, which
is a contradiction.

Suppose E is (X, 3)-neighbour transitive, for some X 6 Aut(E). Then, by
Lemma 2.16, the weight six codewords of E would form a 3-(11, 6, λ) design, for
some integer λ. The equation

b =
v(v − 1)(v − 2)

k(k − 1)(k − 2)
λ

gives λ = 11.6.5.4/(11.10.9) = 4/3, a contradiction. Since δ > 6, it follows that
ρ > 3 and hence E is not completely transitive. �

Proposition 4.3. Let C be a 2-regular code in H(11, 2) with δ > 5 and |C| > 2.
Then one of the following holds:

(1) δ = 11 and C is equivalent to the binary repetition code,

(2) δ = 5 and C is equivalent to P, or

(3) δ = 6 and C is equivalent to E.

Proof. Suppose C is a 2-regular code. By Remark 2.4 we can assume 0 ∈ C. Weight
δ codewords must exist, and form a 2-(11, δ, λ) design, by Lemma 2.16. If δ = 11
we get the trivial design with one block, that is |C| = 2 and C is equivalent to
the binary repetition code. Suppose δ < 11. Using the equation vr = bk, we have
11r = bδ. So, since δ < 11, 11 divides b. Now, Table 1 in [1] gives |C| 6 24, so that
b = 11 or 22. The equation

b =
v(v − 1)

k(k − 1)
λ =

11.10

δ(δ − 1)
λ

then gives aδ(δ − 1) = 10λ, where a = 1 or 2, so that δ = 5, 6 or 10. If δ = 10
then a = 1, λ = 9 and the design consists of every weight 10 vector. However,
d((110, 0), (0, 110)) = 2, which contradicts δ = 10.

Suppose δ = 5. Then the weight 5 codewords of C form a 2-(11, 5, λ) design,
and since a.5.4 = 10λ, we see λ = 2 or 4. Consider distinct weight 5 codewords
α, β which share 2 non-zero entries. Without loss of generality, α = (15, 06) and
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G H m Table of [24]

Z7.Z3 PSL3(2) 7 I
Z11.Z5 PSL2(11) or M11 11 I
Z23.Z11 M23 23 I
PSL2(7) AGL3(2) 8 II

A7 A8 15 III
PSL2(11) M11 11 IV

PSL2(11) or M11 M12 12 IV
PSL2(23) M24 24 IV

Table 3. Groups G < H 6 Sm where H is 2-transitive, G is
2-homogeneous, soc(H) 6= Am and soc(G) 6= soc(H).

β = (1i, 05−i, 15−i, 0i+1), for some i ∈ {2, 3, 4}. Now, d(α, β) = 10 − 2i > δ =
5, so i = 2 and d(α, β) = 6. Since the code is 2-regular, and in particular 0-
regular, this implies there are weight 6 vertices in the code. Hence the weight
6 codewords form a 2-(11, 6, λ′) design, with the equation vr = bk implying 11
divides b. The bound |C| 6 24 then implies that b = 11 in both designs. Hence
λ′ = 3 and λ = 2 and the designs are equivalent to D and its complementary design
respectively (see Definition 4.1). As we have just seen, it is impossible to form a
design from weight k vertices for k 6= 0, 5, 6, 11. Hence the distance distribution
of C is (1, 0, 0, 0, 0, 11, 11, 0, 0, 0, 0, b) where b = 0 or 1. Taking the MacWilliams
transform when b = 0 gives a′2 < 0 which contradicts [32, Lemma 5.3.3], and thus
b = 1. Regularity then implies the designs are indeed the complementary designs
of each other, not just equivalent to these, hence C = P .

Suppose δ = 6. By a similar argument to above we see that the weight 6
codewords form a 2-(11, 6, λ) design. Table 1 in [1] gives |C| 6 12, and so we see
that b = 11 and λ = 3. Thus C consists of the zero codeword and the characteristic
vectors of the blocks of D. �

Given the results of the previous section we are left with the possibility that
X and X0 have different socles. The next proposition gives a classification of the
inclusions of 2-homogeneous groups in 2-transitive groups with different socles.

Proposition 4.4. Let G,H be groups such that G < H 6 Sm, H is 2-transitive of

degree m with soc(H) 6= Am, and G is 2-homogeneous of degree m with soc(G) 6=
soc(H). Then G, H, and m are as in Table 3.

Proof. We use the classification of 2-transitive groups, [13, Section 7.7], and [13,
Theorem 9.4B] which gives those groups which are 2-homogeneous, but not 2-
transitive. Now, G and H are 2-homogeneous and 2-transitive, respectively, and
thus either almost-simple or affine. Moreover, G is not maximal in Am or Sm, since
then soc(H) = Am. If G is affine, part (I) of the main result from [24] tells us that
G is in [24, Table I] of type (c), giving the examples in Table 3, lines 1–3 (we note
that the group Z17.Z8, in H = PΓL2(16) is not 2-homogeneous). Suppose G is
almost simple. If H is affine then part (II) of the main result from [24] tells us that
H is of type (c) and listed in [24, Table 2], giving Table 3, line 4. If H is almost
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X0 X m q |X0|
(

m
2

)

(q − 1)2 Lemma 2.10

Z7.Z3 PSL3(2) 7 2 3.7 3.7
Z11.Z5 PSL2(11) 11 2 5.11 5.11

M11 11 2 5.11
A7 A8 15 7 23.32.5.7 22.33.5.7 fail

8 3.5.73 fail
PSL2(11) M11 11 2 22.3.5.11 5.11

10 34.5.11 fail
M12 12 11 23.3.52.11 fail

12 2.3.113 fail
M11 M12 12 11 24.32.5.11 23.3.52.11 fail

12 2.3.113 fail
PSL2(23) M24 24 23 24.3.11.23 24.3.112.23 fail

Table 4. Entry faithful groups X,X0 6 Aut(Γ ) such that X
is almost simple 2-transitive on M , X0 is 2-homogeneous on M ,
soc(X) 6= Am and soc(X0) 6= soc(X).

simple, part (II) of the main result from [24] gives us that soc(G) and soc(H) are
listed in [24, Tables III, IV, V, and VI], giving Table 3, lines 5–8. �

We are now in a position to prove the main results.

Proof of Theorem 1.1. By Remark 2.4 we may assume 0 ∈ C. By Corollary 2.9
and Proposition 2.5, we have that X acts 2-transitively on M and X0 acts 2-
homogeneously on M . By Lemma 3.2 if soc(X) = soc(X0) then C is the binary
repetition code and X is one of the groups listed in Table 1. Suppose soc(X) 6=
soc(X0). Since XM is 2-transitive, X is either affine or almost simple. Suppose
X is affine. Then, by Proposition 4.4, m = 8 and X ∼= AGL3(2). Hence X1

∼=
PSL3(2) ∼= PSL2(7), acting 2-transitively on Q, and so q = 7 or 8. Since δ > 5, X0

must be transitive on Γ2(0). However, |Γ2(0)| = m(m − 1)(q − 1)2/2 = 4.7.62 or
4.73 respectively, neither of which divides |X | = 8.7.3. Thus X is almost simple.

If soc(X) = Am then, by Lemma 3.3, C is equivalent to the binary repetition
code, and so X = Sm, X0 = Am, contradicting the assumption that soc(X) 6=
soc(X0). Thus soc(X) 6= Am. Since X is almost-simple and 2-transitive on M , X0

is 2 homogeneous on M , with soc(X) 6= Am and soc(X) 6= soc(X0), we can apply
Lemma 4.4. Hence, X,X0 and m are as in Table 3, with X = H and X0 = G.
Moreover, by Remark 3.1, the values of X , m, and q appear (as G, n, and |B|
respectively) in one of the lines of [12, Tables 2 or 3]. The groups which appear
both in Table 3, and also in one of the lines of [12, Tables 2 or 3], are listed in
Table 4, along with the corresponding value of q, noting that Lemma 2.10 tells us
that if |X0| = m(m − 1)/2 then q = 2. Furthermore, Lemma 2.10 allows us to
obtain the last column in Table 4, where a group is marked with ‘fail’ if it does
not satisfy the first part of this result. Dealing with the remaining cases here will
complete the proof. In each case q = 2.

Suppose m = 7, X0 = Z7.Z3 and X = PSL3(2). It follows that |C| = 8. Since
δ > 5, there are 7 non-zero codewords, each having weight either 5, 6, or 7. Since
m = 7, the supports of two such codewords intersect in at least three entries. Hence
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δ = m 5 6 7 8 9 10

X – PGL2(5) AGL1(7) PGL2(7) 6 AGL2(3) 6 PΓL2(9)

Table 5. Groups X 6= Sm from Table 1, for m 6 10.

the distance between two such codewords is at most 4, a contradiction. Suppose
m = 11, X0 = Z11.Z5 and X = PSL2(11). Then |C| = 12, so Proposition 4.3 says
that C is equivalent to the even weight subcode of the punctured Hadamard 12 code,
however this contradicts Lemma 4.2. Suppose m = 11, X0 = Z11.Z5 and X = M11.
Then |C| = 24.32, which contradicts the Singleton bound |C| 6 2m−δ+1 6 27. If
m = 11, X0 = PSL2(11) and X = M11, then |C| = 12. By Proposition 4.3, C
is equivalent to the even weight subcode E of the punctured Hadamard 12 code.
Moreover, by Lemma 4.2, C is indeed (X, 2)-neighbour transitive. �

Proof of Theorem 1.2. Suppose q = 2 and C is equivalent to the binary repetition
code. We show that C is X-completely transitive with X ∼= Sm. It is clear that
L(∼= Sm) 6 Aut(C) and that H = 〈(h, . . . , h)〉 6 Aut(C), where 1 6= h ∈ S2. Now
let X be the group consisting of automorphisms of the form x = (h, . . . , h)σ if σ
is an odd permutation and x = σ if σ is an even permutation. Then X ∼= Sm,
X0

∼= Am, X ∩ Sm
q = 1, and X acts transitively on C. The covering radius of C

is ⌊m
2 ⌋ and Ci consists of the vertices of weights i and m − i, for i = 0, . . . , ⌊m

2 ⌋.
Let ν1, ν2 ∈ Ci. If ν1, ν2 both have the same weight, then because Am acts i-
homogeneously on M for all i 6 m it follows that there exists σ ∈ X0 such that
νσ1 = ν2. Now suppose ν1 and ν2 have different weights, say ν1 has weight i and ν2
has weight m− i. Then there exists x ∈ X such that νx2 has weight i. Consequently

there exists σ ∈ Xα such that νσ1 = νx2 , thus ν
σx−1

1 = ν2. Hence X acts transitively
on Ci and so C is X-completely transitive.

Conversely, suppose C is entry-faithful X-completely transitive, for some group
X . Since δ > 5, and so ρ > 2, C is (X, 2)-neighbour transitive. Thus, by Theo-
rem 1.1, either C is the even weight subcode E of the Hadamard code of length 12,
or C is the binary repetition code. By Lemma 4.2, E is not X-completely transitive
for any group X . Thus, q = 2 and C is equivalent to the binary repetition code, and
X is listed in Table 1. Note that in this case soc(X) = soc(X0). If soc(X) = Am

then X = Sm, X0 = Am and C is X-completely transitive by the above.
Suppose that soc(X) 6= Am. By Proposition 2.5, X0 (and so X also) is i-

homogeneous on M for all i 6 ⌊ δ−1
2 ⌋ = ⌊m−1

2 ⌋. By [13, Section 7.7 and Theorem
9.4B], we see that the groups in Table 1 are at most 4-homogeneous, and so m 6 10.
Comparing the possible values for m with those groups in Table 1 satisfying the
conditions of the last column, we arrive at Table 5. By [13, Section 7.7 and Theorem
9.4B], we see that AGL1(7), AGL2(3) and PΓL2(9) do not have ⌊ δ−1

2 ⌋-homogeneous
subgroups. Suppose X = PGL2(7) and m = 8. Then X must be transitive on the
set of weight 4 vertices, of which there are

(

8
4

)

= 70 such vertices. However, 5 does
not divide |X |.

Suppose X ∼= PGL2(5) and m = 6. Then X0
∼= PSL2(5). Since q = 2 we have

X0 = X ∩ L 6 L ∼= Sm. Let h = ((01), . . . , (01)) ∈ S6
2 . As every x ∈ X \ X0

must map the zero codeword to the all ones codeword, it follows that for some
σ ∈ PGL2(5) \ PSL2(5) ⊆ XM we have x = hσ. By [13, Section 7.7 and Theorem
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9.4B], PGL2(5) is 3-transitive, but PSL2(5) is not 3-homogeneous. In fact, by [14,
Sec. 2.4 and Lem. 9.1.1], PSL2(5) has two orbits on the set of weight 3 vertices,
and these are the characteristic vectors of complementary 2-(6, 3, 2) designs. Denote
these orbits as O1,O2, and note that for σ ∈ PGL2(5) \ PSL2(5) ⊆ Sym(M) we
have Oσ

1 = O2. Since the designs are complementary, we have Oh
1 = O2. Thus, for

x = hσ ∈ X \X0, where σ ∈ PGL2(5) \ PSL2(5), we have Ox
1 = Ohσ

1 = O1. Hence
X is not transitive on the set of weight 3 vertices. �
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