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OPTIMAL MINIMAL LINEAR CODES FROM POSETS

JONG YOON HYUN, HYUN KWANG KIM, YANSHENG WU, AND QIN YUE

Abstract. Recently, some infinite families of minimal and optimal binary linear

codes were constructed from simplicial complexes by Hyun et al. We extend this

construction method to arbitrary posets. Especially, anti-chains are corresponded

to simplicial complexes.

In this paper, we present two constructions of binary linear codes from hierar-

chical posets of two levels. In particular, we determine the weight distributions

of binary linear codes associated with hierarchical posets with two levels. Based

on these results, we also obtain some optimal and minimal binary linear codes not

satisfying the condition of Ashikhmin-Barg.

1. Introduction

Let F2 be the finite field with order two. For positive integers n, k and d, an [n, k, d]

binary linear code C is a k-dimensional subspace of Fn
2 with minimum (Hamming)

distance d. We sometimes denote by wmin instead of d. The support supp(v) of a

vector v ∈ F
n
2 is defined by the set of nonzero coordinate positions. The Hamming

weight wt(v) of v ∈ F
n
2 is defined by the size of supp(v).

We say that a linear code is distance-optimal if it has the highest minimum dis-

tance with prescribed length and dimension. An [n, k, d] linear code is called almost

distance-optimal if the code [n, k, d+1] is optimal, see [14, Chapter 2]. For an [n, k, d]

binary linear code, the Griesmer bound (see [11]) states that

n ≥
k−1
∑

i=0

⌈

d

2i

⌉

,

where ⌈x⌉ denotes the smallest integer greater than or equal to x. We say that a

linear code is a Griesmer code if it meets the Griesmer bound with equality. One can

verify that Griesmer codes are distance-optimal.

Let Ai be the number of codewords in a linear code C with Hamming weight i.

The weight enumerator of C is defined by 1+A1z +A2z
2 + · · ·+Anz

n. The sequence
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(1, A1, A2, . . . , An) is called the weight distribution of C. A code C is t-weight if the

number of nonzero Ai in the sequence (A1, A2, . . . , An) is equal to t. The study of

the weight distribution of a linear code is important in both theory and application

because the weight distribution of a linear code can be used to estimate the error

correcting capability and the error probability of error detection and correction with

respect to some algorithms.

Constructing minimal linear codes is an active research topic because they could be

decoded with the minimum distance decoding method [1], and have applications in

secret sharing and secure two-party computation [3, 4, 6, 9, 15, 16, 19, 20, 21, 22, 23].

Aschikhmin and Barg [1] presented a sufficient condition for a linear code to be

minimal. The first example of a minimal linear code violating Ashikhmin-Barg’s

condition was given by Cohen et al. in [6, Remark 1]. Chang et al. [5] presented one

infinite family of minimal binary linear codes violating Ashikhmin-Barg’s condition.

Ding, Heng and Zhou [8, 12] presented a necessary and sufficient condition for q-ary

linear codes to be minimal, and using this characterization they obtained some infinite

families of minimal binary and ternary linear codes not satisfying the condition of

Ashikhmin-Barg. For more general case, Bartoli and Bonini [2] found one infinite

families of minimal q-ary linear codes for which the Ashikhmin-Barg’s condition does

not hold, that is, they generalized the constructions of Ding, Heng, Zhou [12] to any

field Fq with odd order.

In this paper, we focus on constructions of distance-optimal binary (minimal) linear

codes by using posets. Since the order ideals of hierarchical posets are easy to handle,

i.e., they are just a disjoint union of subsets, we determine parameters of codes

generated by one or two order ideals in hierarchical posets with two levels. In Section

2, we introduce basic concepts on posets and some known results on minimal linear

codes. In Section 3, we present the closed form of the generating function associated

with an order ideal which allows us to compute efficiently the Hamming weights

of linear codes. In Section 4, we introduce hierarchical posets with two levels and

determine the form of order ideals. In Section 5, we determine the weight distributions

of binary linear codes associated with hierarchical posets with two levels. In Section

6, we derive some optimal and minimal binary linear codes based on the results of

Section 5. Finally we conclude this paper in Section 7.

For convenience of the reader, we list the following notations used in this paper:
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[n] the set {1, 2, . . . , n},

P = ([n],�) a partially ordered set on [n],

I an order ideal of P,

OP the set of all order ideals of P,

I(P) the set of order ideals of P that are contained in I,

I a set of order ideals of P, i.e., I ⊆ OP,

I(P) the set of order ideals of P that are contained some order ideals in I,

a− A the set {a− b : b ∈ A},

A\B the set {x : x ∈ A and x /∈ B},

|A| the number of elements of a set A,

Dc the complement of a subset D of [n].

2. Preliminaries

2.1. Posets.

We say that P = ([n],�) is a partially ordered set (abbreviated as a poset) if P

is a partial order relation on [n], that is, for all i, j, k ∈ [n] we have that: (i) i � i;

(ii) i � j and j � i imply i = j; (iii) i � j and j � k imply i � k.

Let P = ([n],�) be a poset. Two distinct elements i and j in [n] are called

comparable if either i � j or j � i, and incomparable otherwise. It is said that a

poset P is an anti-chain if every pair of distinct elements is incomparable.

A nonempty subset I of P is called an order ideal if j ∈ I and i � j imply i ∈ I.

For a subset E of P, the smallest order ideal of P containing E is denoted by 〈E〉.

For an order ideal I of P, we use I(P) to denote the set of order ideals of P which is

contained in I. Let I = {I1, . . . , Im} be a subset of OP. We define

I(P) = {J ∈ OP : J ⊆ I ∈ I} =
m
⋃

i=1

Ii(P). (2.1)

Then I(P) is an order ideal of OP with partial order ⊆.

Remark 2.1. We point out that if P is an anti-chain, then I(P) is a simplicial

complex. In [5] and [13], the authors produced infinite families of distance-optimal

(minimal) linear codes from simplicial complexes. In the last two sections, we will em-

ploy hierarchical posets (see Section 4) to derive infinite families of distance-optimal

(minimal) linear codes.

Example 2.2. Let P = ([4],�) be a poset with 1 ≺ 2, 3 ≺ 4 and the other pairs

(i, j) are incomparable. Let Ii be subsets of OP for i = 1, 2, 3.

(1) If I1 = 〈{2}〉 = {{1, 2}}, then I1(P) = {∅, {1}, {1, 2}}.
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(2) If I2 = {{1, 2}, {3, 4}}, then I2(P) = {∅, {1}, {1, 2}, {3}, {3, 4}}.

(3) If I3 = {{1, 2}, {1, 3, 4}}, then I3(P) = {∅, {1}, {1, 2}, {3}, {3, 4}, {1, 3, 4}}.

2.2. Minimal linear codes.

For two vectors u, v ∈ F
n
2 , we say that u covers v if supp(v) ⊆ supp(u). A nonzero

codeword u in a linear code C is said to be minimal if u covers the zero vector and

the u itself but no other codewords in the code C. A linear code C is said to be

minimal if every nonzero codeword in the code C is minimal.

The following lemma developed by Aschikhmin and Barg [1] is a useful criterion

for a linear code to be minimal.

Lemma 2.3. A linear code C over F2 with minimum distance wmin is minimal pro-

vided that wmin/wmax > 1/2, where wmax denotes the maximum nonzero Hamming

weight in the code C.

The following lemma is useful in finding a minimal linear code violating the con-

dition of Aschikhmin-Barg.

Lemma 2.4. [8, Theorem 3.2] Let C be a linear code over F2. Then the code C is

minimal if and only if wt(a + b) 6= wt(a) − wt(b) for each pair of distinct nonzero

codewords a and b in the code C.

3. Generating functions for order ideals of OP

There is a bijection between F
n
2 and 2[n] being the power set of [n], defined by v 7→

supp(v). Throughout this paper, we will identify a vector in F
n
2 with its

support.

Let X be a subset of Fn
2 . Define

HX(x1, x2 . . . , xn) =
∑

u∈X

n
∏

i=1

xui

i ∈ Z[x1, x2, . . . , xn],

where u = (u1, u2, . . . , un) ∈ F
n
2 and Z is the ring of integers. We observe that

(1) H∅(x1, x2 . . . , xn) = 0,

(2) HX(x1, x2 . . . , xn) +HXc(x1, x2 . . . , xn) = HF
n
2
(x1, x2 . . . , xn) =

∏

i∈[n](1 + xi).

We now present the closed form of the generating function associated with an order

ideal of OP. It allows us to compute efficiently the Hamming weights of linear codes

defined in Section 5.
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Theorem 3.1. Let P = ([n],�) be a poset and let I = {I1, . . . , Ik} be a subset of OP.

Then

HI(P)(x1, x2 . . . , xn) =
∑

∅6=S⊆I

(−1)|S|+1H⋂
I∈S I(P)(x1, x2 . . . , xn), (3.1)

In particular, we have that |I(P)| =
∑

∅6=S⊆I(−1)|S|+1|
⋂

I∈S I(P)|.

Proof. By the inclusion-exclusion principle,

t
⋃

j=1

Aj =
t

∑

k=1

(−1)k+1
∑

1≤i1<i2<···<ik≤t

Ai1 ∩ · · · ∩ Aik ,

where A1, . . . , At are subsets of [n]. Let 1X stand for the indicator function of a subset

X of [n], i.e., 1X(u) = 1 if and only if u ∈ X . Then

HI(P)(x1, x2 . . . , xn)

=
∑

u∈I(P)

n
∏

i=1

xui

i =
∑

u∈I(P)

1I(P)(u)

n
∏

i=1

xui

i

=
∑

u∈I(P)

1⋃m
i=1

Ii(P)(u)

n
∏

i=1

xui

i

=
∑

u∈I(P)

m
∑

k=1

(−1)k+1
∑

1≤i1<i2<···<ik≤m

1I1(P)
⋂
···

⋂
Ik(P)(u)

n
∏

i=1

xui

i

=

m
∑

k=1

(−1)k+1
∑

1≤i1<i2<···<ik≤m

∑

u∈I1(P)
⋂
···

⋂
Ik(P)

n
∏

i=1

xui

i

=
∑

∅6=S⊆I

(−1)|S|+1H⋂
I∈S I(P)(x1, x2 . . . , xn).

This completes the proof. �

Example 3.2. Let P1 = ([4],�) be a poset given by the Hasse diagram in Figure 1.

Let I = {I1, I2} be a subset of OP1
, where I1 = {1, 2}, I2 = {3, 4}. Then

(1) I1(P) = {∅, {2}, {1, 2}};

(2) I2(P) = {∅, {4}, {3, 4}};

(3) I(P) = I1(P) ∪ I2(P) = {∅, {2}, {1, 2}, {4}, {3, 4}};

(4) HI1(P)(x1, x2, x3, x4) = 1 + x2 + x1x2; HI2(P)(x1, x2, x3, x4) = 1 + x4 + x3x4;

HI(P)(x1, x2, x3, x4) = 1 + x2 + x1x2 + x4 + x3x4. Since I1(P)
⋂

I2(P) = {∅}, we can

confirm Eq. (3.1) in Theorem 3.1.
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1

2 4

3 4

1

2

3

Figure 1 P1 = ([4],�) Figure 2 P2 = ([4],�)

Example 3.3. Let P1 = ([4],�) be a poset given by the Hasse diagram in Figure 2.

Let I = {I1, I2}, where I1 = {1, 2, 3}, I2 = {1, 2, 4}. Then

(1) I1(P) = {∅, {2}, {1, 2}, {1, 2, 3}};

(2) I2(P) = {∅, {2}, {1, 2}, {1, 2, 4}};

(3) I(P) = {∅, {2}, {1, 2}, {1, 2, 3}, {1, 2, 4}};

(4)HI(P)(x1, x2, x3, x4) = 1+x2+x1x2+x1x2x3+x1x2x4; HI1(P)(x1, x2, x3, x4) = 1+

x2+x1x2+x1x2x3; HI2(P)(x1, x2, x3, x4) = 1+x2+x1x2+x1x2x4. Since I1(P)
⋂

I2(P) =

{∅, {2}, {1, 2}}, we can confirm Eq. (3.1) in Theorem 3.1.

4. Hierarchical posets with two levels

Let m and n be positive integers with m ≤ n. We say that H(m,n) = ([n],�) is

a hierarchical poset with two levels if [n] is the disjoint union of two incomparable

subsets U = {1, . . . , m} and V = {m + 1, . . . , n}, and i ≺ j whenever i ∈ U and

j ∈ V . Its Hasse diagram is given in Figure 3. By convention, H(m,m) is considered

as an anti-chain.

m+ 1 m+ 2 n− 1 n

1 2 m− 1 m

Figure 3 H(m,n)

Lemma 4.1. Every order ideal of H(m,n) can be expressed by A ∪ B for A ⊆ [m],

B ⊆ [n] \ [m], and one of the following holds: (i) B = ∅; (ii) B 6= ∅ and A = [m].
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Proof. The proof is straightforward. �

Lemma 4.2. Let I = A ∪ B for A ⊆ [m], B ⊆ [n] \ [m] be an order ideal of

P = H(m,n).

(1) If B = ∅, then

HI(P)(x1, x2 . . . , xn) =
∑

u∈I(P)

n
∏

i=1

xui

i =
∏

i∈A

(1 + xi).

In particular, we have that |I(P)| = 2|A|.

(2) If B 6= ∅, then

HI(P)(x1, x2 . . . , xn) =
∏

i∈[m]

(1 + xi) +
∏

i∈[m]

xi(
∏

j∈B

(1 + xj)− 1).

In particular, we have that |I(P)| = 2m + 2|B| − 1.

Proof. The proof is straightforward. �

Example 4.3. Let us consider the hierarchical poset P = H(2, 4) with two levels.

(1) If I = {1, 2}, then HI(P)(x1, x2 . . . , x4) = 1+ x1 + x2 + x1x2 = (1+ x1)(1 + x2).

(2) If I = {1, 2, 3}, then HI(P)(x1, x2 . . . , x4) = 1 + x1 + x2 + x1x2 + x1x2x3 =

(1 + x1)(1 + x2) + x1x2x3.

(3) If I = {1, 2, 3, 4}, then HI(P)(x1, x2 . . . , x4) = 1 + x1 + x2 + x1x2 + x1x2x3 +

x1x2x4 + x1x2x3x4 = (1 + x1)(1 + x2) + x1x2[(1 + x3)(1 + x4)− 1].

5. Weight distributions of binary linear codes

In this section, we determine the weight distributions of two types of linear codes

defined in (5.1) and (5.5) below which are involved with hierarchical posets of two

levels.

5.1. Linear codes from hierarchical posets with two levels.

Let P be a poset on [n] and D = (I(P))c considered as the complement of I(P) in

2[n], where I = {I1, . . . , Ik} ⊆ OP. Recall that there is a bijection between F
n
2 and

2[n] being the power set of [n], defined by v 7→ supp(v). If we identify a vector in F
n
2

with its support, then here D can be viewed as a subset of Fn
2 . We define a linear

code as follows:

CD = {cD,u = (u · x)x∈D : u ∈ F
n
2}, (5.1)

where · denotes Euclidean inner product of two elements in F
n
2 . Then the length

of the code CD is |D| and its dimension is at most n. The Hamming weight of the
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codeword cD,u of the code CD becomes that

wt(cD,u) = |D| −
1

2

∑

y∈F2

∑

x∈D

(−1)(u·x)y

=
|D|

2
−

1

2

∑

x∈D

(−1)u·x

=
|D|

2
+

1

2

∑

x∈I(P)

(−1)u1x1(−1)u2x2 · · · (−1)unxn

=
|D|

2
+

1

2
HI(P)((−1)u1 , (−1)u2, . . . , (−1)un), (5.2)

where the second equation holds due to the fact that we just take y = 0 and y = 1.

By Lemmas 4.1 and 4.2, the order ideals and their generator functions are easy

to determined. This will bring us great convenience in computation of the weight

distribution of CD. In this subsection, we always assume that P is a hierarchical

poset H(m,n) with two levels, which was introduced in Section 4.

The weight distribution of the code CD generated by one or two order ideals will

be determined. To do so, for u = (u1, u2, . . . , un) ∈ F
n
2 , write u = (v, w), where

v = (u1, . . . , um) and w = (um+1, . . . , un). For X a subset of Fn
2 , we use χ(u|X) to

denote a Boolean function in n-variable, and χ(u|X) = 1 if and only if u
⋂

X = ∅.

Theorem 5.1. Let H(m,n) be a hierarchical poset with two levels and I = A∪B an

order ideal of H(m,n) for A ⊆ [m], B ⊆ [n] \ [m]. Set I = {I}.

(1) If B = ∅, then the length of the code CD is 2n − 2|A| and its weight distribution

is given in Table 1.

Table 1. Theorem 5.1 (1)

Weight Frequency

0 1

2n−1 2n−|A| − 1

2n−1 − 2|A|−1 2n − 2n−|A|

(2) If B 6= ∅, then the length of the code CD is 2n − 2m − 2|B| + 1 and its weight

distribution is given in Table 2.

Proof. Let P = H(m,n). Recall that for X a subset of Fn
2 , we use χ(u|X) to denote

a Boolean function in n-variable, and χ(u|X) = 1 if and only if u
⋂

X = ∅. We also

recall that for u = (u1, u2, . . . , un) ∈ F
n
2 , write u = (v, w), where v = (u1, . . . , um)

and w = (um+1, . . . , un).
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Table 2. Theorem 5.1 (2)

Weight Frequency

0 1

2n−1 2n−m−|B| − 1

2n−1 − 2|B|−1 2n−m − 2n−m−|B|

2n−1 + 1− 2m−1 − 2|B| 2n−1−|B|

2n−1 + 1− 2m−1 − 2|B|−1 2n−1 − 2n−1−|B|

2n−1 − 2m−1 2n−1−|B| − 2n−m−|B|

2n−1 − 2m−1 − 2|B|−1 2n−1−2n−1−|B|−2n−m+2n−m−|B|

(1) Let B = ∅. By Lemma 4.2, the length of the code CD is 2n − |I(P)| = 2n − 2|A|

and

HI(P)((−1)u1, (−1)u2 , . . . , (−1)un) =
∏

i∈A

(1 + (−1)ui)

=
∏

i∈A

(2− 2ui) = 2|A|
∏

i∈A

(1− ui) = 2|A|χ(v|A). (5.3)

The result follows then from Eq. (5.2).

(2) Let B 6= ∅. By Lemma 4.2, the length of the code CD is 2n − |I(P)| =

2n − 2m − 2|B| + 1 and

HI(P)((−1)u1, . . . , (−1)un) =

m
∏

i∈1

(1 + (−1)ui) + (−1)u1+···+um(
∏

j∈B

(1 + (−1)uj )− 1)

= 2mχ(v|[m]) + (−1)wt(v)(2|B|χ(w|B)− 1). (5.4)

We proceed with the proof by considering the following three cases.

(i) If v = 0, then χ(v|[m]) = 1 andHI(P)((−1)u1 , . . . , (−1)un) = 2m+2|B|χ(w|B)−1.

(ii) If v 6= 0 and wt(v) is odd, then χ(v|[m]) = 0 and HI(P)((−1)u1 , . . . , (−1)un) =

−2|B|χ(w|B) + 1.

(iii) If v 6= 0 and wt(v) is even, then χ(v|[m]) = 0 and HI(P)((−1)u1, . . . , (−1)un) =

2|B|χ(w|B)− 1.

The result follows then from Eq. (5.2). �

Remark 5.2. Let us discuss the parameters of the code CD in Theorem 5.1.

(1) The parameters of the code CD in Theorem 5.1 (1) are [2n−2|A|, n, 2n−1−2|A|−1]

and these are the same as that in [13] constructed from H(m,m).
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(2) The parameters of the code CD in Theorem 5.1 (2) are [2n−2m−2|B|+1, k], where

k = n− 1 or n. For instance, if (m, |B|) = (1, n− 1), then 2n−1+1− 2m−1− 2|B| = 0,

and its dimension is n− 1 in this case.

Let I1 = A1 ∪ B1 and I2 = A2 ∪ B2 be two distinct order ideals of H(m,n), where

Ai ⊆ [m], Bi ⊆ [n] \ [m], i = 1, 2. Here if B1 = ∅ and B2 6= ∅, then I1 ⊂ I2 and

D = (I2(P))
c = (I(P))c, where I = {I1, I2}. Note that in this case the code in Eq.

(5.1) has been explored in Theorem 5.1 (2). Hence it suffices to consider the following

theorem for the case of two distinct order ideals.

Theorem 5.3. Let H(m,n) be a hierarchical poset with two levels. Let I1 = A1 ∪B1

and I2 = A2 ∪ B2 be two distinct order ideals of H(m,n), where Ai ⊆ [m], Bi ⊆

[n] \ [m], i = 1, 2 and I1 6⊆ I2, I2 6⊆ I1. Set I = {I1, I2}.

(1) If B1 = B2 = ∅, then the length of CD is 2n − 2|A1| − 2|A2| − 2|A1∩A2| and its

weight distribution is given in Table 3.

Table 3. Theorem 5.3 (1)

Weight Frequency

0 1

2n−1 2n−|A1∪A2| − 1

2n−1 − 2|A2|−1 2n−|A1∪A2|(2|A1\A2| − 1)

2n−1 − 2|A1|−1 2n−|A1∪A2|(2|A2\A1| − 1)

2n−1 − 2|A1|−1 − 2|A2|−1 2n−|A1∪A2|(2|A1\A2| − 1)(2|A2\A1| − 1)

2n−1 − 2|A1|−1 − 2|A2|−1 + 2|A1∩A2|−1 2n−|A1∪A2|(2|A1∩A2| − 1)2|A1\A2|+|A2\A1|

(2) If B1 6= ∅ and B2 6= ∅, then the length of CD is 2n − 2|B1| − 2|B2| − 2|B1∩B2| and

its weight distribution is given in Table 4.

Proof. It suffices to determine the form of the order ideal I1 ∩ I2 by Theorem 3.1.

(1) Let B1 = B2 = ∅. Then I1 ∩ I2 ⊆ [m]. By Lemma 4.2, the length of CD is

2n − |I(P)| = 2n − 2|A1| − 2|A2| − 2|A1∩A2|. By Theorem 3.1, we have

HI(P)((−1)u1, . . . , (−1)un) = 2|A1|χ(v|A1) + 2|A2|χ(v|A2) − 2|A1∩A2|χ(v|A1 ∩ A2).

For two subsets A1, A2 of 2[n], we set

U1 = {u ∈ F
n
2 : u ∩ (A1 ∪A2) = ∅},

U2 = {u ∈ F
n
2 : u ∩ A1 = ∅, u ∩ (A2\A1) 6= ∅},

U3 = {u ∈ F
n
2 : u ∩ A2 = ∅, u ∩ (A1\A2) 6= ∅},
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Table 4. Theorem 5.3 (2)

Weight Frequency

0 1

2n−1 2n−m−|B1∪B2| − 1

2n−1 − 2|B1|−1 2n−m−|B1∪B2|(2|B1\B2| − 1)

2n−1 − 2|B2|−1 2n−m−|B1∪B2|(2|B2\B1| − 1)

2n−1 − 2|B1|−1 − 2|B2|−1 2n−m−|B1∪B2|(2|B1\B2| −

1)(2|B2\B1| − 1)

2n−1 − 2|B1|−1 − 2|B2|−1 + 2|B1∩B2|−1 2n−m−|B1∪B2|(2|B1∩B2| −

1)2|B1\B2|+|B2\B1|

2n−1 − 2m−1 + 1− 2|B1| − 2|B2| + 2|B1∩B2| 2n−1−|B1∪B2|

2n−1 − 2m−1 + 1− 2|B2| − 2|B1|−1 + 2|B1∩B2| 2n−1−|B1∪B2|(2|B1\B2| − 1)

2n−1 − 2m−1 + 1− 2|B1| − 2|B2|−1 + 2|B1∩B2| 2n−1−|B1∪B2|(2|B2\B1| − 1)

2n−1 − 2m−1 + 1− 2|B1|−1 − 2|B2|−1 + 2|B1∩B2| 2n−1−|B1∪B2|(2|B1\B2| −

1)(2|B2\B1| − 1)

2n−1 − 2m−1 +1− 2|B1|−1 − 2|B2|−1 +2|B1∩B2|−1 2n−1−|B1∪B2|(2|B1∩B2| −

1)2|B1\B2|+|B2\B1|

2n−1 − 2m−1 2n−1−|B1∪B2| − 2n−m−|B1∪B2|

2n−1 − 2m−1 − 2|B1|−1 (2n−1−|B1∪B2| −

2n−m−|B1∪B2|)(2|B1\B2| − 1)

2n−1 − 2m−1 − 2|B2|−1 (2n−1−|B1∪B2| −

2n−m−|B1∪B2|)(2|B2\B2| − 1)

2n−1 − 2m−1 − 2|B1|−1 − 2|B2|−1 2n−m−|B1∪B2|(2m−1 − 1)(2|B1\B2| −

1)(2|B2\B1| − 1)

2n−1 − 2m−1 − 2|B1|−1 − 2|B2|−1 + 2|B1∩B2|−1 2n−m−|B1∪B2|(2m−1 − 1)(2|B1∩B2| −

1)2|B1\B2|+|B2\B1|

U4 = {u ∈ F
n
2 : u ∩ (A1\A2) 6= ∅, u ∩ (A1 ∩A2) = ∅, u ∩ (A2\A1) 6= ∅},

U5 = {u ∈ F
n
2 : u ∩ (A1 ∩A2) 6= ∅}.

Then

HI(P)((−1)u1 , . . . , (−1)un) =



























2|A1| + 2|A2| − 2|A1∩A2| if u ∈ U1,

2|A1| − 2|A1∩A2| if u ∈ U2,

2|A2| − 2|A1∩A2| if u ∈ U3,

−2|A1∩A2| if u ∈ U4,

0 if u ∈ U5.

The result follows then from Lemma 4.2 and Eq. (5.2).

(2) Let B1 6= ∅ and B2 6= ∅. Then I1 ∩ I2 = [m] ∪ (B1 ∩ B2). By Lemma 4.2, the

length of CD is 2n − |I(P)| = 2n − 2|B1| − 2|B2| − 2|B1∩B2|. By Theorem 3.1, we have
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that HI(P)((−1)u1 , . . . , (−1)un) is equal to

2mχ(v|[m]) + (−1)wt(v)2|B1|χ(w|B1)− (−1)wt(v)

+ 2mχ(v|[m]) + (−1)wt(v)2|B2|χ(w|B2)− (−1)wt(v)

− 2mχ(v|[m])− (−1)wt(v)2|B1∩B2|χ(v|B1 ∩B2) + (−1)wt(v)

= 2mχ(v|[m]) + (−1)wt(v)2|B1|χ(w|B1) + (−1)wt(v)2|B2|χ(w|B2)

− (−1)wt(v)2|B1∩B2|χ(v|B1 ∩B2)− (−1)wt(v).

We proceed with the proof by considering the following three cases.

(i) If v = 0, then χ(v|[m]) = 1 and

HI(P)((−1)u1, . . . , (−1)un)

= 2m − 1 + 2|B1|χ(w|B1) + 2|B2|χ(w|B2)− 2|B1∩B2|χ(v|B1 ∩B2).

(ii) If v 6= 0 and wt(v) is odd, then χ(v|[m]) = 0 and

HI(P)((−1)u1, . . . , (−1)un)

= 1− 2|B1|χ(w|B1)− 2|B2|χ(w|B2) + 2|B1∩B2|χ(v|B1 ∩B2).

(iii) If v 6= 0 and wt(v) is even, then χ(v|[m]) = 0 and

HI(P)((−1)u1, . . . , (−1)un)

= −1 + 2|B1|χ(w|B1) + 2|B2|χ(w|B2)− 2|B1∩B2|χ(v|B1 ∩B2).

The result follows then from the case by case consideration as in (1), Lemma 4.2

and Eq. (5.2). �

Remark 5.4. Let us discuss the parameters of the code CD in Theorem 5.3.

(1) The parameters of the code CD in Theorem 5.3 (1) are [2n − 2|A1| − 2|A2| −

2|A1∩A2|, n, 2n−1− 2|A1|−1 − 2|A2|−1] and these are the same as that in [13] constructed

from H(m,m).

(2) The parameters of the code CD are [2n−2|B1|−2|B2|−2|B1∩B2|, n, 2n−1−2m−1+

1− 2|B1| − 2|B2| + 2|B1∩B2|].

5.2. Linear codes from Boolean functions.

By a Boolean function we mean a function from F
n
2 to F2. Let f be a Boolean

function from F
n
2 to F2 such that f(0) = 0 but f(u) = 1 for at least one u ∈ F

n
2 . We

introduce a linear code associated with f as follows:
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Cf = {cf(s, u) = (sf(x) + u · x)x∈Fn∗

2
: s ∈ F2, u ∈ F

n
2}. (5.5)

Then the code Cf has the length 2n − 1 and its dimension is at most n + 1. The

construction of linear codes from Boolean functions can be found in [5, 7, 8, 17, 18].

Let P be a poset on [n] and I = {I1, . . . , Ik} ⊆ OP. Let f be a Boolean function

from F
n
2 to F2 with support I(P)\{∅}, that is, f(u) = 1 for all u ∈ F

n
2 such that

supp(u) ∈ I(P)\{∅}. By [5, Lemma 3], the Walsh-Hadamard transform defined by

Sf (u) =
∑

v∈Fn
2

(−1)f(v)+u·v becomes

Sf(u) = 2nδ0,u + 2− 2HI(P)((−1)u1 , (−1)u2, . . . , (−1)un).

Then

wt(cf(s, u)) = 2n − 1−
1

2

∑

y∈F2

∑

x∈Fn∗

2

(−1)y(sf(x)+ux)

= 2n−1 −
1

2
Ssf(u) =

{

2n−1 − 2n−1δ0,u if s = 0,

2n−1(1− δ0,u)− 1 +HI(P)((−1)u1 , . . . , (−1)un) if s = 1.

It follows that

wt(cf(s, u)) = 2n−1(1− δ0,u) + δ1,s
(

HI(P)((−1)u1 , . . . , (−1)un)− 1
)

. (5.6)

In this subsection, we also assume that P is a hierarchical poset H(m,n) with two

levels. We determine the weight distribution of the code Cf defined in (5.5) only when

k = 1 and k = 2.

Theorem 5.5. Let H(m,n) be a hierarchical poset with two levels and I = A∪B an

order ideal of H(m,n) for A ⊆ [m], B ⊆ [n] \ [m]. Set I = {I}.

(1) If B = ∅, then the weight distribution of the code Cf is given in Table 5.

Table 5. Theorem 5.5 (1)

Weight Frequency

0 1

2n−1 2n − 1

2|A| − 1 1

2n−1 − 1 + 2|A| 2n−|A| − 1

2n−1 − 1 2n − 2n−|A|

(2) If B 6= ∅, then the weight distribution of the code Cf is given in Table 6.
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Table 6. Theorem 5.5 (2)

Weight Frequency

0 1

2n−1 2n − 1 + 2n−1 − 2n−1−|B|

2m + 2|B| − 2 1

2n−1 − 2 + 2m + 2|B| 2n−m−|B| − 1

2n−1 − 2 + 2m 2n−m − 2n−m−|B|

2n−1 − 2|B| 2n−1−|B|

2n−1 − 2 + 2|B| 2n−1−|B| − 2n−m−|B|

2n−1 − 2 2n−1−2n−1−|B|−2n−m+2n−m−|B|

Proof. To obtain the weight of the codeword cf (s, u), it suffices to compute the value

of HI(P)((−1)u1 , . . . , (−1)un) by Eq. (5.6), where u = (u1, . . . , un). The results follow

then from Eqs. (5.3) and (5.4). �

Remark 5.6. Let us discuss the parameters of the code Cf in Theorem 5.5.

(1) The parameters of the code Cf in Theorem 5.5 (1) are [2n − 1, k], where k = n

or n + 1. For instance, if |A| = 1, then 2|A| − 1 = 0, and its dimension is n in this

case. These codes are the same as that in [13] constructed from H(m,m).

(2) The parameters of the code Cf in Theorem 5.5 (2) are [2n − 1, k], where k = n

or n+1. For instance, if (m, |B|) = (1, n−1), then 2n−1−2|B| = 0, and its dimension

is n in this case.

Theorem 5.7. Let H(m,n) be a hierarchical poset with two levels. Let I1 = A1 ∪B2

and I2 = A2 ∪ B2 be two distinct order ideals of H(m,n), where Ai ⊆ [m], Bi ⊆

[n] \ [m], i = 1, 2 and I1 6⊆ I2, I2 6⊆ I1. Set I = {I1, I2}.

(1) If B1 = B2 = ∅, then the weight distribution of the code Cf is given in Table 7.

(2) If B1 6= ∅ and B2 6= ∅, then the weight distribution of the code Cf is given in

Table 8.

Proof. By Eq. (5.6), to obtain the weight of the codeword cf (s, u), it suffices to

compute the value of HI(P)((−1)u1 , . . . , (−1)un), where u = (u1, . . . , un). The results

follow then from the proof of Theorem 5.3. �

Remark 5.8. Let us discuss the parameters of the code Cf in Theorem 5.7.

(1) The parameters of the code Cf in Theorem 5.7 (1) are [2n − 1, n + 1, 2|A1| +

2|A2| − 2|A1∩A2| − 1] and these codes are the same as that in [13] constructed from

H(m,m).
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(2) The parameters of the code Cf in Theorem 5.7 (2) are [2n − 1, n+ 1, 2m − 2 +

2|B1| + 2|B2| − 2|B1∩B2|].

Table 7. Theorem 5.7 (1)

Weight Frequency

0 1

2n−1 2n − 1

2|A1| + 2|A2| − 2|A1∩A2| − 1 1

2n−1 + 2|A1| + 2|A2| −

2|A1∩A2| − 1

2n−|A1∪A2| − 1

2n−1 + 2|A1| − 2|A1∩A2| − 1 2n−|A1∪A2|(2|A1\A2| − 1)

2n−1 + 2|A2| − 2|A1∩A2| − 1 2n−|A1∪A2|(2|A2\A1| − 1)

2n−1 − 2|A1∩A2| − 1 2n−|A1∪A2|(2|A1\A2| − 1)(2|A2\A1| − 1)

2n−1 − 1 2n−|A1∪A2|(2|A1∩A2| − 1)2|A1\A2|+|A2\A1|

Table 8. Theorem 5.7 (2)

Weight Frequency

0 1

2m − 2 + 2|B1| + 2|B2| − 2|B1∩B2| 1

2n−1 + 2m − 2 + 2|B1| + 2|B2| −

2|B1∩B2|

2n−m−|B1∪B2| − 1

2n−1 + 2m − 2 + 2|B2| − 2|B1∩B2| 2n−m−|B1∪B2|(2|B1\B2| − 1)

2n−1 + 2m − 2 + 2|B1| − 2|B1∩B2| 2n−m−|B1∪B2|(2|B2\B1| − 1)

2n−1 + 2m − 2− 2|B1∩B2| 2n−m−|B1∪B2|(2|B1\B2| − 1)(2|B2\B1| − 1)

2n−1 + 2m − 2 2n−m−|B1∪B2|(2|B1∩B2| − 1)2|B1\B2|+|B2\B1|

2n−1 − 2|B1| − 2|B2| + 2|B1∩B2| 2n−1−|B1∪B2|

2n−1 − 2|B2| + 2|B1∩B2| 2n−1−|B1∪B2|(2|B2\B1| − 1)

2n−1 − 2|B1| + 2|B1∩B2| 2n−1−|B1∪B2|(2|B1\B2| − 1)

2n−1+2|B1∩B2|−2|B1|−1−2|B2|−1 2n−1−|B1∪B2|(2|B1\B2| − 1)(2|B2\B1| − 1)

2n−1 2n − 1 + 2n−1−|B1∪B2|(2|B1∩B2| − 1)2|B1\B2|+|B2\B1|

2n−1−2+2|B1|+2|B2|−2|B1∩B2| 2n−1−|B1∪B2| − 2n−m−|B1∪B2|

2n−1 − 2 + 2|B2| − 2|B1∩B2| (2n−1−|B1∪B2| − 2n−m−|B1∪B2|)(2|B1\B2| − 1)

2n−1 − 2 + 2|B1| − 2|B1∩B2| (2n−1−|B1∪B2| − 2n−m−|B1∪B2|)(2|B2\B2| − 1)

2n−1 − 2− 2|B1∩B2| 2n−m−|B1∪B2|(2m−1 − 1)(2|B1\B2| − 1)(2|B2\B1| − 1)

2n−1 − 2 2n−m−|B1∪B2|2|B1\B2|+|B2\B1|(2m−1−1)(2|B1∩B2|−1)
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6. optimal and minimal linear codes

In this section, we find some infinite families of optimal and minimal binary linear

codes based on the results in Section 5.

Theorem 6.1. Let CD be a linear code constructed from Theorem 5.1 (2).

(1) If |B| = 1 < m−1 ≤ n−2, then the code CD is a Griesmer code with parameters

[2n − 1− 2m, n, 2n−1 − 1− 2m−1].

(2) If m = 1 and |B| = n−1, then the code CD is a Griesmer code with parameters

[2n−1 − 1, n− 1, 2n−2].

(3) The code CD is minimal if and only if (m, |B|) /∈ {(1, n− 1), (1, n− 2), (2, n−

2), (n− 1, 1)}.

Proof. (1) By Theorem 5.1 (2), the minimum distance of the code CD is 2n−1−1−2m−1,

and so

n−1
∑

i=0

⌈

2n−1 − 1− 2m−1

2i

⌉

= (2n−1 − 1− 2m−1) + (2n−2 − 2m−2) + · · ·+ (2n−m − 1) + 2n−m−1 + · · ·+ 1

= (1 + 2 + · · ·+ 2n−1) + (1 + 2 + · · ·+ 2m−1)− 1

= (2n − 1)− (2m − 1)− 1 = 2n − 1− 2m,

which implies that the code CD is a Griesmer code.

(2) By Theorem 5.1 (2), the code CD has parameters [2n−1 − 1, n− 1, 2n−2]. Then

n−2
∑

i=0

⌈

2n−2

2i

⌉

= 2n−1 − 1,

which implies that the code CD is a Griesmer code.

(3) By Table 2, the code CD is a at most six-weight linear code with w1 = 2n−1, w2 =

2n−1−2|B|−1, w3 = 2n−1+1−2m−1−2|B|, w4 = 2n−1+1−2m−1−2|B|−1, w5 = 2n−1−2m−1

and w6 = 2n−1−2m−1−2|B|−1. The minimum weight d of the code CD is either w3 or w6

and its maximum weight is 2n−1. Suppose that d = w3 > 0 (⇔ (m, |B|) 6= (1, n−1)).

The sufficient condition of Lemma 2.2 to be minimal is that 2n−1 > 2m + 2|B|+1 − 2.

It follows that if (m, |B|) /∈ {(1, n − 2), (2, n − 2), (n − 1, 1)}, then the code CD is

minimal. On the other hand, by Lemma 2.3, the code CD is minimal if and only

if wi + wj 6= wk for any i, j, k ∈ {1, 2, . . . , 6}. The tedious computations show that

if (m, |B|) ∈ {(1, n − 1), (1, n − 2), (2, n − 2), (n − 1, 1)}, then the latter condition
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does not hold. In fact, if (m, |B|) = (1, n − 1), (1, n− 2), (2, n − 2), (n − 1, 1), then

2w4 = w1, 2w3 = w1, 2w3 = w5, 2w5 = w1, respectively.

This completes the proof. �

Theorem 6.2. Let CD be a linear code constructed from Theorem 5.3 (2). If |B1| =

|B2| = 1 and 1 < m ≤ n− 2, then the code CD is a distance-optimal linear code with

parameters [2n − 2m − 2, n, 2n−1 − 2m−1 − 2]. In this case, CD is minimal if n ≥ 4.

Proof. Note that in Theorem 5.3 (2), I1 6⊆ I2 and I2 6⊆ I1. Then B1 ∩ B2 = ∅ as

|B1| = |B2| = 1. In this case, the code CD is a at most six-weight linear code with

w1 = 2n−1, w2 = 2n−1 − 1, w3 = 2n−1 − 2, w4 = 2n−1 − 2m−1, w5 = 2n−1 − 2m−1 − 1

and w6 = 2n−1 − 2m−1 − 2. It follows that the code CD has parameters [2n − 2m −

2, n, 2n−1− 2m−1− 2]. By using the Griesmer bound, we can show that it is distance-

optimal. Due to m ≤ n− 2 and n ≥ 4, we get 2w6 = 2n − 2m − 4 ≥ 2n − 2n−2 − 4 =

2n−1 + 2n−2 − 4 > 2n−1 = w1. Then the code CD is minimal by Lemma 2.2. This

completes the proof. �

Theorem 6.3. Let Cf be a linear code constructed from Theorem 5.5 (2).

(1) If m = n − 1 and |B| = 1, then the code Cf is an almost optimal linear code

with parameters [2n − 1, n+ 1, 2n−1 − 2].

(2) If m + |B| = n ≥ 5 and max{m, |B|} ≤ n − 2, then the code Cf is minimal

violating the condition of Aschikhmin-Barg.

Proof. (1) The parameters of the code Cf follows from Table 6. We see from

n
∑

i=0

⌈

2n−1 − 1

2i

⌉

= 1 +
n−1
∑

i=0

⌈

2n−1 − 1

2i

⌉

= 1 + (2n − 1)− 1 = 2n − 1

that the code Cf is almost optimal.

(2) The weights of the code Cf are as follows:

w1 = 2n−1, w2 = 2m + 2|B| − 2, w3 = 2n−1 − 2|B|, w4 = 2n−1 − 2,

w5 = 2n−1 − 2 + 2m, w6 = 2n−1 − 2 + 2|B|

because the frequency corresponding to the weight 2n−1 − 2 + 2m + 2|B| equals the

zero by our assumption that m+ |B| = n. We see from Eq. (5.6) that for any u ∈ F
n
2 ,

wt(cf(0, u)) ∈ {0, w1} or wt(cf(1, u)) ∈ {w2, w3, w4, w5, w6}. (6.1)
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By Lemma 2.3, the code Cf is minimal if and only if for each pair of distinct nonzero

codewords cf(s, u) and cf(s
′, u′) in the code Cf , we should have

wt(cf(s+ s′, u+ u′)) = wt(cf(s, u) + cf(s
′, u′)) 6= wt(cf(s, u))− wt(cf(s

′, u′)). (6.2)

It follows from Eqs. (6.1) and (6.2) that to show the code Cf is minimal, it suffices

to verify that w1 + wi 6= wj for any i, j ∈ {2, 3, 4, 5, 6}.

By the conditions that m + |B| = n and max{m, |B|} ≤ n − 2, we have |B| ≥ 2.

Let wmax denote the maximum nonzero Hamming weights in the code Cf . Then

wmax = 2n−1 − 2 + 2max{m,|B|}, so that

2n−1 + w2 = 2n−1 + 2m + 2|B| − 2 > wmax,

2n−1 + w3 = 2n−1 + 2n−1 + 2|B| > wmax,

2n−1 + w4 = 2n − 2 > 2n − 2|B| > wmax,

2n−1 + w5 > 2n−1 + w4 and 2n−1 + w6 > 2n−1 + w4. This prove that the code Cf is

minimal. It remains to show that wmin/wmax < 1/2. We proceed with the proof by

considering the following three cases.

(i) If |B| ≤ m, then wmin = 2m+2|B|− 2 and wmax = 2n−1+2m− 2 because n ≥ 5,

and so wmax−2wmin = 2n−1+2m−2−(2m+1+2|B|+1−4) = 2n−1+2−2m−2|B|+1 > 0.

(ii) If m < |B| < n−2, then wmin = 2m+2|B|−2 and wmax = 2n−1+2|B|−2 because

n ≥ 5, and so wmax − 2wmin = 2n−1 + 2|B| − 2− (2m + 2|B| − 2) = 2n−1 − 2|B| > 0.

(iii) If |B| = n − 2 and m = 2, then wmin = 2n−1 − 2|B| = 2n−2 and wmax =

2n−1 + 2|B| − 2, and so wmax − 2wmin = 2n−1 + 2|B| − 2− 2n−1 = 2|B| − 2 > 0.

This completes the proof. �

Theorem 6.4. Let Cf be a linear code constructed from Theorem 5.7 (2). If B1∩B2 =

∅, |B1| + |B2| = n − m, and max{|B1|, |B2|} ≤ n − 2, then the code Cf is minimal

violating the condition of Aschikhmin-Barg with parameters [2n − 1, n + 1, 2m − 3 +

2|B1| + 2|B2|].

Proof. The weights of the code Cf are as follows:

w1 = 2n−1, w2 = 2m+2|B1|+2|B2|−3, w3 = 2n−1+2m−3−2|B1|, w4 = 2n−1+2m−3−2|B2|,

w5 = 2n−1 + 2m − 3, w6 = 2n−1 + 1− 2|B1|, w7 = 2n−1 + 1− 2|B2|, w8 = 2n−1 + 1,

w9 = 2n−1−3, w10 = 2n−1−3+2|B1|, w11 = 2n−1−3+2|B2|, w12 = 2n−1−3+2|B1|+2|B2|,

because the numbers 2n−m−|B1∪B2| − 1, and 2|B1∩B2| − 1 equals the zero which appear

in frequencies in Table 8 by our assumptions that B1∩B2 = ∅ and |B1|+|B2| = n−m.
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We see from Eq. (5.6) that for any u ∈ F
n
2 ,

wt(cf(0, u)) ∈ {0, w1} or wt(cf(1, u)) ∈ {w2, · · · , w12}. (6.3)

By Lemma 2.3, the code Cf is minimal if and only if for each pair of distinct nonzero

codewords cf(s, u) and cf(s
′, u′) in the code Cf , we should have

wt(cf(s+ s′, u+ u′)) = wt(cf(s, u) + cf(s
′, u′)) 6= wt(cf(s, u))− wt(cf(s

′, u′)). (6.4)

It follows from Eqs. (6.3) and (6.4) that to show the code Cf is minimal, it suffices

to verify that w1 + wi 6= wj for any i, j ∈ {2, · · · , 12}.

Let wmax denote the maximum nonzero Hamming weights in the code Cf . By the

conditions that B1 ∩ B2 = ∅, |B1| + |B2| = n −m, and max{|B1|, |B2|} ≤ n − 2, we

have wmax = 2n−1 + 2m − 3− 2min{|B1|,|B2|} or 2n−1 − 3 + 2|B1| + 2|B2|, so that

2n−1 + w2 = 2n−1 + 2m + 2|B1| + 2|B2| − 3 > wmax,

2n−1 + w6 = 2n−1 + 2n−1 − 2|B1| > wmax,

2n−1 + w7 = 2n−1 + 2n−1 − 2|B2| > wmax,

and for i ∈ {3, 4, 5, 8, . . . , 12}, there exists j ∈ {2, 6, 7} such that 2n−1+wi > 2n−1+wj.

This prove that the code Cf is minimal. It remains to show that wmin/wmax < 1/2.

We proceed with the proof by considering the following two cases. It is easy to

check that wmin = min{w1, . . . , w12} = w3 = 2m + 2|B1| + 2|B2| − 3.

(i) If m ≥ max{|B1|, |B2|} or max{|B1|, |B2|} > m ≥ min{|B1|, |B2|}, then wmax =

2n−1 + 2m − 3 + 2max{|B1|,|B2|}. Then

wmax − 2wmin

= 2n−1 + 2m − 3 + 2max{|B1|,|B2|} − (2m+1 + 2|B1|+1 + 2|B2|+1 − 6)

= 2n−1 + 3− (2m + 2|B1|+1 + 2|B2|+1 − 2max{|B1|,|B2|}) > 0.

(ii) If m < min{|B1|, |B2|} , then wmax = 2n−1 + 2max{|B1|,|B2|} + 2min{|B1|,|B2|} − 3.

Then

wmax − 2wmin

= 2n−1 + 2min{|B1|,|B2|} − 3 + 2max{|B1|,|B2|} − (2m+1 + 2|B1|+1 + 2|B2|+1 − 6)

> 2n−1 + 3− (2m + 2|B1|+1 + 2|B2|+1 − 2max{|B1|,|B2|}) > 0.

This completes the proof. �
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Example 6.5. Let H(2, 5) be a hierarchical poset with two levels. Let I = {1, 3, 4}.

Then the code defined in Eq. (5.1) has parameters [25, 5, 11] and its weight enumer-

ator is given by

1 + 4z11 + 6z12 + 12z13 + 8z14 + z16.

In fact, the optimal binary linear code has parameter [25, 5, 12], according to [10].

Example 6.6. Let H(2, 5) be a hierarchical poset with two levels. Let I = {1, 3, 4, 5}.

Then the code Cf defined in Eq. (5.5) has parameters [31, 6, 8] and its weight enu-

merator is given by

1 + 2z8 + z10 + 11z14 + 45z16 + 3z18 + z22.

By Theorem 6.3 (2) and

wmin

wmax
=

8

22
< 1/2,

the code Cf is minimal violating the condition of Aschikhmin-Barg.

7. Concluding remarks

The main contributions of this paper are following

• Constructions of binary linear codes defined in Eqs. (5.1) and (5.5) associated

with posets.

• Determinations of weight distributions of binary linear codes associated with

hierarchical posets of two levels (Theorems 5.1, 5.3, 5.5, and 5.7).

• Some infinite families of minimal and optimal binary linear codes violating

Aschikhmin-Barg’s condition (Theorems 6.1, 6.2, 6.3, and 6.4).

By huge computation, more optimal binary linear codes can be found from Theo-

rems 5.3, 5.5 and 5.7. As future works, it should be interesting to find optimal and

minimal binary linear codes by using other posets.

In this paper, we only considered linear codes generated by one or two order ideals

in hierarchical posets of two levels. It also should be interesting to investigate the

cases of more than two order ideals in hierarchical posets with two levels or many

levels.
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