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Abstract We present the explicit construction of a stable queue with several
servers and impatient customers, under stationary ergodic assumptions. Us-
ing a stochastic comparison of the (multivariate) workload sequence with two
monotonic stochastic recursions, we propose a sufficient condition of existence
of a unique stationary state of the system using Renovation theory. Whenever
this condition is relaxed we use extension techniques to prove the existence of
a stationary state in some cases.

Keywords Real-time queueing systems · Stochastic recursive sequences ·
Coupling · Ergodic theory.

1 Introduction

In the catalog of the various probabilistic techniques for studying the stabil-
ity of discrete-event random systems, the so-called stationary ergodic frame-
work has two main features : (i) it addresses general statistical assumptions
(stationarity and ergodicity, but not necessarily independence, of the random
sequences representing the input) and (ii) it allows an explicit construction of
the steady state. Specifically, we know since the pioneering works of Loynes
[17] and then Borovkov [6] that, when assuming that the input to the sys-
tem is time-stationary and ergodic, backwards schemes and strong backwards
coupling convergence, can lead, via the resolution on an adequate probability
space, of a pathwise fix point equation of the form (3) below, to an explicit
construction of the stationary state of the system under consideration. Its ex-
istence/uniqueness, which is in turn equivalent to the existence/uniqueness of
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a solution to (3), can be investigated by studying the algebraic properties of
the driving map of the stochastic recursion representing the model (denoted
by ϕ in (3)). The details of the construction can be found e.g. in [6], [10],
Chapters 1 and 2 of [4], or Chapter 2 of [11].

Beyond the derivation of the stability region itself, this explicit construction
can be used for various purposes: one can e.g. use pathwise representations to
compare systems in steady state, via a stochastic recursive representation of
the system, and the stochastic ordering of a given performance metric. The
reader is referred to Chapter 4 of [4], in which many such comparison results
for queuing systems (along service disciplines, distributional primitives, etc.)
can be found. Specific comparison results concerning single-server queueing
systems with impatient customers are also provided in [18] and [20]. Moreover,
it is well known since the seminal work of Propp and Wilson [26], that coupling
from the past algorithms, which mostly use backwards coupling convergence,
provide a powerful tool for simulating in many cases (monotonicity, stochastic
bounds of Markov chains) the steady state of the system.

Along these lines, this paper is devoted to the explicit construction of a
stationary queue with S servers (S ≥ 1) and impatient customers, by a scheme
à la Loynes. Models with impatience (or abandonment, reneging) have been
introduced in the queueing literature to represent a strong real-time constraint
on the system: the requests have a due date, before which their treatment
must be initiated, or completed. Specifically, we assume hereafter that any
incoming customer is either served if a server becomes available before her
deadline, or else eliminated forever once the deadline has elapsed. Observe
that a loss system of S systems (i.e. there is no waiting room, so the incoming
customers are either served provided that a server is immediately available, or
immediately lost otherwise) is a particular case of the present model, for an
identically null patience.

It is intuitively clear that a queueing system in which the sojourn times
of the customers are bounded by their patience, cannot explode in the long run.
However, under such general assumptions, due to the intrinsic non-monotonicity
of this non-conservative model, the existence, and uniqueness, of the stationary
state, do not follow from the above observation. The first contributions to the
stability study of queues with impatience can be found in [3] and [5], in which a
GI/GI/1/1+GI-FIFO queue (that is, all input sequences: inter-arrivals, service
times and patience times are IID and there is a single server) is investigated,
as well as a muti-server M/M/S/S+GI-FCFS queue. For the single-server case,
the independence assumption is relaxed in [19], which proposes a constructive
scheme of the stationary workload using renovation theory. Under more general
statistical assumptions on the input, [21] proposes an explicit extension scheme
allowing to construct the stationary workload at least on a enriched proba-
bility space, in line with the weak stability approach of [16,25,12]. For other
references on the stability study of non-monotonic queueing systems, let us
also mention [13,22] on loss systems with several servers, [20] on single-server
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queues with impatience and general service discipline, and [1,2] on perturbed
sub-critical single-server queues.

The present paper addresses the case of a G/G/S/S+G-FCFS queue: there
are S servers obeying the First Come, First Served (FCFS) rule to serve im-
patient customers, and the sequences of inter-arrival times, service times and
patience times of the customers are assumed stationary and ergodic, but not
necessarily independent. In that case, the workload vector measured at arrival
times is stochastic recursive, see Section 3.2 below. By constructing the suit-
able stochastic bounds of that recursion (respectively driven by the random
maps defined by (7) and (8) below), we provide explicit conditions for the
existence and uniqueness of a stationary workload vector, by applying under
specific conditions, the Renovation theory of Borovkov and Foss [6,8]. When-
ever no renovation of the stochastic upper-bound is granted, we use the tools
of weak stability, to solve the stability problem at least on an extension of the
original probability space.

By doing so, our work generalizes:

– The stability results of [3] and [5] to non-exponential, and non-necessarily
independent inter-arrival, service and patience times;

– The results of [19] and Section 5 of [21] to an arbitrary number of servers;
– The results of [16,12,13] and [22] (Theorem 2), to non-necessarily null

patience times.

2 Preliminary

2.1 Main notation

In what follows, R denotes the real line and R+, the subset of non-negative
numbers. Denote N (respectively N

∗, Z), the subset of non-negative (resp.
positive, relative) integers. For any p and q in N, Jp, qK denotes the family
{p, p+ 1, ..., q}. For any x, y ∈ R, denote x ∧ y = min(x, y), x ∨ y = max(x, y)
and x+ = x ∨ 0. Let S ∈ N

∗. We denote for all u, v ∈ R
S and λ ∈ R,

u = (u(1), u(2), ..., u(S)) ; λu = (λu(1), ..., λu(S)) ;

u+ v = (u(1) + v(1), ..., u(S) + v(S)) ; u+ = (u(1)+, u(2)+, ..., u(S)+);

ū, the fully ordered version of u, i.e. ū(1) ≤ ... ≤ ū(S);

0 = (0, ..., 0); ei = (0, ..., 1
︸︷︷︸

i

, ...0) for all i ∈ J1, SK.

Denote by (R+)S the subset of fully ordered vectors, furnished with the eu-

clidean norm. We equip (R+)S with the coordinate-wise ordering ”≺”, i.e.

u ≺ v if and only if u(i) ≤ v(i) for all i ∈ J1, SK. For two vectors u, v ∈ (R+)S ,
with some abuse of notation we denote

[u, v] =
{

w ∈ (R+)S ; u ≺ w ≺ v
}

. (1)



4 Pascal Moyal

2.2 Stochastic Recursive Sequences

The stability results presented below will be stated in ergodic theoretical terms,
by investigating the existence of a stationary version of a stochastic recursion
representing the system under consideration. Let us recall the basics of this
framework. For more details, the reader is referred to the monographs [10], [4]
(Sections 2.1 and 2.5), [23] (Chapter 7), or [11] (Sections 3.1 and 3.2).

Stationary ergodic quadruple — We say that Q = (Ω,F ,P, θ) is a stationary
ergodic quadruple if (Ω,F ,P) is a probability space and θ is a bijective opera-
tor on F (we denote by θ−1 its reciprocal operator), such that for any A ∈ F ,
P [A] = P

[
θ−1A

]
and any θ-invariant event B (i.e., such that B = θ−1B) is

either negligible or almost sure. Note that this is then also true for any θ-
contracting event B (i.e. such that P

[
B∆θ−1B

]
= 0, where ∆ denotes the

symmetrical difference). We denote for any n ∈ N
∗, by θn (respectively, θ−n),

the n-th iterate of θ (resp., of θ−1). Hereafter, for any random variable (r.v.,
for short) defined on Q, we denote by X [ω] the value of X at the sample
ω ∈ Ω.

Stochastic recursive sequences — In many concrete cases, the evolution of a
physical discrete-event random system defined on a reference probability space
(

Ω̃, F̃ , P̃
)

can be represented recursively by a random sequence
{

W̃n; n ∈ N

}

valued in some Polish space E (furnished with its Borel σ-algebra), and satis-
fying the recursion

W̃n+1 = f
(

W̃n, α̃n

)

, P̃-a.s.

for some F -valued random sequence {α̃n; n ∈ N} (where F is some auxiliary
space), and f a measurable map from E×F to E. Then, whenever {α̃n; n ∈ N}
is identically distributed and ergodic, one can construct a stationary ergodic
quadruple Q = (Ω,F ,P, θ), on the bi-infinite canonical space Ω := F Z of
{α̃n; n ∈ N}. In the queueing context, {α̃n; n ∈ N} typically represents the
input to the queue (in the present case: inter-arrival, service and patience
times). The quadruple Q is then often called Palm space of arrivals. Moreover,
there exists on Q a F -valued r.v. α, and a E-valued r.v. X such that the
recursion

{

W
[X]
0 = X ;

W
[X]
n+1 = f

(

W
[X]
n , α ◦ θn

)

, n ∈ N,
(2)

has the same distribution on Ω as that of W̃n on Ω̃, provided that W̃0 and X
have the same law. Let M(E) be the set of measurable mappings from E to
itself, and define the M(E)-valued r.v. ϕ by

ϕ :

{
E → E

x 7→ f(x, α),
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we say that the sequence
{

W
[X]
n ; n ∈ N

}

is the stochastic recursion initiated

by X and driven by ϕ. Moreover, it is easiy checked that, if the r.v. X satisfies
the equation

X ◦ θ = ϕ (X) , P− almost surely, (3)

then the sequence {X ◦ θn; n ∈ N} (which is stationary by definition) satisfies
the recursion (2).

In other words, we have W
[X]
n = X ◦ θn for all n, P-a.s., which, in view of

the above remark, entails that {X ◦ θn; n ∈ N} coincides in distribution with a

time-stationary version of the sequence
{

W̃n; n ∈ N

}

. To summarize, to each

solution X of (3) corresponds a unique stationary distribution for the sequence
{

W̃n; n ∈ N

}

on the original probability space Ω̃.

As a conclusion, investigating the existence, and possibly uniqueness of

a stationary distribution for
{

W̃n; n ∈ N

}

on the original space, amounts to

investigating the existence and uniqueness of a solution to the pathwise equa-
tion (3) on the Palm space. This is the framework we adopt in this paper. As
opposed, for instance, to the paradigm of Markov chains, this will allow, first,
to address the stability problem under more general assumptions (stationarity
but not necessarily independence of the input) and second, to use the very
properties of the map ϕ (monotonicity and/or pathwise orderings between
maps) to solve (3).

Weak resolution — The two main tools existing in the literature for solving
(3) are (i) Loynes’s construction, in the case where ϕ enjoys some monotonicity
property (see [17] and Chapter 2 of [4]) and (ii) Borovkov and Foss’s Theory
of Renovating events [6,8]. They will be the first two pillars of our analysis.
However, under the most general assumptions we will encounter cases in which
none of the above applies. In such cases, we will resort to the extension tech-
niques developed in [21] (which is closely related to the construction in [16,25,
12] for the loss system, and to the alternative extension technique of [1,21])
to solve (3), at least in a weaker sense which is formalized as follows,

Definition 1 Let Q = (Ω,F ,P, θ) be a stationary ergodic quadruple. We
say that there exists a weak solution to (3) whenever there exists a stationary
extension

(
Ω̄, F̄ , P̄, θ̄

)
of Q, such that

– P̄ is a θ̄-invariant probability on Ω̄ having Ω-marginal P,
– there exists a E ×M(E)-valued r.v.

(
Z̄, ϕ̄

)
, such that the Ω-marginal of

ϕ̄ is the distribution of ϕ, and such that

Z̄ ◦ θ̄ = ϕ̄
(
Z̄
)
, P̄− a.s..

This approach proves particularly useful in the case where it is possible to
”project” the solution (X̄, ϕ̄) in the original space, to construct a solution to
(3) on Q. This will be the case in Theorem 3 below.
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3 FCFS system with S servers and impatient customers

3.1 The model

Following the notation of Section 2.2, the input of the system is represented

on a reference probability space
(

Ω̃, F̃ , P̃
)

by the sequence {α̃n; n ∈ N} =
{(

τ̃n, σ̃n, D̃n

)

; n ∈ N

}

, where for any n, τ̃n, σ̃n and D̃n denote respectively

the inter-arrival time after the arrival of the n-th customer (denoted by Cn),
the service time and the patience time of Cn, all measured in a fixed time
unit. The customers enter a system with S equivalent servers working without
vacations. There is a single line, in which customer Cn is put if all servers are
busy upon arrival. Otherwise, Cn is attended by a free server, chosen arbitrarily
among all such servers. The servers obey the First Come, First Served (FCFS)
rule to chose a customer in line upon a service completion. For any n, Cn is
furthermore impatient: she agrees to wait in line only for the duration of her
patience D̃n. If she does not reach a server by that time, she leaves the system
forever. To the contrary, if she is able to start service before the end of her
patience, she will let her service proceed until completion no matter what, even
if her patience elapses during service. The sequences {τ̃n; n ∈ N}, {σ̃n; n ∈ N}

and
{

D̃n; n ∈ N

}

are all assumed identically distributed and ergodic. In other

words, according to Barrer’s notation the system we consider is G/G/S/S+G-
FCFS. We also assume that τ̃0, σ̃0 and D̃0 are integrable, and that P̃ (τ̃0 > 0) =
1, in other words the arrival process is simple.

As described in Section 2.2, we represent the system on the Palm space

of arrivals Q = (Ω,F ,P, θ) associated to
{(

τ̃n, σ̃n, D̃n

)

; n ∈ N

}

. Time 0 is

set at the arrival time of a customer denoted C0 (see again [4,10]), and C0

requests a service time of duration σ and has patience time D. The following
customer C1 enters the system at time τ . Then, for any n ∈ Z, σ◦θn and D◦θn

are respectively interpreted as the service and patience time of customer Cn,
and τ ◦θn represents the time epoch between the arrivals of customers Cn and
Cn+1. It follows from our very assumptions that the shift θ is P-stationary
and ergodic (so Q is a stationary ergodic quadruple), that σ, τ and D are
integrable, and that P [τ > 0] = 1.

3.2 Workload vector

As we now demonstrate, the FCFS discipline allows one to represent the system
by a simple S-dimensional stochastic recursion: first observe that for any n,
the identity of the server which will eventually attend Cn is in fact determined
upon her arrival (say, at time Tn), by the input up to Tn. We prove this
statement by induction on n. Suppose that just before Tn (i.e. just before the
arrival of Cn), we know the residual service times of all customers in service,
and the service times of all customers in line, ranked in increasing order. We
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denote by

ς̃0n =
(
ς̃0n(1), ..., ς̃

0
n(S)

)
∈ (R+)S ,

the ordered vector of residual service times. In other words, ς̃0n(i) represented
the i-th smallest residual service time of a customer in service, if any, or 0 if
there are not more than S − i busy servers at Tn. For the time being, we call
server i, i ∈ J1, SK, the server whose residual service time at Tn is given by
ς̃0n(i). Denote also by Qn the number of customer in line just before Tn (i.e.,
not including Cn), and if Qn > 0, by i1n ≤ i2n ≤ ... ≤ iQn

n , the indexes of the
customers in line at Tn, if any, ranked in the FCFS order. Then, according to
FCFS,

– if ς̃0n(1) ≤ D̃i1n
, then customer Ci1n

will be attended by the server of residual
service time ς̃0n(1). If not, she will necessarily be lost before service. Then,
denote by

ς̃1n = ς̃0n + σ̃i1n1l{ς̃0n(1)≤D̃
i1n

}e1,

the vector of ordered virtual workloads of the S servers, taking into account
the customers in service and the first customer in line;

– if ς̃1n(1) ≤ D̃i2n
, then customer Ci2n

will be attended by the server of virtual
workload ς̃1n(1). If not Ci2n

will be lost. Then, denote by

ς̃2n = ς̃1n + σ̃i2n1l{ς̃1n(1)≤D̃
i2n

}e1,

the vector of ordered virtual workloads, taking into account the customers
in service and the first two customer in line;

–
...

– On and on, we can construct inductively over J1, QnK, the vector W̃n := ς̃Qn
n

of ordered virtual workloads, taking into account the residual service times
and initial service times of the customers who wait in line just before Tn.
This vector is simply called workload vector at Tn. Observe that W̃n only
adds the workloads brought by the customers present in the system just
before Tn, and who will eventually be served, and not the ones who will be
discarded before service, which are not seen by this descriptor.

From the FCFS assumption, customer Cn is served (and brings the work-
load σ̃n to the corresponding server) if and only if W̃n(1) = ς̃Qn

n (1) ≤ D̃n.
Then, a time duration τ̃n elapses before the arrival of Cn+1. It is clear that
we can retrieve from ς̃0n and from the service times of customers Ci1n

, ..., C
i
Qn
n

,
the indexes of the customers entering service and the indexes of the servers
attending them between T̃n and T̃n+1 = T̃n + σ̃n, if any, and thus, the val-
ues of all residual service times and service times of customers in service just
before T̃n+1, and reiterate the same procedure. Then, denoting by W̃n+1 the
workload vector thereby obtained, we retrieve that

W̃n+1 =
[

W̃n + σ̃n1l{W̃n(1)≤D̃n}
e1 − τ̃n1

]+

, (4)
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which shows that the workload vector sequence
{

W̃n; n ∈ N

}

is stochastically

recursive.

To summarize, an exhaustive representation of the system just before T̃n
is given by the vector of random length

µ̃n :=
(

ς̃0n(1), ..., ς̃
0
n(S), σ̃i1n , ...., σ̃iQn

n
, D̃i1n

, ...., D̃
i
Qn
n

)

,

a descriptor that is used in [20] to obtain a recursive representation under
an arbitrary service discipline, for a single-server. However, in the particular
case of FCFS, W̃n provides a more simple S-dimensional recursion. Let us also
notice that the relation (4) generalizes Eq. (2.1) in [5] to several servers. It can
also be seen as an extension of Kiefer and Wolfowitz recursion [15] to the case
of impatient customers. In other words, in the particular case of FCFS the
model amounts to a system of S parallel servers, each having its own line, in
which the entering customers are always sent to the line of the server having
the least remaining workload, provided that the latter does not exceed its
patience.

In view of the construction of Section 2 and from (4), the existence (resp.,

uniqueness) of a stationary distribution for the sequence
{

W̃n; n ∈ N

}

amounts

to the existence (resp., uniqueness), on the quadruple Q, of a solution to the
equation

W ◦ θ = ϕ(W ), P− a.s., (5)

where the random map ϕ is defined by

ϕ :

{

(R+)S −→ (R+)S

u 7−→
[
u+ σ1l{u(1)≤D}e1 − τ1

]+
,

or in other words, for all u ∈ (R+)
S ,

{

ϕ(u)(i) =
[(
u(i) ∨

(
u(1) + σ1l{u(1)≤D}

))
∧ u(i+ 1)− τ

]+
, i ∈ J1, S − 1K;

ϕ(u)(S) =
[
u(S) ∨

(
u(1) + σ1l{u(1)≤D}

)
− τ
]+
.

(6)
This paper is devoted to the resolution of (5).



Coupling in the queue with impatience: case of several servers 9

4 Stability results

4.1 Preliminary

Let S ≥ 2. Define on Q the following random maps,

ϕ :







(R+)
S
−→ (R+)

S

u 7−→ v such that

v(j) =

[(

u(j) ∨ (σ +D)
)

∧u(j + 1)− τ

]+

, j ∈ J1, S − 1K;

v(S) =

[(

u(S) ∨ (σ +D)
)

−τ

]+

,

(7)

ϕ :







(R+)
S
−→ (R+)

S

u 7−→ v such that

v(j) =

[(

u(j) ∨ (σ ∧D)
)

∧u(j + 1)− τ

]+

, j ∈ J1, S − 1K;

v(S) =

[(

u(S) ∨ (σ ∧D)
)

−τ

]+

.

(8)
Let us now define the two following families of random variables,

Zℓ =

[

sup
k≥ℓ

(

(σ +D) ◦ θ−k −
k∑

i=1

τ ◦ θ−i

)]+

, ℓ ∈ J1, SK;

Zℓ =

[

sup
k≥ℓ

(

(σ ∧D) ◦ θ−k −

k∑

i=1

τ ◦ θ−i

)]+

, ℓ ∈ J1, SK.

Observe (see e.g. Exercise 2.6.1 in [4]) that under the ongoing assumptions the
Zi, and Zi, i ∈ J1, SK are all P-almost sure, from Birkhoff’s Theorem. Define
the S-dimensional random vectors

Z =
(
ZS , ZS−1, ..., Z1

)
; (9)

Z =
(
ZS , ZS−1, ..., Z1

)
. (10)

The following two results gather Corollary 1 and Lemma 4 of [22], when re-
placing σ by σ +D, and then σ by σ ∧D.

Proposition 1 The recursive equation

Y ◦ θ = ϕ
(
Y
)
, a.s. (11)

admits at least one (R+)
S
-valued solution. Furthermore, any such solution Y

is such that

Y ≺ Z a.s., (12)
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for Z defined by (9). The solution is unique if it holds that

P
[
Z1 = 0

]
> 0. (13)

Proposition 2 The recursive equation

Y ◦ θ = ϕ(Y ), a.s. (14)

admits at least one (R+)
S
-valued solution. Furthermore, any such solution Y

is such that

Y ≺ Z a.s.,

for Z defined by (10), and the solution is unique if it holds that

P [Z1 = 0] > 0. (15)

4.2 Main results

We have the following results,

Theorem 1 If it holds that

P

[

{
Y (1) = 0

} ⋂
(

S⋂

ℓ=2

{

Y (ℓ) ≤

ℓ−2∑

i=0

τ ◦ θi

})]

> 0 (16)

for some solution Y to (11), then there exists a unique solution W to (5), that
is such that

Y ≺W ≺ Y a.s., (17)

for any solutions Y of (14) and Y of (11). Consequently the loss probability
Pl of the system satisfies

P [Y (1) > D] ≤ Pl ≤ P
[
Y (1) > D

]
≤ P

[
ZS > D

]
,

for any such Y .

The following (stronger, but explicit) sufficient stability condition and
upper-bound follow,

Corollary 1 The conclusions of Theorem 1 are valid if it holds that

P
[
Z1 = 0

]
> 0. (18)

Moreover any solution W to (5) satisfies

W ≺ Z a.s. (19)

and thus
Pl ≤ P

[
ZS > D

]
.

Proof Plainly, in view of (12), as Z1 ≥ Z2 ≥ ... ≥ ZS a.s., (18) entails (16)
and (19) readily follows from (17).
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Weak stability — Whenever condition (16) is relaxed, weak stability of the
system holds under the following lattice assumptions,

Theorem 2 Suppose that both σ and ξ take value in a set of the form

Lα := {nα; n ∈ N} , (20)

then there exists a weak solution to (5).

Independent case — The stability conditions above can be made more ex-
plicit under the following specific independence assumptions on the input of
the system:

(Ha) : {ξn} and {σn +Dn} are IID and independent of one another;

(Hb) : {ξn}, {σn} and {Dn} are IID and independent of one another

(GI/GI/S/S+GI system).

Clearly, (Hb) entails (Ha). We have the following result,

Theorem 3 The conclusions of Theorem 1 are valid:

(i) for any system satisfying (Ha) and such that

P [σ +D ≤ τ ] > 0; (21)

(ii) for any system satisfying (Hb) and such that

P [σ < τ ] > 0. (22)

Theorems 1, 2 and 3 are proven in Section 5.

5 Proofs

Let us first observe the following result,

Lemma 1 Let ϕ, ϕ and ϕbe defined respectively by (6), (7) and (8). Then,

for any two elements u and v of (R+)
S and any i ∈ J1, SK,

(i)

[

∀j ∈ Ji, SK, u(j) ≤ v(j)

]

=⇒

[

∀j ∈ Ji, SK, ϕ(u)(j) ≺ ϕ(v)(j) a.s.

]

.

(ii)

[

∀j ∈ Ji, SK, u(j) ≤ v(j)

]

=⇒

[

∀j ∈ Ji, SK, ϕ(u)(j) ≺ ϕ(v)(j) a.s.

]

.

Proof (i) First notice that

u(1) + σ1l{u(1)≤D} = (u(1) + σ) 1l{u(1)≤D} + u(1)1l{u(1)>D}

≤ (σ +D) 1l{u(1)≤D} + u(1)1l{u(1)>D} ≤ u(1) ∨ (σ +D). (23)
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Fix i ∈ J1, SK, and suppose that u(j) ≤ v(j) for all j ∈ Ji, SK. From (6),we
have that

ϕ(u)(S) ≤
[

u(S) ∨ (u(1) ∨ (σ +D))− τ
]+

=
[

u(S) ∨ (σ +D)− τ
]+

≤
[

v(S) ∨ (σ +D)− τ
]+

= ϕ(v)(S) a.s.

and for j ∈ Ji, S − 1K,

ϕ(u)(j) ≤
[(

u(j) ∨ (u(1) ∨ (σ +D))
)

∧u(j + 1)− τ
]+

=
[

(u(j) ∨ (σ +D)) ∧ u(j + 1)− τ
]+

≤
[

(v(j) ∨ (σ +D)) ∧ v(j + 1)− τ
]+

= ϕ(v)(j) a.s..

(ii) We also have that

v(1) + σ1l{v(1)≤D} = (v(1) + σ) 1l{v(1)≤D} + v(1)1l{v(1)>D}

≥ (v(1) ∨ σ)1l{v(1)≤D} + (v(1) ∨D)1l{v(1)>D}

≥ v(1) ∨ (σ ∧D). (24)

Thus, if i ∈ J1, SK, is such that u(j) ≤ v(j) for all j ∈ Ji, SK, we obtain that

ϕ(v)(S) ≥
[

v(S) ∨ (v(1) ∨ (σ ∧D))− τ
]+

=
[

v(S) ∨ (σ ∧D)− τ
]+

≥
[

u(S) ∨ (σ ∧D)− τ
]+

= ϕ(u)(S) a.s.

and for j ∈ Ji, S − 1K, that

ϕ(v)(j) ≥
[(

v(j) ∨ (v(1) ∨ (σ ∧D))
)

∧ v(j + 1)− τ
]+

=
[

(v(j) ∨ (σ ∧D)) ∧ v(j + 1)− τ
]+

≥
[

(u(j) ∨ (σ ∧D)) ∧ u(j + 1)− τ
]+

= ϕ(u)(j) a.s.,

which concludes the proof.

Proof (Proof of Theorem 1) Throughout this proof, fix a solution Y to (11)

and a solution Y to (14). Define the family of (R+)S-valued random variables

K =
{
X : X ≺ Y a.s.

}



Coupling in the queue with impatience: case of several servers 13

and the event

G :=
{
Y (1) = 0

} ⋂
(

S⋂

ℓ=2

{

Y (ℓ) ≤

ℓ−2∑

i=0

τ ◦ θi

})

. (25)

Let X ∈ K . Denote by
{

W
[X]
n

}

, the workload sequence of the system, when

setting the initial value as W
[X]
0 = X a.s.. Then, assertion (i) of Lemma 1

applied to i = 1, implies by an immediate induction that

W [X]
n ≺ Y ◦ θn, n ∈ N, a.s..

Thus, for almost every sample on the event θ−nG we have that







W
[X]
n (1) = 0;

W
[X]
n (ℓ) ≤

ℓ−2∑

i=0

τ ◦ θn+i; ℓ ∈ J2, SK.

Therefore, on θ−nG,

– in the vector W
[X]
n+1, the coordinate corresponding to W

[X]
n (2) vanishes

and the one corresponding to W
[X]
n (1) becomes [σ ◦ θn − τ ◦ θn]

+
since

a customer is accepted by the corresponding server;

– in W
[X]
n+2, the coordinate corresponding to W

[X]
n (3) vanishes, the one cor-

responding to W
[X]
n (2) becomes

[
σ ◦ θn+1 − τ ◦ θn+1

]+
, and the one cor-

responding to W
[X]
n (1) equals

[
σ ◦ θn − τ ◦ θn − τ ◦ θn+1

]+
;

...

...
– the vector W

[X]
n+S−1 has at least 1 null coordinate, and its S − 1 last coor-

dinates all are functions of
{(
σ ◦ θn+i, σ ◦ θn+i

)
, i ∈ J0, S − 2K

}
.

Consequently, {θ−nG} is a stationary sequence of renovating events of length

S − 1 for any sequence
{

W
[X]
n

}

with X ∈ K (see [6]). So (25) entails the

existence of a solution to (5), applying Theorem 4 in [8] (or equivalently,
Theorem 1 p.260 in [6] or Corollary 2.5.1 in [4]). Hereafter, we denote by W
such a solution.

We now prove that

W ≺ Y a.s.. (26)

Let us assume hereafter that P [W ≺ 0] > 0 (which is necessarily the case if
P [σ < τ ] > 0), otherwise (26) is trivial. Then, first observe that

P [D] := P
[
W (S) < W (1) + σ1l{W (1)≤D}

]
> 0. (27)
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Indeed, if we had W (S) ≥ W (1) + σ1l{W (1)≤D} a.s., we would have from (6)
that a.s.

W (S) ◦ θ = [W (S)− τ ]+,

in other words W (S) = 0 a.s., an absurdity. Hence (27). Let us also observe
that

D ⊂ {W (1) ≤ D} (28)

since, for any sample in D∩{W (1) > D} we would have that W (S) < W (1)+
σ1l{W (1)≤D} =W (1), an absurdity.

Let us now define the events

Bi :=
{

W (j) ≤ Y (j) for all j ∈ Ji, SK
}

; i ∈ J1, SK.

From Assertion (i) of Lemma 1 we have for any i, for almost every sample in
Bi,

W (j) ◦ θ = ϕ(W )(j) ≤ ϕ(Y )(j) = Y (j) ◦ θ for all j ∈ Ji, SK,

in other words the events Bi, i ∈ J1, SK, all are θ-contracting. First, from (28),
on D we have that

W (S) ◦ θ = [W (1) + σ − τ ]+1l{W (1)≤D}

≤ [σ +D − τ ]+ ≤ [Y (S) ∨ (σ +D)− τ ]+ = Y (S) ◦ θ,

in other words D ⊂ θ−1BS. Thus with (27),

P [BS] = P
[
θ−1BS

]
≥ P [D] > 0,

hence the θ-contracting event BS is almost sure.
If S ≥ 2, suppose that Bi is almost sure for some i ∈ J2, SK. Then, from

(23), for almost all samples on D ∩ Bi we have that

W (i− 1) ◦ θ =
[
(W (1) + σ) 1l{W (1)≤D} ∧W (i)− τ

]+

≤ [(σ +D) ∧W (i)− τ ]
+

≤
[
(σ +D) ∧ Y (i)− τ

]+

≤
[(
Y (i− 1) ∨ (σ +D)

)
∧ Y (i)− τ

]+

= Y (i− 1) ◦ θ.

In other words, (D ∩ Bi) ⊂ θ−1Bi−1, which entails that

P [Bi−1] = P
[
θ−1Bi−1

]
≥ P [D ∩ Bi] > 0,

so Bi−1 is almost sure since it is θ-contracting. We conclude by induction on
i that the events Bi, i ∈ J2, SK are all almost sure, which concludes the proof
of (26).

Let us now show that
Y ≺W a.s.. (29)
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We proceed similarly as for (26). Likewise, the assertion (ii) of Lemma 1 shows
that the events

Ci :=
{

Y (j) ≤W (j) for any j ∈ Ji, SK
}

; i ∈ J1, SK

are all θ-contracting. Moreover, observe that the event

E := {Y (S) ≤ σ ∧D}

is not negligible, because if it were so, then we would have Y (S) ◦ θ > 0 a.s.
and in turn,

Y (S) ◦ θ − Y (S) = τ a.s.,

another contradiction to the Ergodic Lemma. But on E , we have that

Y (S) ◦ θ = [σ ∧D − τ ]
+
≤ [(σ ∧D) ∨W (S)− τ ]

+
=W (S) ◦ θ,

so E ⊂ θ−1CS . In turn, the θ-contracting event CS is not negligible by θ-
invariance, therefore it is almost sure. Is S ≥ 2, we conclude again by induction:
if we suppose that Ci is almost sure for some i ∈ J2, SK, then for almost all
samples on E ∩ Ci, in view of (24) we have that

W (i− 1) ◦ θ =
[(
W (i− 1) ∨

(
W (1) + σ1l{W (1)≤D}

))
∧W (i)− τ

]+

≥ [(W (i− 1) ∨ (σ ∧D)) ∧W (i)− τ ]+

≥ [(σ ∨D) ∧ Y (i)− τ ]
+

= [(Y (i − 1) ∨ (σ ∧D)) ∧ Y (i)− τ ]
+

= Y (i− 1) ◦ θ.

This shows that (E ∩ Ci) ⊂ θ−1Ci−1. We conclude that all events Ci, i ∈ J2, SK
are almost sure exactly as for the events Bi, i ∈ J2, SK. Hence (29).

Finally, (26) readily entails that {θ−nG} is a stationary sequence of reno-
vating events of length S − 1, for any sequence {W ◦ θn} , with W a solution
to (5). Remark 2.5.3 of [4] then shows the uniqueness of the solution of (5).
Also, it follows from (26) that

P [Y (1) ≤ D] ≤ Pl = P [W (1) ≤ D] ≤ P
[
Y (1) ≤ D

]
,

which completes the proof.

We now turn to the proof of Theorem 2,

Proof (Proof of Theorem 2) The extension Ω̄ can be constructed explicitly
using the technique developed in [21]. For simplicity, we reproduce the notation
therein.

Applying again assertion (i) of Lemma 1, we see that ϕ(u) ≺ ϕ(u) a.s. for
any u ∈ (R+)

S . Also, it is easily seen that the map ϕ is a.s. ≺-non-decreasing,
and the equation (11) admits a finite solution Y in view of Proposition 1.
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Consequently, the assumption (H1) of [21] is satisfied. So does condition (H3)
of [ibid.], as the locally finite set Lα is clearly almost surely stable by the
mapping ϕ.

Consequently, we are in the case (iii) of Theorem 3 of [21]: there exists
a weak solution to (5). (See the precise construction of the extension Q̄ =
(
Ω̄, F̄ , P̄, θ̄

)
of Q in [21].) In particular, denoting for all x ∈ N

S and all samples
ω,

Φn[ω](x) :=W [x]
n

(
θ−nω

)
= ϕ[θ−1ω] ◦ ϕ[θ−2ω] ◦ ... ◦ ϕ[θ−nω] (x) ,

and defining the random set

H =
⋂

n≥1

Φn
(
Lα ∩

[
0, Y ◦ θ−n

])
(30)

(recalling the notation (1)), the extension Ω̄ is defined by

Ω̄ =
{

(ω, x) ∈ Ω × (R+)S ;x ∈ H [ω]
}

,

and the shift θ on Ω̄, by

θ̄[ω, x] = (θω, ϕ[ω](x)) , (ω, x) ∈ Ω̄.

It is then easily seen that the couple (W̄ , ϕ̄) defined by

W̄ [ω, x] := x, ψ̄[ω, x] := ϕ[ω], (31)

readily satisfies W̄ ◦ θ̄ = ψ̄
(
W̄
)
, P̄− a.s.. Hence the result.

We conclude with the proof of Theorem 3,

Proof (Proof of Theorem 3) To prove assertion (i) of Theorem 3, it suffices
to observe that the proof of Corollary 2 in [20], which shows the equivalence
between (18) and (21) in the GI/GI/./.+GI case, also holds true in the more
general case where (Ha) holds. Corollary 1 allows to conclude.

We now turn to the proof of (ii). Consider a system satisfying (Hb). If (22)
holds true, then there exists x > 0 and 0 < ǫ < x such that P [σ ≤ x− ǫ] > 0
and P [τ > x] > 0. Observe that there exists n0 ∈ N such that

P
[
Z1 ◦ θ

−n0 < n0ǫ
]
= P [Z1 < n0ǫ] > 0.

Then, define the event

A =
{
Z1 ◦ θ

−n0 < n0ǫ
}
∩

(
n0⋂

i=1

{τ ◦ θ−i > x}

)

∩

(
n0⋂

i=1

{σ ◦ θ−i ≤ x− ǫ}

)

.

It follows from the independence assumption that the three events in the
intersection above are independent of one another, and therefore

P [A] > 0. (32)
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Denote for any ℓ ∈ J1, SK, by server ℓ the server whose workload at the arrival
time of customer −n0 corresponds to the coordinateW−n0

(ℓ). Also, denote for
all such ℓ, by Cℓ ⊂ {1, 2, ..., n0}, the (random) set gathering the opposites of
all indexes of the customers arrived between customer C−n and C−1 included,
and taken care of by server ℓ. Then, for any ℓ ∈ J1, SK, we are in the following
alternative,

(1) if server ℓ never idles before the arrival time of customer −1, then its
workload at time 0 equals

[

W−n0
(ℓ) +

∑

i∈Cℓ

σ ◦ θ−i −

n0∑

i=1

τ ◦ θ−i

]+

≤

[

W−n0
(ℓ) +

n0∑

i=1

(
σ ◦ θ−i − τ ◦ θ−i

)

]+

. (33)

(2) if for some kℓ ∈ J1, n0K (take the smallest one), server ℓ is idling upon the
arrival of C−kℓ

, then its workload at time 0 equals




∑

i∈Cℓ∩J1,kℓK

σ ◦ θ−i −

kℓ∑

i=1

τ ◦ θ−i





+

≤

[
kℓ∑

i=1

(
σ ◦ θ−i − τ ◦ θ−i

)

]+

. (34)

Let us now define the random set

H =
⋂

n≥1

Hn :=
⋂

n≥1

Φn
([
0, Y ◦ θ−n

])
. (35)

Let ω ∈ A and suppose that W−n0
[ω] = x ∈ [0, Y [θ−n0ω]]. Then, for any

j ∈ J1, SK, let ℓj be the index of the server whose workload at 0 is given by
W0(j). Then, either ℓj is in the alternative (1) above, in which case from (33)
together with (12),

(Φn0 [ω](x)) (j) =W0[ω](j) ≤

[

x(ℓj) +

n0∑

i=1

(
σ ◦ θ−i[ω]− τ ◦ θ−i[ω]

)

]+

≤

[

YS
[
θ−n0ω

]
+

n0∑

i=1

(
σ ◦ θ−i[ω]− τ ◦ θ−i[ω]

)

]+

≤ [n0ǫ− n0(x− ǫ − x)]+ = 0,

or ℓj is in alternative (2), in which case from (34),

(Φn0 [ω](x)) (j) ≤
[
kℓj (x− ǫ− x)

]+
= 0.

In all cases, we obtain Φn0 [ω](x) = 0. Since this is true for all x ∈
[0, Y [θ−n0ω]], we have Hn0 [ω] = {0}. We conclude that A ⊂ {Hn0 is finite },
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and thus with (32), that

P




⋃

n≥1

{Hn is finite }



 > 0.

Thus assumption (8) in [21] is satisfied, so we can apply Theorem 1 in [ibid.]:
there exists a weak solution to (5). Moreover, in view of the argument above
we have that CardH = 1 (where H is defined by (35)), so there exists a unique
solution on the original quadruple Q, in view of Theorem 2 of [21].
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4. F. Baccelli and P. Brémaud. Elements of Queueing Theory (2nd ed.). Springer, 2002.
5. F. Baccelli and G. Hébuterne. On queues with impatient customers. In Perfor-

mance’81, 159–179, 1981.
6. A. A. Borovkov. Asymptotic Methods in Queueing Theory. J. Wiley, New york, 1984.
7. A. A. Borovkov. Ergodicity and Stability of Stochastic Processes. J. Wiley and Sons,

1998.
8. A. A. Borovkov and S. Foss. Stochastic Recursive Sequences and their Generalizations.

Siberian Adv. in Math., 2(1), 16–81, 1992.
9. A. A. Borovkov and S. Foss. Two ergodicity criteria for stochastically recursive se-

quences. Acta Applic. Math., 34, 125–134, 1994.
10. A. Brandt, P. Franken and B. Lisek Stationary Stochastic Models. Akademie-

Verlag/Wiley, 1990.
11. L. Decreusefond and P. Moyal. Stochastic Modeling and Analysis of Telecom Networks.

ISTE Wiley, 2012.
12. D. Flipo. Steady State of Loss Systems (in French). Comptes rendus de l’Acadmie

des Sciences de Paris, Ser. I, 297(6), 1983.
13. D. Flipo. Charge Stationnaire d’une File d’attente Rejet. Application au Cas Indpen-

dant (in French). Annales scientifiques de l’Universit de Clermont-Ferrand 2, tome.
92, Probabilits et Applications 7, 47–74, 1988.

14. S. Foss and T. Konstantopoulos. Extended Renovation Theory and Limit Theorems
for Stochastic Ordered Graphs. Markov Processes Relat. Fields 9, 413–468, 2004.

15. J. Kiefer and J. Wolfowitz. On the theory of queues with many servers. Trans. Amer.

Math. Soc. 78, 1–18.
16. B. Lisek. A method for Solving a Class of Recursive Stochastic Equation. Zeitschrift

fr Wahrsch., 60, 151–162, 1982.
17. R.M. Loynes. The stability of queues with non-independent interarrivals and service

times. Proceedings of the Cambridge Philosophical Society, 58, 497–520, 1962.
18. P. Moyal. Comparison of service disciplines in real-time queues. Operations Research

Letters 36(4), 496-499, 2008
19. P. Moyal. The queue with impatience: construction of the stationary workload under

FIFO. Journ. Appl. Probab., 47(4), 498–512, 2010.
20. P. Moyal. On queues with impatience: stability, and the optimality of Earliest Deadline

First. Queueing Systems: Theory and Applications 75 (2-4), 211-242,



Coupling in the queue with impatience: case of several servers 19

21. P. Moyal. A generalized backwards scheme for solving non monotonic stochastic re-
cursions. Ann. Appl. Probab. 25(2): 582-599, 2015.

22. P. Moyal. On the stability of a class of non-monotonic systems of parallel queues.
Discrete Events Dynamic Systems 27(1), 85-107, 2017.

23. Ph. Robert. Stochastic networks and queues. Springer-Verlag, 2003.
24. A. Mueller and D. Stoyan. Comparison Methods for Stochastic Models and Risks. J.

Wiley and Sons, Chichester, 2002.
25. J. Neveu. Construction de files d’attente stationnaires (in French). Lecture Notes in

Control and Information Sciences, 60, Springer-Verlag, 31–41, 1983.
26. J.G. Propp and D.B. Wilson. Exact sampling with coupled Markov chains and ap-

plications to stastical mechanics. Random structures and Algorithms 9(1-2): 223–252,
1996.


	1 Introduction
	2 Preliminary
	3 FCFS system with S servers and impatient customers
	4 Stability results
	5 Proofs

