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Abstract
In light of the widespread use of algorithmic (intelligent) systems across numerous domains, there is an increasing awareness 
about the need to explain their underlying decision-making process and resulting outcomes. Since oftentimes these systems 
are being considered as black boxes, adding explanations to their outcomes may contribute to the perception of their transpar-
ency and, as a result, increase users’ trust and fairness perception towards the system, regardless of its actual fairness, which 
can be measured using various fairness tests and measurements. Different explanation styles may have a different impact on 
users’ perception of fairness towards the system and on their understanding of the outcome of the system. Hence, there is a 
need to understand how various explanation styles may impact non-expert users’ perceptions of fairness and understanding 
of the system’s outcome. In this study we aimed at fulfilling this need. We performed a between-subject user study in order 
to examine the effect of various explanation styles on users’ fairness perception and understanding of the outcome. In the 
experiment we examined four known styles of textual explanations (case-based, demographic-based, input influence-based 
and sensitivity-based) along with a new style (certification-based) that reflect the results of an auditing process of the system. 
The results suggest that providing some kind of explanation contributes to users’ understanding of the outcome and that some 
explanation styles are more beneficial than others. Moreover, while explanations provided by the system are important and 
can indeed enhance users’ perception of fairness, their perception mainly depends on the outcome of the system. The results 
may shed light on one of the main problems in explainability of algorithmic systems, which is choosing the best explanation 
to promote users’ fairness perception towards a particular system, with respect to the outcome of the system. The contribu-
tion of this study is reflected in the new and realistic case study that was examined, in the creation and evaluation of a new 
explanation style that can be used as the link between the actual (computational) fairness of the system and users’ fairness 
perception and in the need of analyzing and evaluating explanations while taking into account the outcome of the system.
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Introduction

Transparency of algorithmic systems [systems that apply 
artificial intelligence (AI) and/or machine learning (ML) 
in their reasoning process] is becoming fundamental, since 
trust-related problems and the fairness of such systems are 
becoming a pressing issue (Arrieta et al., 2020; Došilović 
et al., 2018; Rai, 2020; Wang & Benbasat, 2007). Algo-
rithmic transparency refers to the ability of users to under-
stand the decision-making process and outcome of a system 
(Lipton, 2016). The ability of a system to explain its’ rea-
soning and results (“explainability”) may make it appear 
more transparent and interpretable to its users (Abdollahi 
& Nasraoui, 2018). Explanations may be required in order 
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to allow observers to understand the reasons for a decision 
made by an algorithmic system. Furthermore, explanations 
may also be requested by regulators due to the user’s legal 
‘right to explanation’ (e.g., users can demand explanations 
of decisions that were made for them by an algorithmic 
system) (Goodman & Flaxman, 2017; Zhang et al., 2019). 
Explanation, in turn, may increase users’ trust in the system 
and, therefore, encourage them to consider it as a fair system 
(Arrieta et al., 2020; Lipton, 2016). Hence, explainability 
and transparency of a system may promote trustworthiness 
and increase the fairness perception of the users regardless 
to the actual (computational) fairness of the system (Ribeiro 
et al., 2016; Singh et al., 2018; Theodorou et al., 2017; 
Wortham et al., 2016).

While computational definitions of fairness and trans-
parency are quite popular research topics these days, there 
is an understanding regarding the need to look at algorith-
mic systems in a wider perspective that refers also to their 
social implications (e.g., conforming to social norms, moral 
judgments, users’ perceptions) (Barocas et al., 2018; Green, 
2018; Ribeiro et al., 2016). This research is conducted in 
order to understand the impact of the explanations that are 
provided by an algorithmic system on non-experts’ under-
standing and fairness perception of it. Our goal was to inves-
tigate whether and how explanations affect the users’ fair-
ness perception with respect to the outcome of the system. 
We aimed to do this by examining the differences between 
various textual explanations in terms of users’ fairness eval-
uation of a system, and their understanding of the systems’ 
outcome. In order to do so we conducted a between-subject 
experiment using a recruitment decision support system 
(DSS) as a case study. The results of the experiment, with 
respect to the outcome of the system, revealed differences 
between the explanation styles and may help in selecting the 
most appropriate explanation for such systems.

Explainability of algorithmic systems

This section provides some background and related work 
about explainability of algorithmic system. We start with 
definitions, so to have a common understanding of the mean-
ing of the terms used and provide an overview of the main 
types of explanation techniques. Then we focus on the con-
tent and structure of black-box explanations (that are the 
focus of the study), we continue with black-box explanations 
styles and finally, review techniques used for explanations 
evaluation.

Definitions and background

In general, explainability refers to the ability to explain the 
decisions made by algorithmic systems to their users. The 

following distinct, yet interrelated, terminologies of explain-
ability are used in the AI and ML communities:

Understandability (intelligibility) The degree to which a 
human is able to understand a decision made by a model. 
For example, explaining how the model works in a com-
prehensible way to humans, without explaining its inter-
nal structure (Arrieta et al., 2020; Montavon et al., 2018).
Comprehensibility The ability of humans to understand 
the learned knowledge in the algorithm (Arrieta et al., 
2020; Craven, 1996; Fernandez et al., 2019; Gleicher, 
2016). This usually refers to model complexity evalua-
tion (Guidotti et al., 2018).
Interpretability The ability to provide explanations 
regarding system’s reasoning process and outcomes in 
terms that humans will understand (Abdollahi & Nas-
raoui, 2018; Arrieta et al., 2020; Lipton, 2016; Rai, 2020).
Explainability The ability to create explanations which 
will be used as an interface between humans and the deci-
sion makers. The explanations should be both accurate 
to the decision-making process and comprehensible to 
humans (Guidotti et al., 2018).
Transparency The degree to which the model is under-
standable by itself, mainly refers to the characteristics of 
the model (Abdollahi & Nasraoui, 2018; Arrieta et al., 
2020; Lipton, 2016).
Causability The degree to which an explanation achieves 
a specified level of causal understanding with effective-
ness, efficiency and satisfaction in a specified context of 
use (Holzinger et al., 2019).

The above terminology is double-sided and includes the 
models’ explanatory ability as well as the human’s ability 
to understand the explanation (Arrieta et al., 2020). So, a 
suitable explanation can be created when there is a dialog 
between AI/ML experts and human experts (Gunning & 
Aha, 2019; Rudin, 2019). Therefore, users’ perception 
should be taken into account when choosing the most appro-
priate explanation for a system (Gunning, 2017).

The purposes of explanations vary. One of the primary 
goals of explainability is to achieve transparency and as 
consequently establish the trustworthiness of the system 
(Abdollahi & Nasraoui, 2018; Arrieta et al., 2020; Felfernig 
& Gula, 2006; Kim et al., 2015; Ribeiro et al., 2016; Sinha 
& Swearingen, 2002). Both transparency and trustworthi-
ness can improve users’ perception of the system’s, and may 
affect their willingness to use it (Abdollahi & Nasraoui, 
2018; Griffin et al., 2017; Tintarev & Masthoff, 2011). Fig-
ure 1 presents the relations between explainability, transpar-
ency, trustworthiness and fairness perception (Fig. 1 was 
created as an extension to the diagram presented in (Abdol-
lahi & Nasraoui, 2018), that presents the relation between 
explainability, transparency and fairness).
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A certain explanation may achieve many, though not nec-
essarily all, goals. Moreover, for a given system, one style of 
explanation may be more efficient than another (Arya et al., 
2019; Tintarev & Masthoff, 2011) and different purposes 
may be more important for different stakeholders (Arrieta 
et al., 2020).

We refer to two types of explainability of AI/ML systems: 
White-box explainability, and Black-box explainability. 
White-box explainability provides explanations for interpret-
able algorithms that reveal their structure: the algorithm, the 
reasoning process and the outcome can be easily explained 
by the model itself (Guidotti et al., 2018; Loyola-Gonzalez, 
2019; Rudin, 2019; Tal et al., 2019). Black-box explainabil-
ity, which is the focus of our study, provides explanations 
for intractable algorithms (deep learning, for instance) which 
are mathematically complicated and very hard to explain 
(Loyola-Gonzalez, 2019). Black-box explanations belong to 
the following two main categories (Guidotti et al., 2018): (i) 
model explanation—explaining the reasoning process of a 
black-box algorithm; and (ii) outcome explanation—explain-
ing the relations between a particular input and its output, 
without explaining the reasoning process of the black-box 
model.

Black-box explanations refer to the ability to present a 
justified outcome to the user based on interpretable models 
that may be derived from the black-box model and, as a 
result, the decision may be more transparent to the user, 
and increase the fairness assessment of the system. Moreo-
ver, they are needed for verification of the system (experts’ 
validation), improvement of the system (understanding the 
system’s weaknesses and improving them), learning from 
the system (acquire new insights) and compliance with legis-
lation (assignment of responsibilities in cases that the system 
is wrong) (Samek et al., 2017). In a way, black-box explana-
tions fill an intention gap between system goals (accuracy) 
and users’ needs and interests (understanding the model) 
(Tal et al., 2019).

Recent studies of black-box explainability aim at embed-
ding explainability into the black-box model by integrating 
interpretability constraints into it or enrich the knowledge of 
the black box models with the knowledge of the transparent 
model (Adadi & Berrada, 2018; Arrieta et al., 2020; Gun-
ning, 2017; Loyola-Gonzalez, 2019; Rai, 2020).

Content and structure of black‑box explanations

The content of the explanations can be derived from the 
following four main groups (an explanation may contain 
information from more than one group) (Nunes & Jannach, 
2017): (i) user preferences and inputs—provide information 
about the inputs that were provided to the system (e.g., deci-
sive input values, users’ preferences match, feature impor-
tance analysis, suitability estimate); (ii) decision inference 
process—provide information about the decision process of 
a specific problem or information about the logic of the sys-
tem in general (e.g. Inference trace, inference and domain 
knowledge, decision method side-outcomes, self-reflective 
statistics); (iii) background and complementary informa-
tion—provide additional background information regard-
ing the system (e.g., knowledge about peers, knowledge 
about similar alternatives, relationship between knowledge 
objects, background data to the current problem instance, 
knowledge about the community); and (iv) alternatives and 
their features—provide analysis of the features of alternative 
outputs (e.g., decisive features, pros and cons, feature-based 
domination, irrelevant features). There are two perspectives 
regarding the scope of the explanation (Eiband et al., 2018a, 
2018b): (i) a normative point of view which suggests that 
systems may only be used if their explanations are adequate 
and hence motivate to provide detailed and comprehensive 
explanations, and (ii) a pragmatic point of view which moti-
vates less detailed explanations in order to enable a basic 
understanding of the system by integrating small explana-
tions into the interface of the system.

Eiband et al. (2018a, 2018b, March) suggested a five-
stage explanation model for integrating transparency into 
algorithmic systems. Their model deals with the content 
of the explanation (stages 1–3) and its presentation (stages 
4–5). The first stage (Expert Mental Model) is used for 
gaining common understanding about data collection and 
processing methods; the second (User Mental Model) deals 
with the users’ beliefs about the system logic and its trans-
parency in order to create a list of differences between the 
user and expert mental models; the third (Target Mental 
Model) deals with the trade-off between transparency (pro-
viding more information) and the visual or cognitive load 
which can be formed; the fourth (Iterative Prototyping) aims 
to create several prototypes for integrating the explanations 
into an existing UI; and the fifth stage (Design Evaluation) 
deals with evaluating of the different prototypes with respect 
to design changed that can improve users’ mental model.

Hence, human-in-the-loop psychological experiments 
are necessary and essential for evaluating the effectiveness 
of the explanations, since we need to consider users’ sat-
isfaction (users’ rating regarding the clarity and utility of 
the explanation), users’ mental model (their understanding 
regarding the reasoning process), users’ task performance 

Fig. 1   Explainability, transparency, trustworthiness and fairness per-
ception relations
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(whether the explanation improves users’ decisions) and 
users’ future use and trust assessment (Gunning, 2017).

Styles of black‑box explanation

Black-box explanations may be presented in various tech-
niques such as textual explanations (using natural language 
to explain the reasoning process and/or outcome) and/or 
visual explanations (using graphs and pictures to explain 
the reasoning process and/or outcome) (Arrieta et  al., 
2020; Lipton, 2016; Ribeiro et al., 2016). When referring 
to textual explanations, there are four styles of black-box 
explanations that can be used for enhancing the fairness 
perception of the users (Binns et al., 2018; Dodge et al., 
2019):

Case-based Explanation presents a case from the model’s 
training data which is most similar to the users.
Demographic-based Explanation presents aggregate 
demographic statistics, such as age, gender, income level 
or occupation, regarding the structure of the training data 
and/or the distribution of the outcome.
Input Influence-based Explanation presents the influence 
of various input features (Decisive input values) on the 
decision by quantitative measures.
Sensitivity-based Explanation presents sensitivity analy-
sis that shows how various changes in the input features 
values will modify the outcome.

According to (Dodge et al., 2019), sensitivity-based and 
case-based explanations are considered as local explana-
tions of the system (outcome explanations) which try to 
justify why a particular outcome was received for a specific 
case, while input influence-based and demographic-based 
explanations are considered as global explanations (model 
explanations) which describe the model of the system and 
how it works. They found that global explanations enhance 
the perceived fairness of users who intend to trust algorith-
mic systems, while local explanations are more effective in 
revealing fairness perception differences among different 
cases and that users’ prior trust level in such systems impact 
their reaction to the explanations.

Furthermore, Binns et al. (2018) suggested that users’ 
fairness perception may be enhanced only when multiple 
explanation styles (combining global and local explanations) 
are presented to the users and that the scenario effects (e.g., 
system’s domain, results, usage) outweigh the explanation 
effect in cases of one explanation style. Both (Binns et al., 
2018) and (Dodge et al., 2019) claimed that in most cases the 
case-based explanation is perceived as less fair then other 
explanation styles and that there is a need to continue and 
examine the effect of explanation on fairness perceptions.

Design and evaluation of explanation

Designing an effective explanation requires a lot of efforts. 
The following four possible guidelines may help in design-
ing or selecting the most suitable explanation for a system 
(Gedikli et al., 2014): (i) use domain specific content in 
order to increase the effectiveness of the explanation; (ii) 
use familiar explanation concepts in order to reduce users’ 
cognitive effort; (iii) increase transparency through expla-
nations in order to increase user satisfaction; and (iv) there 
is no need to adjust the explanation for efficiency.

After the explanation was designed, there is a need to 
evaluate its’ effectiveness. Jesus et al. (2021) proposed 
XAI test, an evaluation methodology for measuring the 
utility of the explanations. They examined the following 
three outlines using three professional fraud analysts: (i) 
only transaction data; (ii) transaction data and ML model 
Score; and (iii) transaction data, ML model Score and 
explanation (explanation were created from LIME, SHAP 
and TreeInterpreter). They evaluated the user’s percep-
tion of the explanation quality, with the following three 
statements:

1.	 The explanation covered all the relevant information to 
help me make a decision.

2.	 The explanation helped me decide faster.
3.	 The explanation was useful to help me make a decision.

They found that the relevance, usefulness, and diversity 
of the explanation are perceived differently by end users.

Another method for evaluating explanations was pre-
sented by Holzinger et al. (2020). They suggested System 
Causability Scale (SCS) which is based on System Usability 
Scale (SUS). They argued that this method, can help quickly 
determine to what extant an explanation is suitable for an 
intended purpose. They used the following ten statements 
for evaluating explanations in the medical domain:

	 1.	 Factors in data—I found that the data included all rel-
evant known causal factors with sufficient precision 
and granularity.

	 2.	 Understood—I understood the explanations within the 
context of my work.

	 3.	 Change detail level—I could change the level of detail 
on demand.

	 4.	 Need teacher/support—I did not need support to under-
stand the explanations.

	 5.	 Understanding causality—I found the explanations 
helped me to understand causality.

	 6.	 Use with knowledge—I was able to use the explana-
tions with my knowledge base.

	 7.	 No inconsistencies—I did not find inconsistencies 
between explanations.
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	 8.	 Learn to understand—I think that most people would 
learn to understand the explanations very quickly.

	 9.	 Needs references—I did not need more references in 
the explanations: e.g., medical guidelines, regulations.

	10.	 Efficient—I received the explanations in a timely and 
efficient manner.

Methodology

As described above, explanations may be used to increase 
transparency, trustworthiness, and the perception of fair-
ness of algorithmic systems (Abdollahi & Nasraoui, 2018; 
Felfernig & Gula, 2006; Griffin et al., 2017; Kim et al., 2015; 
Ribeiro et al., 2016; Sinha & Swearingen, 2002; Tintarev & 
Masthoff, 2011). Therefore, in this study we aimed to inves-
tigate whether and how explanations affect users’ fairness 
perception regarding an algorithmic system by evaluating 
various textual explanation styles using a between-subject 
user study. The experiment was conducted for examining the 
following question:

How do different explanations impact 
non‑expert users’ perceptions of fairness 
toward the system?

This question can be divided into the following two sub 
questions:

(Q1) How do the various styles of explanations affect 
users’ fairness evaluation of the system?
(Q2) How do the various styles of explanations affect 
users’ understanding of the system’s outcome?

We tested the following Null hypotheses, with respect to 
the research questions:

H1  The fairness evaluation of the users is similar among the 
various explanation styles

H2  The understanding of the outputs is similar among the 
various explanation styles.

We followed the methodology of (Binns et al., 2018; 
Dodge et al., 2019; Lundberg & Lee, 2017) and performed 
a between-subject user study, in order to examine the dif-
ferences between the various styles of textual explanations 
in terms of their effect on users’ fairness perceptions (cap-
tured by the users’ fairness evaluations of a system), and 
the explanations’ effect on users’ understanding of system’s 
outcome. We analyze the results with respect to the outcome 
of the system. The between-subject design was chosen in 

order to distinguish between the explanation styles and to 
avoid carryover effects. We used a realistic recruitment DSS 
that recommends whether to hire a candidate or not. The 
recruitment field was chosen because it is a familiar field 
and most people experienced a recruitment process during 
their lifetime.

We choose to examine the following four basic expla-
nation styles, as suggested by (Binns et al., 2018; Dodge 
et al., 2019) (presented in “Styles of black-box explanation” 
section): Case-based, Demographic-based, Input Influence-
based and Sensitivity-based. We also added a fifth expla-
nation style: Certification-based which presents the results 
of an invited auditing process of the system [A regulator 
or certification authority that decides whether to certify an 
algorithmic system as fair, based on the auditing results (Kil-
bertus et al., 2018)]. The purpose of this style of explana-
tion is to bridge the gap between the actual (computational) 
fairness that can be examined in the auditing process of the 
system and users’ fairness perception, since we do not want 
to mislead users to think that a system is fair while it is not. 
In addition, this explanation style may increase the fairness 
perception of users even without revealing any details about 
the system decision making process and without hampering 
the accuracy of the system.

Participants

The experiment was conducted using Amazon’s Mechani-
cal Turk crowdsourcing platform. Although it is difficult 
to control the background of the participants when using 
crowdsourcing platforms, crowdsourcing enables to collect 
real and anonymous inputs (Van Berkel et al., 2019).

We ran our study on August 20, 2020. All the participants 
were native English speakers, above 18 years old and had 
HIT approval rate of at least 98% and at least 5000 HITs 
completed. A total of 600 participants took part in the exper-
iment; 72 of them were excluded due to failing an atten-
tion check (a simple question in which the participants were 
asked to choose a specific answer), and 103 due to deviation 
from execution times ranging from 60 to 600 s (participants’ 
time for conducting the experiment was around 300 s, the 
bottom 5% of the participants with the shortest times and 
the top 5% of the participants with the longest times were 
excluded). No participant participated more than once. The 
demographic characteristics (gender and age) distribution 
of the remaining 425 participants is presented in Table 1.

Method

In the experiment, each participant received a case study 
with a description of a recruitment DSS, followed by the 
description of the candidate that the system had to determine 
whether to recommend for hiring. The participants were 
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informed that there are only a few open job positions and a 
lot of candidates. Then the participant was presented with 
the output of the DSS which included the recommendation 
for the candidate (positive recommendation—the candidate 
is recommended by the system, or negative recommenda-
tion—the candidate is not recommended by the system) 
and one of five studied explanations. We did not examine 
the option in which there is no explanation at all because 
we wanted to address only cases where some explanation is 
provided. Furthermore, comparing cases with an explana-
tion versus a case where there is no explanation at all may 
add additional noise since it is related to the effect of the 
existence of the explanation and not necessarily to the style 
of explanation itself.

We chose to use an average candidate (average gradu-
ate student, some relevant professional experience, good 
communication skills, good recommendation letters) 
description in our experiment since it is unlikely to pre-
sent an outcome of the system that contradicts what may 
be considered a logical outcome (e.g. successful candidate 
can be linked to an acceptance for a job and an unsuc-
cessful candidate can be linked to a rejection for a job). 
The characteristics of the candidate were slightly positive, 
hence we assumed that both system’s decisions, to accept 

or reject the candidate will be considered reasonable and 
allow us to focus better on the impact of the explanations.

The system’s description, selected candidate’s descrip-
tion and explanation styles that were used in the experi-
ment are presented in Appendix 1.

Explanation quality evaluation

The explanations that were used in the experiment were 
created in accordance with the explanations presented in 
(Binns et al., 2018; Dodge et al., 2019) and according to 
the guidelines in (Gedikli et al., 2014). Their quality was 
evaluated using the System Causability Scale (SCS) (Hol-
zinger et al., 2020). In this evaluation, participants were 
presented with the recruitment DSS system description, 
the candidate description and one explanation style and 
were requested to rank the SCS statement according to a 
5-point Likert scale (strongly agree to strongly disagree). 
The evaluation was conducted using Amazon Mechanical 
Turk as well. 205 participants took part in the evaluation, 
9 of them were excluded from the sample due to failing 
an attention check (one statement in which the participant 
were requested to choose a specific score). Than an aver-
age ranking score was calculated for each statement with 
respect to the explanation style.

The results of this evaluation and the distribution of the 
explanation across the participant are presented in Table 2. 
The results suggest that the quality of the explanations is 
above average (score of 0.68 or higher), except from the 
certification-based explanation which is slightly below 
average. This is reasonable since the certification-based 
explanation doesn’t reveal any information regarding the 
reasoning process of the system.

Table 1   Demographic distribution of the participants

Gender # Participants Age # Partici-
pants

Female 186 18–25 62
Male 238 25–35 156
Unknown 1 35–45 103

45 +  102
Unknown 2

Table 2   Quality evaluation 
results

System Causability Scale 
(SCS) statements

Case-based Certifica-
tion-based

Demo-
graphic-
based

Input influ-
ence-based

Sensitivity-based

# Participants 42 38 33 40 43
Factors in data 3.476 3.263 3.727 3.475 3.512
Understood 3.762 3.605 3.667 3.500 3.605
Change detail level 3.595 3.447 3.727 3.325 3.455
Need teacher/support 3.548 3.421 3.515 3.375 3.532
Understanding causality 3.667 3.184 3.606 3.650 3.721
Use with knowledge 3.786 3.474 3.515 3.625 3.644
No inconsistencies 3.476 3.079 3.394 3.250 3.605
Learn to understand 3.595 3.421 3.636 3.800 3.698
Needs references 3.476 3.079 3.424 3.325 3.512
Efficient 3.786 3.342 3.606 3.700 3.744
SCS Score 0.723 0.666 0.716 0.701 0.721
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Between subject experiment

Taking into account the above research questions and their 
respective hypotheses, we noted that differences between 
two scenarios—when the system provides a “negative” rec-
ommendation and when the system provides a “positive” 
recommendation. Hence, we distinguish between the two 
system’s outcomes:

(1)	 Negative recommendation The candidate is not recom-
mended by the system

(2)	 Positive recommendation The candidate is recom-
mended by the system.

The effectiveness of the explanation styles, with respect 
to the recommendation output, was examined in two aspects:

(1)	 The fairness evaluation of the users (in order to exam-
ine H1)

(2)	 The level of understanding of the outcome (in order to 
examine H2).

In order to examine the aspect of users’ fairness evalua-
tion, the users were requested to answer the following ques-
tion: “What is your view about the fairness of the system?” 
Answers were given on a 6-point Likert scale, ranging from 
“extremely fair”, represented as (3), to “extremely unfair”, 
represented as (− 3). We excluded the option of “neither 
fair or unfair” (represented as 0) from the scale. In order 
to examine the participants understanding level, they were 
requested to answer the following question: “To what extent 
the explanation helps you to understand the output of the 
system?” Answers were given on a 5-point Likert scale 
from “much better”, represented as (2), to “much worse”, 
represented as (− 2). The joint distribution of the recom-
mendations and the explanations among the participants in 
the filtered sample is presented in Table 3.

We used Non-Parametric Kruskal–Wallis H test (ana-
logue to one-way ANOVA), followed by post-hoc pairwise 
comparison with Bonferroni correction for multiple com-
parisons in order to examine the above Null hypotheses.

Results

We start by showing the results for the cases of negative rec-
ommendation (where the candidate was not recommended 
by the system). The descriptive statistics results, presented 
in Table 4, show that the sensitivity-based explanation was 
judged by the participants as the best in both fairness and 
understanding aspects, with respective average scores of 
− 0.027 and 0.865. The certification-based explanation 
scored lowest for fairness, with an average score of − 0.641. 
The case-based and certification-based explanations scored 
lowest for understanding, with an average score of 0.023 
and 0.025 respectively. Furthermore, the average scores for 
users’ fairness evaluation of the system was negative in all 
explanation styles and the understanding level of the output 
was positive in all explanation styles.

The results of the Kruskal–Wallis test, with post-hoc 
pairwise comparisons, in cases of negative recommendation, 
indicated the following (presented in the top part of Table 6):

•	 There is no significant difference in fairness evaluation 
among the different explanation styles [H (9.49) = 2.426, 
P value > 0.05], therefore we cannot reject H1.

•	 There is a significant difference in output’s understand-
ing among the different explanations [H (9.49) = 17.759, 
P-value < 0.05], therefore we reject H2.

The post-hoc pairwise comparisons with Bonferroni 
correction results shows that for understanding, there is a 
significant difference between certification-based explana-
tion and sensitivity-based explanation and between case-
based explanation and sensitivity-based explanation (Adj. 
P-value < 0.05).

We now turn to the analysis of the cases of positive rec-
ommendation. The descriptive statistics results, presented 
in Table 5, show that certification-based explanation scored 
highest in fairness, with average scores of 1.565, and 

Table 3   Recommendation and Explanation Distribution

Explanation style Negative recom-
mendation

Positive recom-
mendation

Total

Case-based 43 44 87
Demographic-based 41 45 86
Input influence-based 44 44 88
Sensitivity-based 37 42 79
Certification-based 39 46 85
Total 204 221 425

Table 4   Fairness and Understanding scores in cases of Negative Rec-
ommendation (the candidate was not recommended by the system)

The sign (±) represent the positive/ negative affect of the explanation. 
The higher the result, the more positive the effect. Best result for each 
aspect are bolded

Explanation style Fairness score AVG (STD) Understanding 
score AVG 
(STD)

Case-based − 0.465 (1.856) 0.023 (1.113)
Demographic-based − 0.268 (2.122) 0.463 (1.051)
Input influence-based − 0.409 (1.884) 0.227 (1.138)
Sensitivity-based − 0.027 (1.803) 0.865 (0.918)
Certification-based − 0.641 (1.940) 0.025 (1.000)
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sensitivity-based explanation scored highest in understand-
ing with an average score of 0.976. The demographic-based 
explanation scored lowest, with average scores of − 0.356 
and 0.133 for fairness and understanding. Furthermore, the 
understanding of the output was positive in all explanation 
styles while the fairness evaluation of the system was posi-
tive in all explanation styles, except for demographic-based 
explanation, in which the fairness evaluation was negative.

The results of the Kruskal–Wallis tests with post-hoc 
pairwise comparisons, in cases of positive recommenda-
tion, indicated the following (presented in the bottom part 
of Table 6):

•	 There is a significant difference in fairness evalu-
ation among the different explanation styles [H 
(9.49) = 29.214, P-value < 0.05], therefore we reject H1. 
The post-hoc pairwise comparisons with Bonferroni cor-
rection results show that there is a significant difference 
between demographic-based explanation and all the other 
explanation styles (Adj. P-value < 0.05).

•	 There is a significant difference in output’s understand-
ing among the different explanations [H (9.49) = 17.464, 
P-value < 0.05], therefore we reject H2. The post-hoc 
pairwise comparisons with Bonferroni correction 

results show that there is a significant difference between 
demographic-based explanation and all the other expla-
nation styles except of case-based explanation (Adj. 
P-value < 0.05).

According to the results, we can argue that in cases of 
negative recommendation (the candidate is not recom-
mended by the system) the system was considered as unfair 
no matter what was the explanation, and still the explana-
tions helped in understanding the output of the system. Fur-
thermore, it is interesting to note that our findings show that 
it doesn’t really matter which explanation to present since no 
significant differences were found in terms of fairness evalu-
ation, but the sensitivity-based explanation achieved higher 
scores than the case based-explanation and the certification-
based explanation in terms of understanding the output of 
the system.

On the other hand, in cases of positive recommendation 
(the candidate is recommended by the system) the results 
were different. The system was considered as fair, except 
when the demographic-based explanation was provided 
and all explanations helped in understanding the output of 
the system. Moreover, our findings show that any style of 
explanation is better (achieved significantly higher scores) 
than the demographic-based explanation in both fairness and 
understanding aspects. It is also interesting to note that even 
though their difference is not statistically significant, the 
certification-based explanation scored considerably higher 
in fairness and understanding.

Figure 2 presents the fairness and understanding scores 
of the various explanation styles for both cases of negative 
recommendation and positive recommendation.

Table 5   Fairness and Understanding scores in cases of Positive Rec-
ommendation (the candidate was recommended by the system)

The sign ( ±) represent the positive/ negative affect of the explana-
tion. The higher the result, the more positive the effect. Best result for 
each aspect are bolded

Explanation style Fairness score AVG (STD) Understanding 
score AVG 
(STD)

Case-based 1.159 (1.697) 0.795 (0.734)
Demographic-based − 0.356 (1.885) 0.133 (1.217)
Input influence-based 1.205 (1.636) 0.909 (0.802)
Sensitivity-based 1.167 (1.464) 0.976 (0.924)
Certification-based 1.565 (1.470) 0.804 (0.885)

Table 6   Significant differences 
according to Kruskal–Wallis 
H tests with post-hoc pairwise 
comparisons

Outcome Parameter Pairwise comparisons (Bonferroni 
correction)

Adj. Sig

Negative recommendation Understanding Certification—Sensitivity 0.004
Case—Sensitivity 0.004

Positive recommendation Fairness Demographic—Sensitivity 0.007
Demographic—Input 0.001
Demographic—Case 0.001
Demographic—Certification 0.000

Understanding Demographic—Sensitivity 0.001
Demographic—Input 0.013
Demographic—Certification 0.045
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Discussion

This study aimed to explore the effect of various explanation 
styles on users’ fairness perception regarding a system and 
their understanding of the outcome. Our main contributions 
lie in the examination of a realistic DSS case study, in the 
creation and evaluation of a new explanation style and, in the 
examination of the various explanation styles with respect 
to the outcome of the system. In this study, we devised a 
recruitment DSS. We have chosen to deal with recruitment 
decisions because most people have experienced recruitment 
processes during their lifetime. Moreover, alongside to four 
known explanation styles, we created and evaluated a new 
explanation style (certification-based explanation), aimed at 
increasing the fairness perception of users without reveal-
ing any details about the system decision-making process 
and without hampering the accuracy of the system. This 
new type of explanation requires an execution of an auditing 
process and can be used as the connecting thread between 
the actual (computational) fairness of the system and the 
perceived fairness of the system. The results of our experi-
ment suggest that although the explanation of the system is 
important, the perceived fairness is mainly affected by the 
outcome of the system.

Accordingly, we argue that: (i) when the system produces 
a “negative” output, it may be considered unfair, no matter 
what explanation is provided (H1 not rejected for “negative” 
output); (ii) when the system produces a “positive” output, it 
may be considered fair and every explanation style (except 
for demographic-based) works, with a slight advantage to 
our new certification-based explanation (H1 was rejected 
for “positive” output). Therefore, we assert that users’ fair-
ness perception regarding the system is affected mainly by 
the output of the system and that the explanation may not be 
relevant when the output is negative; lastly, (iii) the explana-
tions help in understanding the output of the system in both 

“negative” and “positive” outputs (H2 was rejected) and 
sensitivity-based explanations are probably the best expla-
nation style for increasing the understanding level.

The results confirm the claim made in (Binns et  al., 
2018) that suggested that the scenario effects (e.g. system’s 
results) outweigh the explanation effect in cases when one 
explanation style is presented. For example, it is possible 
that the output of the system (“positive” or “negative”) out-
weighed the effect of the explanation in cases where the 
users assumed that the candidate may fit the position and 
expected that the candidate will be recommended and when 
the candidate was not recommended, they felt that there is 
no correlation between the input (candidate description) 
and the output of the system. However, according to our 
results, selecting the appropriate explanation style to present 
is useful especially in cases of positive output. Furthermore, 
our results are partially contradicting the results of (Binns 
et al., 2018) and (Dodge et al., 2019) that claimed that in 
most cases the case-based explanation is perceived as less 
fair then other explanation styles, since we found that users’ 
fairness perception mainly depends on the outcome of the 
system and that case-based explanation was perceived as less 
fair then sensitivity-based explanation only in cases when 
the system provide “negative” outcome, while in cases when 
the system provide “positive” outcome the explanation style 
that is perceived as less fair then others is the demographic-
based explanation.

Another interesting issue is that the certification-based 
explanation scored highest average score in fairness aspect 
in cases of “positive” recommendation. The uniqueness of 
this style is that it satisfies the users’ need for an explana-
tion regarding the system on the one hand, and on the other 
hand, it is a generic style that does not provide an explana-
tion of the reasoning process or the outcome of the system. 
This of course may help companies that are not interested in 
disclosing the decision-making process of the system, but it 

Fig. 2   Fairness and Under-
standing scores. Fairness and 
understanding scores in cases 
of negative recommendation are 
presented in the left part of the 
graph. Fairness and understand-
ing scores in cases of positive 
recommendation are presented 
in the right part of the graph. 
The colors represent the differ-
ent explanation styles
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will require them to carry out an auditing process (e.g., like 
“VeriSign” certificate of online payments) in order to obtain 
the required fairness certification.

As any study, this study has limitations. The scenario 
could have an impact on the fairness perception of the users. 
First of all, the explanation styles were examined for a spe-
cific input (slightly positive candidate description), and it 
is possible that different results will be obtained if different 
candidate description will be presented (e.g., a really suc-
cessful candidate that may be rejected or a really unsuc-
cessful candidate that may be accepted). Such cases may 
change users’ expectation towards the output of the system 
and then the users’ may consider the system as fairer or not. 
Second, the experiment was performed in a specific domain 
(job recommendation) and other results may be obtained 
when the explanation styles will be examined for systems 
with different levels of impact on our life (e.g., medical DSS 
or legal DSS). Another limitation that needs to be considered 
is that the participants’ fairness and understanding assess-
ments are based on self-report and there aren’t any personal 
stakes on their behalf, so, it is possible that the results do 
not reflect their true assessments in case they will encounter 
such system in real-life. Additionally, it is difficult to control 
the background of the participants when using crowdsourc-
ing platforms. Hence, the results may contain noise due to 
the use of Amazon Mechanical Turk.

Conclusions and future work

In the current study, we conducted a human-in-the-loop 
experiment in order to examine the relationship between 
users’ fairness perception and various explanation styles. 
Three main conclusions may be drawn from this study: (i) 
explanations effect the fairness perception of a DSS, though 
it is mainly determined based on the output of the system 
(positive/negative); (ii) it is not important which explana-
tion will be presented when the user receives a “negative” 
output, however, this requires further investigation, given the 
limitation of the study; and (iii) explanations increase users’ 
level of understanding of the output. The results of this study 
highlight the need for performing human-in-the-loop experi-
ments for evaluating and improving the explainability, trans-
parency and fairness of algorithmic system.

Although selecting the most appropriate explanation for 
a system is a difficult task, the results of this study may help 
in assessing the best explanation that can be presented with 
respect to the outcome of the system. Of course, there is a 
need for further examination of this issues (e.g., examine 
users’ fairness perception when a combination of textual 
explanation styles is presented and examine visual expla-
nations). Additionally, we suggested and examined a new 
explanation style (certification-based explanation), which 

was found to be as effective as the other explanation styles 
in all the parameters that were examined in this study. It 
will be interesting to further examine the certification-based 
explanation, since, this explanation style may fulfill users’ 
need for explanation without revealing the reasoning process 
of the system. The certification-based explanation describes 
the actual fairness of the system in a general and understand-
able way and may be used only if the system was verified as 
a fair system. Hence, the use of this type of explanation will 
not mislead users into thinking that the system is fair when 
it is actually not.

Finding which explanation is better to explain the out-
come of an AI model is a challenging task, and further stud-
ies in this field will be beneficial. Noteworthy, additional 
research may shed further light on the topic. In future studies 
we aim to extend the current experiment and explore more 
inputs (candidate descriptions), more outputs (“strongly 
recommend” and “strongly not recommend”). Additional 
directions may be examining other explanation styles, both 
textual and visual, that are presented in real-life systems, 
as well as evaluating the effectiveness of the explanation 
styles with domain experts and comparing their fairness 
perception with non-experts’ fairness perception. It would 
also be interesting to observe the different results in fairness 
and understanding if each participant had access to all of 
the explanation styles provided, as well as to examine the 
relationship between explanation styles and users’ fairness 
perception on different domain specific DSS (e.g. legal or 
medical DSSs) and with various input–output correlations.

Appendix 1

System’s description

“CANRA.Inc” is an intelligent DSS that uses AI and ML 
techniques to predict the likelihood of a candidate suc-
ceeding in a new job. The system recommends to recruit-
ers and others in the HR system whether or not to recruit a 
candidate.

The system receives the candidate’s CV, rating of the uni-
versity, class rank at the university (student’s performance 
compared to other students in her/his graduating class), rel-
evant experience, personality test results, recommendation 
letters from former employers and a brief summary of an 
internal interview with the company’s interviewer.

The system then produces a recommendation score 
(Strongly not recommend/Not recommend/Neutral/Recom-
mend/Strongly recommend) for hiring the candidate as well 
as an explanation letter explaining the output of the system.
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Candidate’s description

The data of the following candidate was inserted to the 
system:

The candidate is an average graduate student (ranked 
48th out of 103 students in the class). The candidate 
worked and did voluntary service while studying. The 
candidate was appreciated by co-workers in both places.

The internal interviewer’s impression:

–	 The candidate has relevant experience for the position.
–	 My impression from the candidate’s recommendation 

letters from former employers is that the candidate ful-
fills the job responsibilities as required.

–	 My impression from the internal interview is that the 
candidate has good communication skills.

Interviewer’s recommendation: We may consider pro-
ceeding with this candidate.

Explanations descriptions

The following explanations were used in the experiment:

Case‑based explanation

A similar case (which received the same outcome) is the 
following candidate: “The candidate was an average per-
forming student with some relevant experience for the job, 
S/he was positively recommended by her/his co-workers 
and fulfills her/his job responsibilities as required. The 
candidate had a similar CV to yours and the personality 
test results were also similar.”

Certification‑based explanation

The system was tested and verified by authorized experts 
and regulators for fairness towards different population 
segments guarding against biases and discrimination. It 
was found to satisfy the required fairness constraints.

Demographic‑based explanation

The outputs are distributed in a normal distribution. Fur-
thermore, it is known that:

•	 17% of candidates who are ranked in the top 10% in 
their graduating class are positively recommended by 
the system.

•	 36% of candidates with 10 years of relevant experience 
are negatively recommended by the system.

•	 28% of candidates with good communication skills in 
the internal interview are negatively recommended by 
the system.

•	 41% of candidates who were appreciated by former 
employers are negatively recommended by the system.

Input influence‑based explanation

Our predictive model assessed the candidate’s information in 
order to predict his/her chances of progressing in the recruit-
ment process. The more + signs or—signs, the more posi-
tively or negatively that factor impacted the probability of 
being recommended. Unimportant factors are not indicated. 
The following features and their impact on the outcome for 
this particular candidate are:

•	 Rating of the university (++).
•	 Candidate’s ranking in the university (+).
•	 Candidate’s CV (+).
•	 Candidate’s personality test results (−).
•	 Candidate’s experience (+++).
•	 Candidate’s recommendation letters (−−).
•	 Internal interviewer’s recommendation (++).

Sensitivity‑based explanation

Our predictive model The following changes in the input 
features will change the outcome of the system:

•	 If this candidate were to be ranked in the top 10 percent 
of her/his graduating class—the likelihood of positive 
recommendation by the system would be increased by 
23%.

•	 If this candidate had another year of relevant experience 
to this job—the likelihood of positive recommendation 
by the system would be increased by 34%.

•	 If this candidate had better communication skills in the 
internal interview—the likelihood of positive recommen-
dation by the system would be increased by 15%.

•	 12% of candidates who were recommended by the inter-
nal interviewer are positively recommended by the sys-
tem.
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