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Abstract. Representing and reasoning with an agent’s preferences is
important in many applications of constraints formalisms. Such pref-
erences are often only partially ordered. One class of soft constraints
formalisms, semiring-based CSPs, allows a partially ordered set of pref-
erence degrees, but this set must form a distributive lattice; whilst this
is convenient computationally, it considerably restricts the representa-
tional power. This paper constructs a logic of soft constraints where it is
only assumed that the set of preference degrees is a partially ordered set,
with a maximum element 1 and a minimum element 0. When the par-
tially ordered set is a distributive lattice, this reduces to the idempotent
semiring-based CSP approach, and the lattice operations can be used
to define a sound and complete proof theory. A generalised possibilistic
logic, based on partially ordered values of possibility, is also constructed,
and shown to be formally very strongly related to the logic of soft con-
straints. It is shown how the machinery that exists for the distributive
lattice case can be used to perform sound and complete deduction, us-
ing a compact embedding of the partially ordered set in a distributive
lattice.

1 Introduction

Representing and reasoning with an agent’s preferences is important in many
applications of constraints formalisms, so that more appropriate solutions can be
generated. Preferences are often most naturally only partially ordered, reflecting
an agent being unable or unwilling to order certain choices, or wishing to delay
making such an ordering decision. This is reflected in many mathematical models
of preferences; for example, in CP-nets [10, 9], where the associated ordering on
complete assignments is almost never a total order (see, in particular, Proposition
4 of [23]). Most soft constraints formalisms assume a total order on the degrees
of preference. On the other hand, the semiring-based CSP framework [5] does
allow a partially ordered set of preference degrees, but this partially ordered set
must form a distributive lattice (when combination is idempotent); whilst this is
convenient computationally, it considerably restricts the representational power
(see Section 4), since a distributive lattice is a very special type of partial order.



In Section 2 a logic of soft constraints is constructed where it is only assumed
that the set of preference degrees is a partially ordered set, with a maximum
element 1 and a minimum element 0. A soft constraint assigns a preference degree
to a tuple, which is interpreted as an upper bound for the overall preference
degree of the tuple. Semantic consequence is defined in Section 2.2, where models
assign degrees of preferences to complete assignments. In this interpretation, the
variables are assumed to be controllable, so that the agent can choose their
values. A different interpretation of such models is given if the variables are
not controllable, but describe the possible states of an unknown situation. They
can then be considered as generalised possibility distributions, where possibility
values are only partially ordered, so the models describe partially ordered degrees
of ‘possibility’ of states of a system. In Section 2.3, a generalised possibilistic logic
is constructed, which can be embedded in the logic of soft constraints.

When the partially ordered set is a distributive lattice, consequence in this
logic of soft constraints is the same as consequence in an idempotent semiring-
based CSP approach, and the lattice operations can be used to define a sound
and complete proof theory, as shown in Section 3. Therefore computational tech-
niques for idempotent semiring-based CSPs can be used for consequence in the
logic of soft constraints for the distributive lattice case.

In Section 4 the general partially ordered case is considered. The idea behind
computation of consequence in the general case is to embed the partially ordered
set in a distributive lattice, and then use the embedded soft constraints to per-
form the deduction. Section 4.1 shows what properties allow this to work, and
Section 4.2 and Section 4.3 show how to construct such an embedding, which
is minimal in a certain sense for the case of a lattice. Section 4.4 discusses the
problems of answering queries and generating simple derived soft constraints.

The semantics for the soft constraints given in Section 2.2 is natural, but is
not the only choice. Section 5 describes an alternative semantics, and its semantic
consequence relation for partially satisfied constraints. The issue of finding good
and optimal complete assignments is briefly discussed in Section 6.

This paper includes and extends work in [22, 24].

2 A Logic Of Soft Constraints

In this section a logical formalism for reasoning with soft constraints is developed.
Section 2.1 defines a soft constraint to be a function which maps an assignment
(of a set of variables) to an element of a partially ordered set. A very simple
semantics is defined in Section 2.2, which leads to the consequence operator |=
which expresses which soft constraints are implied by a set of soft constraints.
The logical approach to soft constraints developed here contrasts with the al-
gebraic approach taken, for example, in the semiring-based CSP framework [5,
8], and in the valued CSP framework [19, 8]. In the AI literature, reasoning for-
malisms are very often defined as logics, and this has a number of advantages.
A benefit of our logical approach is that the notion of consequence follows from
the simple semantics, defined in Section 2.2; this demonstrates that the defini-



tion of consequence is not arbitrary. Taking the logical approach also makes the
comparison easier with other Al reasoning formalisms. In particular, we show
in Section 2.3 how the formalism can also be considered in terms of a partially
ordered possibilistic logic.

2.1 Partially Ordered Degrees of Preference

Let V be a finite set of variables, where each variable V; € V' has finite domain
D(V;). Unless otherwise stated, the variables in V' should all be thought of as
decision variables, that is, the value of a variable can be chosen; this is in contrast
to a situation (as discussed in Section 2.3) where the value of the variable reflects
the state of a system which we are observing but have no control over. For U C V,
define D(U) to be the set [[, iy D(V;) of possible assignments to variables U
(i.e., the set of functions on U which, for each V; € U, assign a value in D(V})
to variable V;). A complete tuple x is an element of D(V'). For W C U C V and
u € D(U) let u'" be the projection of u to variables W, given by: for V; € W,
utW (Vi) = u(Vi).

The intention is to produce a formalism that allows degrees of preference (or,
alternatively, satisfaction, or adequacy) for tuples. So we choose a finite partially
ordered set A = (A, =,0,1) to represent these degrees, where A contains' a
maximum element 1 and a minimum element 0 (with 0 # 1). < is a partial
order, so is reflexive, transitive and such that if « < 8 and 8 < « then o = .
Associated relation < is defined to be the strict part of <, i.e., a < g if and only
if « X 0 and a # . Symbols = and > are also used sometimes in the obvious
way, e.g., a = (3 holds if and only if § < «.

For finite A, the partially ordered set A = (A4,0,1, <) is a lattice if and only
if any «, 8 € A have a greatest lower bound a A in A (so that v < «, 8 implies
v = aApf =X a/pf), and a least upper bound oV § in A (so that o, = ~
implies o, 3 X aV § = 7); it is said to be a distributive lattice if the following
distributivity property is satisfied: for all a, 8,7 € A, yA(aV) = (YAQ)V(YAB).
An important example of a distributive lattice is a subset lattice: let A be a set
of subsets of a set @ which is closed under intersection and union: i.e., if o, 3 € A
then a,8 C © and aN G,a U € A. In fact, any finite distributive lattice is
isomorphic to such a subset lattice (using e.g., the construction given in Section
4).

Define an A-constraint ¢ to be a function from D(V.) to A, for some set
of variables V., C V. For complete assignment z € D(V), A-constraint ¢ can
be applied to = by first projecting x to V.; we use ¢(z) as an abbreviation for
c(ztVe). A value of 1 is intended to mean that the tuple is maximally preferred
(or completely satisfies the constraint), and a value of 0 means that the tuple is
least preferred (doesn’t satisfy the constraint at all). Ordinary (hard) constraints
can be represented by a special kind of .A-constraint: those ¢ which assign only

! Assuming that there is a maximum element and a minimum element in the partially
ordered set is not really restrictive, as we can add such elements to any partially
ordered set (without necessarily involving them in any A-constraint).



values in {0,1}. There is a natural ordering between constraints ¢ and d with
V. = Vg, extending < pointwise: we say ¢ < d if for all y € D(V,), ¢(y) = d(y).

Ezample 1. We are trying to organise a meeting between Emily, Gerard and
Pat, who each have their preferences about location, type of hotel, date, and so
on. We want to ensure that the decision made satisfies at least two of the three
people. Define A to be the set {0,€,7,P, 1}, with 1 meaning all three are happy
with the choice, 0 meaning that at least two are not happy, and so the choice is
inadequate, and e.g., € meaning that Emily is not happy but the other two are.
The order < is defined by 0 < €,7,p < 1, so that €, g and p are incomparable.

Gerard wants the meeting not to be in March. This is represented by an
A-constraint ¢ on the date variable(s) with ¢(D) =g if D is any date in March.
From this we can deduce that, if = is a complete assignment where the date is
in March, then the preference degree for x is at best g; it may be worse (i.e,
0) since we may have another A-constraint implying a worse value. Therefore
A-constraints can be seen to be giving upper bounds on the preference degrees of
complete assignments to the variables. (This is the basis of the semantics defined
in the next section.)

As illustrated by this example, it is natural sometimes to allow incomparable
degrees of preference, and hence allow sets of degrees of preferences which are
not totally ordered; a user may not be comfortable in having to say that either
(i) x is preferred to y, or (ii) y is preferred to x, or (iii)  and y are equally
preferred.

In the formalism developed in this paper, arbitrary partially ordered sets of
preferences are allowed; on the other hand, in the semiring-based CSPs frame-
work [5], the partially ordered set of preferences is assumed to form a distributive
lattice. This assumption is apparently very restrictive since many natural par-
tially ordered sets are not distributive lattices, and a distributive lattice is a very
special kind of partial order. In particular, one simple kind of partial order < on
A which is, in some sense, close to being a total order, is when < is a strict weak
order, corresponding to a total order over a partition of A. This is where A can
be partitioned into non-empty sets E; : i = 0,...,k, with Ey = {0}, E, = {1},
and if @« € E; and 8 € E; then o < 3 if and only if 7 < j. Such an order is a
[distributive] lattice only under special conditions. It forms a lattice only if for
i=1,...,k—=1,|E;| > 1 implies |E;_1| = |Fi+1| = 1. It only forms a distributive
lattice if in addition, for all 4, | E;| < 2. To illustrate further, consider all partially
ordered sets A = (A, <,0,1) where A has just seven elements (including 0 and
1). There are more than sixty such (essentially different) partially ordered sets,
with only eight of them being distributive lattices, and with ten of them not
being lattices.

Sets of preferences forming a distributive lattice are natural in many situa-
tions. For example, in a multi-criteria decision making context, we may use the
‘pareto’ or ‘product’ order given by: x is preferred to y if it is at least as good
on each criterion.

In Example 1, A = (A,=,0,1), is a lattice, but not a distributive lattice,
since e.g., (EVG) AP =1AD =P, whereas (AD)V (gADP) =0V 0 =0. One



might add elements e, g and p to A to give A’ = {0,e,9,p,€,G,P,1}, with e.g.,
e meaning that only Emily is happy with the choice. The order is extended by
e <7,p; and g < €,p; and p < €,5. We now have a distributive lattice (but at
the cost of increasing the size of the set) with the order being essentially the
subset order (with e.g., € being associated with set {g,p}), which is a special
case of a ‘product’ order.

The product order is somewhat weak (especially when there are several cri-
teria), and it is often natural to add to the order, in particular, to represent
tradeoffs. For example, we may decide that ‘only Pat being unhappy with the
choice’ is worse than ‘only Gerard being unhappy’, and hence add the condition
P < g (and form the transitive closure). A’ is no longer a lattice under this new
order since g and € now have no greatest lower bound.

More generally, partially ordered sets of preferences which are not distributive
lattices arise naturally from either adding extra orderings to a distributive lattice,
or from merging elements of the set (as in Example 1).

2.2 Semantics

We would like to say what A-constraints d can be deduced from a set of A-
constraints C. We imagine that there exists some (unknown) function M :
D(V) — A which gives the degree of preference of each complete tuple x € D(V).
An A-constraint ¢ is interpreted as telling us that for all x € D(V'), the preference
degree M (z) of x is bounded above by c(z), i.e.,

M(z) < c(x). (1)

(As usual in constraints formalisms, a constraint ¢ can be considered as a com-
pact representation of a constraint on the whole set V' of variables.) An alterna-
tive intuition which leads to the same formal system is where we imagine that
the constraints are for a particular purpose, and M (x) gives the true degree of
adequacy of tuple x for that purpose. A-constraints then give upper bounds on
the degrees of adequacy. Each constraint ¢ in our set C' is taken to restrict the
possible models M, via equation (1). For function M : D(V) — A wesay M |= ¢
(M satisfies ¢, or M is a model of ¢) if for all x € D(V'), M (x) is bounded above
by c¢(z).

For set of A-constraints C and A-constraint d we define C' = d if and only
if every model M of (every constraint in) C' is also model of d. Soft constraints
C' express information about the preferences (of e.g., an agent), and so such a
d expresses derived preference information, which may be thought of as a prop-
erty of the agent’s preferences. An alternative notion of semantic consequence is
explored in Section 5, based on a similar intuition, but allowing a model M to
take values in a partially ordered set that extends A. The consequence relation
E on A-constraints is, by the form of its construction, reflexive, monotonic and
transitive. If C' is a singleton set {c}, we may write ¢ |= d instead of {c} = d.

The semantic definition is not very helpful for computing the consequences
d of C'; we need a more computationally useful characterisation. To do this we



consider a special case first, in Section 3, when A is a lattice, and use that special
case in computing the general case, in Section 4.

First, we express consequence in a slightly different way. A lower bound (with
respect to <) of an element v € A is an element @ € A with a < 7. A lower
bound of a subset B of A is an element a € A which is a lower bound for each
element of B; we then write o < B. (Every element is a lower bound of the
empty set.) For B C A and v € A we write B <+ if every lower bound of (every
element of) B is a lower bound of 7, i.e., for all @ € A, [« < B implies a < 7].

For 2 € D(V) define C(z) to be the set {c¢(z) : ¢ € C}. The following propo-
sition expresses deduction in terms of the relation <. (Recall d(z) is defined to
be d(x'V4).)

Proposition 1. With the above notation, C |= d if and only if for all x € D(V),
C(zx) Qd(x).

Proof. To prove the ‘if” part: if C(x) <d(z) and M |= C then for all z € D(V),
M (z) < C(x) so by the definition of <, M (x) < d(x); this shows M = d, proving
C [ d. For the converse, suppose that it is not the case that for all x € D(V),
C(z) <d(z). Then there exists g € D(V) and o € A such that a < C(xg) but
a 2 d(x). Define model M by M(z) = o and for all © # xy, M(z) = 0. Then
M E C but M [~ d, proving that C' [~ d. o

Complexity of Deduction. Let A = (A4,=,0,1) be a partially ordered set.
The Deduction Problem for A-constraints is the following problem: Given set of
A-constraints C' U {d} over some set of variables V, determine if C' = d.

It is shown below that the complexity of deduction is in the same complexity
class as deduction in propositional logic, and deduction for finite CSPs; adding
the preference values does not put the problem into a harder complexity class.
We assume that for any instance, for any x € D(V), and any a € A, the
condition o < ¢(z) can be tested in polynomial time. (The size of an instance
depends on the number of variables and the size of the representation of the
input A-constraints, but does not depend on the size of A.) The result is quite
general: the constraints can be represented extensionally or intensionally, as can
the elements of A.

Proposition 2. Let A = (A, =,0,1) be a partially ordered set. The Deduction
Problem for A-constraints is coNP-complete.

Proof. To prove this result we show that the complement of the problem (de-
termining if C' [~ d) is NP-complete. First we show that the complement of the
problem is in NP. Let C'U {d} be a set of A-constraints. Let z € D(V) be a
complete assignment, and let a be an element of A. Say that pair (z, ) succeeds
if d(z) # « and for all ¢ € C, ¢(z) = «. Testing if (z, ) succeeds or not can
be done in polynomial time. By Proposition 1, C' }= d if and only if there exists
some pair (z, «) that succeeds. So a nondeterministic algorithm [16] determining



if C' }£ d is given by guessing € D(V) and a € A, and verifying whether (z, «)
succeeds. This shows that the complement of the problem is in NP.

To show that the complement of the problem is NP-hard, we use a reduction
from 3SAT. Consider an instance of 3SAT over set of propositional variables V.
Each clause, involving variables U, can be mapped to an A-constraint ¢ with
scope U, and with ¢(y) = 0 if y does not satisfy the clause, and ¢(y) = 1 other-
wise. Let C be this set of A-constraints. Define d to be the nullary A-constraint
equal to constant 0. Define model M’ by M’(x) = 1 for any x satisfying the set of
clauses, and M'(z) = 0 otherwise. It can be shown that a model M : D(V) — A
satisfies C' if and only if for all € D(V'), M(z) < M'(z). Therefore the set of
clauses is satisfiable if and only if there exists a model of C' which is not uniformly
0, which is if and only if C' }£ d (since the only model of d is uniformly 0). The
fact that 3SAT is NP-hard then implies that the complement of the deduction
problem for A-constraints is NP-hard. o

2.3 Possibilistic Logic based on a Partially Ordered Set

This section defines a possibilistic logic [14] based on partially ordered sets, and
shows how this can be embedded in the logic defined in Section 2.2. (A weaker
possibilistic logic can also be produced in a similar fashion, but instead based on
the semantics described in Section 5; this also reduces to Standard Possibilistic
Logic in the total order case.)

Let A = (4, =,0,1) be a partially ordered set. Define a bijection a — & from
A to some set A Wthh is disjoint from A. We order elements A in the opposite
way compared to A: & < ﬂ if and only if & = (. Elements of A are used as
degrees of certainty, or ‘Necessity’. Let V' be a set of variables. In contrast to the
situation described in Section 2.2, these are not decision variables that we have
control over, but variables representing the unknown state of a system which we
are observing: (this generalised) possibilistic logic is therefore used for deducing
further information in an uncertain environment.

The language L of this logic consists of statements of the form Nec(p, &), for
some ¢ and a € A. ¢ is a formula involving variables V,, which corresponds to
a set (2, of partial assignments to variables V,,: the assignments that satisfy ¢.
(In the case of propositional variables, ¢ is a propositional formula.) Nec(p, &)
is to be considered as saying that the ‘Necessity’ (a ‘degree of certainty’) of ¢
is at least &. Possibility distributions, which are the models of this logic, are
functions 7 from D(V') to A. Possibility distribution 7 satisfies Nec(p, &) if and
only if w(z) < « for all x € D(V) such that x doesn’t satisfy ¢, i.e., such that
ztVe ¢ 2,. Let A C L be a set of such statements. Then A = Nec(p, &) if
and only 1f 7 satisfies Nec(yp, &) for all 7 satisfying every element of A. When
=< is a total order on A (and the variables are all propositional variables) this
is precisely Standard Possibilistic Logic [14]. Thus the above logic generalises
Standard Possibilistic Logic to being over a partially ordered set. (A distributive-
lattice-valued possibilistic logic is described in [13, 14]. In contrast, [1] generalises



possibility-based inference relations (on ordinary propositions) to allow partially
ordered possibility.)

This logic can be embedded in the logic defined in Section 2.2 (and in fact can
be considered as equivalent to it), using the fact that possibility distributions, as
just defined, are exactly the same as models of A-constraints defined in Section
2.2. For ¢ and a define A-constraint c(y, o) as follows: V= Vs fory € D(V,,),
Clp,a)(y) =, if y & 2y, and c(,.0)(y) = 1if y € 2,. For A C L, let Ca be the
set of A-constraints c(, ) for Nec(p, &) in A.

Proposition 3. With the above definitions, A |= Nec(p, &) if and only if Ca |=

Cle)-

Proof. We have: 7 |= ¢, o) if and only if for all x € D(V), m(z) = c(p,a)(2),
which is if and only if w(z) < « for all z € D(V) with z'Ye ¢ (2, which is if
and only if 7 satisfies Nec(p, &). Therefore 7 satisfies every element in A if and
only if 1 | Ca. So A = Nec(p, &) if and only if 7 satisfies Nec(p, &) for all ©
satisfying A which is if and only if 7 |= ¢(,.q) for all 7 = Ca which is if and
only if Ca = ¢(g,a)- o

Therefore the computational techniques for deduction of A-constraints de-
veloped in this paper can be used for deduction in this possibilistic logic over a
partially ordered set.

3 Consequence when A is a Lattice

We first look at determining deductions of the form C |= d when A is a lattice.
The lattice properties enable us to define combination and projection of A-
constraints. Let ¢ : V., — A and d : V3 — A be two A-constraints. Their
combination c¢Ad is the A-constraint on variables V.UV, given by, for y € D(V,U
Vi), (end)(y) = c(ytVe) Ad(y'V¢). Combination of A-constraints is commutative
and associative, so we can define A C to be the combination of all A-constraints
in finite set C. Then Vp ¢ = U.ee Ve and (AC)(y) = Apec cyt?) for y €
D(Vp ¢). For U C V,, ¢!V, the projection of ¢ to U, is given by: for u € D(U),
cV(u) =V {cly) : y € D(V.),y'Y = u}. Define the A-constraint 1;; on variables
U to be everywhere equal to 1: for all u € D(U), 1y(u) = 1.

3.1 Properties of Semantic Consequence

The following lemma gives some basic properties. Part (i) follows from the defi-
nition. Part (ii) follows from the definition of greatest lower bound. (iii) follows
e.g., using Proposition 1. (iv) follows from (iii), as does (v). One half of (vi)
follows from (v) and transitivity of |=. For the other half, suppose ¢ = d and let
z € D(Vy). Then, using (iii), for all y € D(V.) such that y!Ve = 2, c(y) < d(2),
so ctVa(z) = \/{c(y) : y'Ve =2} < d(z), proving ¢!V |= d using (iv).



Lemma 1. Let A= (A, =<,0,1) be a lattice, let M be a model for A-constraints,
let ¢ and d be A-constraints, let C be a set of A-constraints, and let U CV be a
set of variables. Then: (i) M = 1y. (it) M = C if and only if M = \C. (iii)
¢ = d if and only if for all x € D(V), c(x) = d(x). (iv) Given V, = Vg, then
clEd <= c=d. (v)IfUCV,. then c = c!V. (vi) Given V, D Vy then c = d
— Vi =4

The following result gives a useful characterisation of semantic consequence.

Theorem 1. Let A = (A, =X,0,1) be a lattice, and let C' U {d} be a set of A-
constraints. Then C = d if and only if A C = d if and only if (N CAly,)tVe < d.
Now suppose J.cc Ve 2 Vg Then C = d if and only if (A C)*V* < d.

Proof. Let M be a model. By (ii) and (i) of Lemma 1, M |= C if and only if
M = AC if and only if M = A C A 1y,. This implies that C' = d if and only if
AC E dif and only if A C A 1y, |= d. Part (vi) and (iv) then imply that this
is if and only if (AC A 1y,)"Y* < d. If J,cc Ve 2 Va then (vi) and (iv) implies
that A C |= d holds if and only if (A C)'"* < d holds. o

3.2 Proof Theory for the Lattice Case

A simple sound and complete proof theory can be defined using the combination
and projection operations. Define the proof theory by the following axioms and
inference rules:

Axioms: For all U CV, 1y.

Inference Rules:
From ¢ and d deduce ¢ A\ d.

For each constraint ¢ and U C V, the following inference rule:
From ¢ deduce ¢'U.

When V, =V, and ¢ < d:
From ¢ deduce d.

A proof of d from C is a finite sequence of A-constraints di,...,dy = d
such that each d; is either (i) an element of C; (ii) an axiom; (iii) the result
of applying one of the inference rules to earlier elements in the sequence. The
following lemma gives the properties needed for Soundness. It follows easily from
parts (i), (ii), (v) and (iv) of Lemma 1.

Lemma 2. Let A = (A,=X,0,1) be a lattice and let C U {d} be a set of A-
constraints. Then: (i) If ¢ € C then C |= ¢; (ii) For allU CV, C = 1y; (iii) If
CkEcand CE=dthenCl=cnd; (iv) If Cl=cand U C V. then C = ctV; (v)
IfV.=Vgand ¢ <d and C = ¢ then C =d.

This proof theory is sound and complete:

Theorem 2 (Soundness and Completeness). Let A = (4,=,0,1) be a lat-
tice and let C' U {d} be a set of A-constraints on some set of variables V. Then
C = d if and only if d can be proved from C using the axiom and inference rules.



Proof. Soundness follows from Lemma 2 in the usual way, by induction on the
length of the proof of d from C. To prove Completeness: suppose C' = d. 1y,
can be proved from C since it’s an axiom. By repeated use of the combination
inference rule we can prove A\ C from C, and so also A C' A 1y,. The projection
inference rule can be used to then prove (A C A 1y,)!V¢. By Theorem 1 we have
(ACAly,)Ve < d, so the last inference rule allows us to deduce d as required. o

3.3 Relationship with Idempotent Semiring-based CSPs

It is clear that there is a strong relationship with idempotent semiring-based
CSPs (Bistarelli et al, 97) [5], as the combination and projection operations de-
fined above are the same as those used in semiring-based CSPs. In an idempotent
semiring-based CSP the primary objects are A-constraints, with the degrees A
forming a distributive lattice (see [5] theorem 10). Without loss of generality, we
can consider A to be finite (if it is not we can consider instead the (finite) sub-
lattice generated by the degrees in A that appear in a finite set of constraints).
A constraint problem, for an idempotent semiring-based CSP, is defined to be a
pair (C,U) where C is a set of A-constraints and U C V. The solution of this
pair is defined to be the A-constraint Sol((C,U)) = (A C)'Y. There is a natural
definition for deduction of constraints in this system (cf. [7]). Let C U {d} be a
set of A-constraints such that | J . Ve 2 V4. We can say that d is a consequence
of C if Sol({C,Vy)) = d. Theorem 1 implies that this is if and only if C = d.
Therefore consequence for idempotent semiring-based CSPs can be considered
as the special case of consequence for A-constraints when A is a distributive
lattice.

The semantics defined in Section 2 differs in a fundamental way from the
model-theoretic semantics for semiring-based Constraint Logic Programming
given in (Bistarelli et al, 2001) [6]. In the semantics described above, a con-
straint gives an upper bound on the model (and can be viewed as conveying
negative information). Consequently, there exists a unique mazimal model of
a set of constraints C, i.e., 1y A A C. In contrast, in the logic programming-
based semantics of [6], constraints are expressed using a set of facts representing
known instances of the constraints, which is not assumed to be an exhaustive
set of instances; these therefore express positive information, and there exists
a unique minimal interpretation of such a set of facts, and more generally a
program; we then query to see if there exists a known common instance of the
set of constraints. Which of the two semantics is more appropriate will depend
on the application.

Non-idempotent semiring-based CSPs. A natural question is whether our logical
approach can be extended to also cover the case of semiring-based CSPs where
combination is not idempotent. It is clear that major changes to the set up
would be needed. To begin with we would need to consider multisets C' (rather
than sets) of A-constraints. Also equation (1) can no longer be the basis of the



semantics, since whether a model satisfies multiset C' cannot just depend on it
satisfying each element of C.

3.4 Computational Techniques for the Distributive Lattice Case

The connection shown above means that, for the case when A is a distributive lat-
tice, we can use computational approaches for idempotent semiring-based CSPs
to determine consequences of sets of A-constraints. For example, approaches such
as in [5,6,4, 3], or a decision diagram approach [25]. Also, a general method for
this kind of problem is based on variable elimination.

Variable Elimination An important derived inference rule is elimination of
a variable. Variable V; € V is eliminated as follows: we combine the set C;
of A-constraints involving that variable and project away from that variable.
Formally, C; is {c€ C : V.2 V;}, and let U = UCGC;, V., be the set of variables
involved in the combination of C;. Lemma 2 implies that the following inference
rule is sound: From C' infer the A-constraint C* = () Ci)lU_{Vi}. This can also
be used to build a complete deduction mechanism (for certain important types
of queries). When A is a distributive lattice, the combination and projection
operations on A-valuations obey the Shenoy-Shafer axioms [21, 18]: see Theorems
18 and 19 of (Bistarelli et al, 97) [5]. This implies that variable elimination
algorithms can be used to compute projections of combinations. To illustrate,
define C1~Vi, the result of eliminating variable V;, to be C when C; is replaced
by C%, ie., C'=Vi = C — C; U {C'}. Tt can be shown, using the Shenoy-Shafer
axioms, that if T C V is such that T # V; then (AC)*" = (/\C“Vi)lT.
So, if V4 # V; then by Theorem 1, C' = d if and only if C!=V = d. We can
sequentially eliminate all the variables in V' — V to obtain a set of A-constraints
C’ involving only variables V; and such that C |= d if and only if C' |= d; hence
we can determine if C' |= d by testing if A C’ < d. This variable elimination
algorithm is an instance of the fusion algorithm [20,21,17] (cf. also Dechter’s
Bucket Elimination [11], non-serial dynamic programming [2], and Section 5 of
5)).

This approach is efficient if one can find a hypertree cover [21] which doesn’t
involve too large sets, since then none of the combinations need involve too
many variables. (These are the same conditions that ensure efficient computation
in Bayesian networks.) If such a hypertree cover cannot be found, then one

might instead use a mini-buckets approximation approach to the computations
(Dechter and Rish, 2003) [12].

4 Deduction in the General Partially Ordered Set Case

Here we consider the general case, where A = (4,0, 1, <) is an arbitrary partially
ordered set (that has a minimum element 0 and a maximum element 1). This
is important because we cannot in general expect a partially ordered set of
preference degrees to necessarily form a distributive lattice.



Our approach is to embed the partially ordered set in a lattice of subsets in
such a way that the ordering information is maintained, but without adding any
extra ordering information. Then we can use the computational techniques for
the subset lattice case to make deductions for this general case.

Let A = (A,=,0,1) be a finite partially ordered set, let © be another finite
set, let Q be a function from A to 2€, and let B be the partially ordered set
(22, C,0,0). The function @ can be used to map A-constraints to B-constraints.
We extend @ to subsets of A by: for B C A, Q(B) = {Q(8) : § € B}. For each
soft constraint ¢ : D(V,.) — A define ¢? : D(V,) — 2€ to be ¢ followed by @, so
that ¢%(y) = Q(c(y)). For set C of A-constraints, define C? to be {c? : ¢ € C}.
So, for z € D(V), C9(x) = {c?(x!¢) : ¢ € C}, which equals Q(C(z)) (recall
C(z) = {c(x) : c € C}). Constraints c? are B-constraints (as defined in Section
2).

Say that Q : A — 29 is deduction-adequate if for any set C U {d} of A-
constraints (over some set of variables) the following equivalence holds:

C = d if and only if C% |= d@.

(Note that the latter |= is the semantic relation for B-models.) Therefore if we
can find a deduction-adequate @), then we can determine deductions from sets
C of A-constraints by mapping them using @ to sets C? of B-constraints, and
using the computational techniques available for the distributive lattice case,
discussed above in Section 3.4. The main result of Section 4 is a method (in
Section 4.3) for constructing deduction-adequate mapping @ : A — 2°, where
O is kept relatively compact, and is of minimum size when A is a lattice.
Section 4.1 gives some necessary and sufficient conditions for @) to be deduction-

adequate. Section 4.2 firstly shows how to generate a deduction-adequate map-
ping with @ = A; this O is often unnecessarily large, however. For the case of a
lattice, it is shown how to generate a deduction-adequate @ with @ of minimum
size. Section 4.3 describes a construction of a deduction-adequate mapping for
the general partially ordered case, which generalises the construction for the lat-
tice case. Section 4.4 considers applying these results to answering queries and
finding simple derived constraints.

4.1 Properties for Deduction-Adequate Mappings

We say that @ is order-preserving if for all a, 5 € A, « 2 8 <= Q(a) C Q(B).
Being order-preserving is a necessary condition (see Proposition 4(2) below) but
not a sufficient one for () to be deduction-adequate. The following result gives
some necessary and sufficient conditions.

Proposition 4. Let A= (A, =,0,1) be a finite partially ordered set, let © be a
finite set and let Q be a function from A to 2°

(1) Q is deduction-adequate if and only if the following holds:
forany BC Aandy€e A, By < (55Q08) CQ(Y).



(2) If Q is deduction-adequate then (a) @ is order-preserving; and (b) for any
a,B € A, if « and 8 have a greatest lower bound v then Q(a)NQ(B) = Q(Y).

(8) The following pair of conditions are sufficient for Q to be deduction-adequate:
(i) Q is order-preserving; and (ii) for any B C A and 0 € (55 Q(B), there
exists « € A with 6 € Q(a) C e Q(B)-

Proof. (1) First we show that for any B C A and v € A, Q(B) < Q(7) if and
only if Ngep Q(B) € Q(7)-

W C O is alower bound for Q(B) = {Q(8) : 5 € B} if and only if for all 8 €
B, W C Q(f), which is if and only if W C N3. 5 Q(B). So {Q(B) : B € B}<Q(7)
if and only if W C Q(v) for all W such that W C ﬂﬁeB Q(pB), which is if and
only if (5 Q(B) € Q(7), since we can set W = (5.5 Q).

By Proposition 1, C' |= d if and only if for all x € D(V), C(z) < d(z).
Similarly, C? |= d@ if and only if if for all z € D(V), C9(z) < d¥(z!V4), i.e.,
Q(C(x)) 2Q(d(z)).

Suppose, for any B C A and v € A, Bdy <= [|3c5Q(8) C Q(7),
so by the argument above we have B Iy <= Q(B) I Q(7). Let C U {d}
be a set of A-constraints. Then, for any € D(V), we can set B = C(x) and
~ = d(x), which leads to [for all x € D(V), C(z) <d(x)] < [for all x € D(V),
Q(C(z)) 2Q(d(x))]. So we have C = d if and only if C? |= d9. This proves that
Q is deduction-adequate.

Conversely, suppose that there exists B C A and v € A, such that it is not
the case that B <y <= Q(B) I Q(v). Define all the elements of C' and d to
have empty scope (i.e., for all e € C' U {d}, V. = 0), so are constants, and define
d to be the constant v and C' to be the set of constants B. Then C |= d if and
only if B <~ and C® | d9 if and only if Q(B) < Q(y), so for this choice of
C and d it is not the case that C = d <= C% = d¥, showing that Q is not
deduction-adequate.

(2)(a) Assume that @ is deduction-adequate. Then, by part (1), {a} < if and
only if Q(a) € Q(f), which implies (2)(a) that @ is order-preserving, since
{a} < B holds if and only if o < 3, by reflexivity and transitivity of <.
(2)(b) ¥ = a and v = 3, so by part (a), Q(y) € Q(a), Q(S), so Q(7) € Q(a) N
Q(B). Since ~ is the greatest lower bound of & and 3, we have {a, 8} <~. This
implies by part (1), Q(a) N Q(B) C Q(v), completing the proof.
(3) We assume conditions (i) and (ii) hold. By definition, B <+ holds if and only
if @« < v holds for all « such that a < B. Also, condition @ = B holds if and
only if a < 3 holds for all 8 € B, which using (i) is if and only if for all 8 € B,
Q(a) € Q(B), which is if and only if Q(a) € zep Q(B). Thus B I+ holds if
and only if the following condition (x) holds:

Q(a) € Q(v) for all o € A such that Q(a) C N5 QH)-

Suppose (*) holds, and consider any 6 € (<5 Q(8). By (ii), there exists a €
A with 6 € Q(«a) C ﬂﬁeB Q(B), so 8 € Q(v) by (x), showing that nﬁeB Q(B) C
Q(v). Conversely, suppose that ﬂﬂeB Q(B) C Q(7). Then obviously if Q(a) C

Npep @(B) then Q(a) C Q(7), so condition (*) holds.
We have shown that, given (i) and (ii), condition (x) is equivalent to (). 5 Q(8) C

Q(7), and hence, B <+ if and only if (5. 5 Q(3) C Q(v), which implies, using



part (1), that @ is deduction-adequate. o

4.2 Deduction-Adequate Q : A — 2€ with ® C A

In this section and the next it is shown how a deduction-adequate mapping
Q : A — 29 can be constructed. As shown below in Proposition 5(iii), we can
define © to be A and, for each «, Q(a) to be {# € A : 3 < a}. However, if A
is large, working with subsets of A can be computationally expensive. We go on
to give a way of constructing an embedding which can lead to much smaller ©
than A, in this section for the special case of a lattice, and then more generally
in Section 4.3

We will consider mappings @ of a particular form. Let A’ be a subset of A.
For oo € A let Qa/(a) be the set {o/ € A’ : o/ < a}. The following result shows
that for any A’, the mapping Q4+ : A — 24" satisfies condition (ii) of Proposition
4(3), and half of (i).

Proposition 5. Let A’ be any subset of A. Then Q ar satisfies:

(i) if o < 0 then Qa () C Qa(B), and

(ii) for any B C A and 0 € (\gcp Qa(B), there exists a € A with 0 € Qar(a) C
nﬁeB QA’ (ﬂ)

(iii) Furthermore if A’ = A or A’ = A — {0} then Qa/ is order-preserving and so
deduction-adequate.

Proof. (i)’: Suppose a = 3. If v € Qa/(a) then v € A" and v < a, so, by
transitivity of <, v < 8 and v € Qa/(8).

(i): We'll use o = 6. Firstly, Qa/(0) > 6, since § € A" and 6 < 6. Secondly,
for any 0 € B, we have 6 € Qa/(8) so 6 < . If 6 € Qa/(0) then 6 € A" and
6 20s0d 2P andd € Qa(f) Hence § € (scpQar(B). This shows that
Qar(0) S ﬂﬁeB Qar ().

(ili): Suppose A’ = A or A’ = A — {0}, and Qa/(a) € Qa(B3). If a # 0 then
a€ A soa€ Qa(a) and a € Qa/(8), implying @ < 8. If & = 0 then also
a = (. This shows, together with (i)', that @Q is order-preserving, and hence by
(ii) and Proposition 4(3), @ is deduction-adequate. o

Singles and the Lattice Case Let A= (A4, =,0,1) be a partially ordered set.
For a, 8 € A, « is said to cover § if a =  and there does not exist v € A with
a = v > (. We say that a € A is a single in A if there exists a unique 8 € A
such that a covers §. If « is a single, we write a, for the unique element that «
covers. Since A is finite, it follows that, for v € A, if v < « then v < .

Let S be the set of singles of A. If A is a lattice, for a € A define o =
V{B €S : B=a}, where \/ is defined to be 0. The following lemma shows
that « is always equal to a.



Lemma 3. Let A = (A, =,0,1) be a finite partially ordered set which is a lattice.
Then, for alla € A, a = a.

Proof. Let S be the set of singles in A. We prove this result using induction.
0¢ S and 0=\ 0 =0, so the statement holds for a = 0.

Suppose now the statement is true for all § < «, i.e., 8 = 3 for all § < a.
We will show that o = . Since A is finite, this proves that a = «a for all o € A.

Firstly, note that o < «. This is because « is an upper bound of all lower
bounds of a. If @ € S, then \/ {8 €S : f2a} = «, so @« = a. Therefore we
can assume « ¢ S. Let o/ = \/ {8 : § < a}. Clearly o < «, since « is an upper
bound of any lower bound of a. Also if 3 < « then 8 < «'. So if it were the
case that o/ < « then o would be the unique element that « covers, which is a
contradiction since « is not a single. Therefore o’ = a.. Now, using the inductive
hypothesis, we get « = o/ = \/ {f : 8 < a}, which (because of commutativity,
associativity and idempotence of V) is equal to \/ {y € S : v < a}, which equals
a since a ¢ S, completing the induction and proving the result. o

Proposition 6. Let A = (A,=,0,1) be a (finite) partially ordered set, and let
S be the set of singles in A. Then

(1) If Q is any deduction-adequate function from A to 2° (for some set ©), then
0] > |9].

(2) If B C A is such that Qp is deduction-adequate then B 2 S. If A is a lattice
then the converse also holds: Qg is deduction-adequate if and only if B 2 S.

In particular, if A is a lattice then Qg : A — 29 is deduction-adequate,
and Qg is minimal in the following strong sense: there is no deduction-adequate
mapping Q : A — 2 with © of smaller cardinality than S.

Proof. (1) Suppose Q : A — 29 is deduction-adequate. Let o € S. Since Q is
deduction-adequate, it is order-preserving by Proposition 4(2), so Q(a) 2 Q(a).
Also Q(a) # Q(ax) since Q(a) € Q(aw) would imply o =< «,, which is a
contradiction. So Q(a) — Q(aw) is non-empty, and we choose some arbitrary
element 6, of it. We will show that if o # § then 6, # 03, which proves the
result that |©| > |S].

Let o and @ be two different elements of S. There are two possibilities: (a)
if & < B then a < B, and so 03 ¢ Q(B.) 2 Q(«), since @ is order-preserving,
so 03 ¢ Q(a). This implies that 0, # 3. (b) Suppose that o A §. For v € A,
if v < «,f, then v # « (since a A ) so v < « and therefore v < «,. This
shows that {«, 8} <a.. Hence, by Proposition 4(1), Q(a)NQ(B) C Q(w.). Now,
0o € Q() and 05 € Q(B) so if b, were equal to 6 then 6, would be a member
of Q(a) N Q(B) and hence of Q(a.), which contradicts the definition of 8,. So
0. # 03, as required.

(2) Suppose now that B C A is such that @Qp is deduction-adequate. Then, in
particular (by Proposition 4(2)(a)) it is order-preserving. This implies that if «
is a single then Qp(a.) 2 Qp(«), so there exists § € B with § < « and 8 £ a.



But then 8 must be equal to «, showing that o € B. Since o was an arbitrary
single, this shows that B D S.

Suppose that A is a lattice. Let B be a subset of A containing S. We will show
first that @ p is order-preserving. Suppose @p(a) C Q@5(0). So, for v € B, if v <
« then v < 3. In particular this holds for v € S. Therefore \/ {7y € S : v < a} <
V{yeS :vy=p} ie, a=p. Hence, by Lemma 3, & < 8. This combines with
Proposition 5(i)’ to show that Qp is order-preserving. Therefore, by Proposition
5(ii) and Proposition 4(3), @p is deduction-adequate. o

The above result shows us how to construct a deduction-adequate mapping
Q : A — 2° which is minimal (with respect to |©|) for the case of a lattice, by
letting © be the set of singles.

It can also be shown, using Proposition 6 and Lemma 3, that if we con-
sider only distributive lattices A, then @ is an isomorphism between distributive
lattices in which infimum and supremum in Q(A) are intersection and union,
respectively.

4.3 Construction of a deduction-adequate mapping Q = Q 4+ for
the general case.

For B C A define relations <g by a <p g if and only if v < 3 for all v € B
such that v < «, i.e., if and only if Qp(a) € Qp(8). So @p is order-preserving
if and only if <p = <. Hence, by Proposition 5(iii), <4 = <. These relations
contain =<, and are monotonic (decreasing) with respect to B: if B’ C B then
=B’ 2 =B 2 =4 = =, so that a <X # implies @ <p @, which implies a <p' 3.

We will construct a subset AT of A with <4+ = < so that Q4+ is order-
preserving and hence deduction-adequate (by Proposition 5, and Proposition
4(3)). Let m = |A| — 1. We list the elements of A in an order compatible with
=, starting with 0, so that ap = 0, and if a; < o; then ¢ < j. We build up Af
incrementally with AT being the final set A,,.

Define Ay = 0, and for i = 1,...,m, define Y;, Z; and A; inductively as
follows:

— set Y; = {a;} if there exists k < i with «; <4, _, ax; otherwise set Y; = ();

— set Z; to be the set of all «; such that (a) j < 4, (b) ; A «;, and (c)
o A, O

— let Az :Az_lquuZz

Finally, we let AT = A,,, and define Q = Qs, i.e., for each a € A, Q(a) =
{8eAl:p=<a}.

We have to add sufficient elements to ensure that < = < 4+. Adding Y; ensures
that «; A4, ax and hence a; A4+ oy for k < ¢ (which we need since for k < 4,
a; A o); adding Z; ensures that a; A4, o, and hence o A4t oy, if j < i and
o A o



Ezxzample 2. We use the extension of Example 1 described in Section 2.1 with
A = {0,e,9,p,2,G,P,1}, and the additional ordering p < g. We order A as
0,e,9,p,D,9,€,1, so that ap = 0, &1 = e, ..., a4 = P, a5 = g, etc. Then
ay,as < ag, and a1, a9, a3 < as, and ag, a3 < ag, and ay < as. Applying
the algorithm gives Y7 = {a1}, Y2 = {aa}, Y3 = {a3}, Ya = Y5 = Y7 = () and
Ys = {ag}, with for all 4, Z; = (. Thus AT = {ay, az, a3, a6}. Elements ay, as
and a3 needed to be added because they are all singles. Element ag was added
because if B = {1, a9, a3} then ag <p a5 (since a5 is an upper bound of ay
az and ag) but ag A 5. It can be confirmed that for all ¢, j, we have o; <« if
and only if Q 41 (a;) C Qa1 (;). For example, oy < a5, and Q 41 (o) = {a1, s},
which is a subset of Q 41 (a5) = {1, @2, as}.

Theorem 3. With the above definition of AT and Q = Q 4+, the relations < and
<4t are the same, and Q is order-preserving, i.e., for all a, 8 € A, a <X 3 if
and only if Q(a) C Q(B). Furthermore, @ is deduction-adequate, so for any A-
constraint d and set of A-constraints C, we have C |= d if and only if C? |= d<.

Proof. The monotonicity property implies that if @ < 3 then a <4+ 3. We need
to show that for all j, k, if a; A oy then o A4+ . So suppose o; A ay. By
reflexivity of <, j # k, so there are two cases: (a) j < k and (b) k < j.

(a) If j < k and o A4, , ok, then by monotonicity, a; A+ . On the other
hand, if j < k and o; <4, , ay then, by definition, Zj, contains a;, so Al s Q.
This implies a; A4+ ay since o € AT, aj < «j but o & .

(b) If k < j and aj Aa,_, o, then by monotonicity, oi; Z4+ ag. On the other
hand, if k < jand aj <a;_, oy thenY; = {a;}, so A" 5 aj, and again a; £ 4+ o,
since a; € AT, o =2 aj but o A ag.

We have just shown that o < § if and only if o <4+ 3, and this is if and
only if Q(a) C Q(S). This implies, along with Proposition 5 (ii), that Q satisfies
conditions (i) and (ii) of Proposition 4(3), and so that result implies that @ is
deduction-adequate. a)

This theorem gives us a sound and complete method for determining if in-
ferences of the form C |= d hold (for general A-constraints): we construct Af
and Q4 as defined above, convert the A-constraints into 2AT—Constlrauints7 and

use the computational techniques available for the distributive lattice case (see
Section 3.4) to determine if C¥ |= d<.

Minimality for the lattice case The complexity of basic operations (N and
U) needed for computation in 29 is linear in |©|. One might wonder whether it’s
possible to embed A into 2€ for some @ much smaller than Af. The following
result shows that, at least if A is a lattice, AT is of minimum possible size, by
showing that AT is the set of singles, and using Proposition 6(1).

Proposition 7. Let A = (4, =,0,1) be a (finite) partially ordered set which is a
lattice, and define AT as in the construction above. Then A% is the set of singles



in A. Also, if Q" is any deduction-adequate function from A to 2 (for some set
6), then |6] > |Af|.

Proof. Let S be the set of singles in .A. We will show that S =, Y; and each Z;
is empty. Suppose «; is a single, and let ay;, be the unique element that a; covers.
k < isince o < ;. If oj < «a; then o < ay. Since A;—1 # oy, & =a,_, k.
This implies that ¥; = {o;} and a; € A; and hence a; € Af. Therefore AT D S.

Suppose j < ¢ and o <4, , o;; we will show that a; =X oy, proving that, for
each i, Z; = (0. Consider any a; € S such that o; < oj. Then we must have [ <
J <, and hence oy € A;_1, since oy € Y] as shown above. Since a; <4, , a; and
a; = a; we have oy < ;. This argument implies that \/ {oy € S : a1 < a;} = o,
so a; = a;. By Lemma 3, o; = o, implying o; < o, as required.

We'll next show that YV; = 0 if o; ¢ S. We proceed using Proof by Con-
tradiction: suppose Y; # 0, so there exists k < 7 with o; <4, , ag. Consider
any «; € S such that oy < ;. Sol < ¢, and in fact | < i since «; ¢ S. Hence
ap € Aj_q since ]l <i—1and Y, = {o}, as shown above. Then a; =<4, , ag
implies oy = . Therefore we have \/ {oy € S : a; Z a;} =< ag, so &; = ai. By
Lemma 3, a; = ay, giving a; = ay, which contradicts £ < 4.

Therefore, a € A" if and only if for some i, a € Y; U Z;, which is if and only
if € S, showing that AT = S.

The last part follows from Proposition 6(1). o

The purpose of the construction is to produce an embedding into not too
large a set. One extreme is when < is a total order, the set A is just A— {0}, so
|At| = |A] — 1. Propositions 6 and 7 show that when .4 has a strong structure,
AT can be very compact in comparison to A. For example, if A is the lattice of
all subsets of a set §2; then A is the set of singleton subsets of 2 so |Af| = [22] =
log [A].

4.4 Answering Queries and Finding Simple Derived Constraints

Deduced A-constraints d with small V,; are often of particular interest as they
represent more general statements about the preferences. For example, in the
problem of arranging a meeting discussed earlier, if we can derive a constraint,
on just the date variable(s), saying that the meeting will either have to be next
week or not before next year, it may prompt immediate action, or e.g., it may
help in persuading Gerard to rethink his preferences.

Let B be a distributive lattice, and let C be a set of B-constraints. For U C V,
define B-constraint Cyy to be (AC A 1)V, A hypergraph G on V is a set of
sets of variables. A hypertree is a hypergraph that has a particular acyclicity
property. Hypertree H is said to be a hypertree cover of hypergraph G if for all
U € @G, there exists U’ € H with U’ D U. We can use a standard method to
generate a hypertree cover H of G = {V, : ¢ € C} [21]. As shown in [21,18], the
variable elimination approach (see Section 3.4) can be extended to generate Cy
for each U € H, using a message passing algorithm on a join tree; this can then



be used to generate (if we wish) Cy for any U € G, and Cy for any smaller
sets U. (This might be thought of as enforcing global consistency.) Once we
have performed this computation, we can quickly answer any query of the form
C E d, where d is any B-constraint such that Vj is a subset of some set U in
the hypertree. We project Cp to set of variables Vy to give ¢/ = (Cy)tV4. Then
C = d if and only if for all y € D(Vy), ¢/(y) = d(y), which can be checked easily
if D(Vy) is small.

Generating derived B-constraints Cyy involves a sequence of combinations and
projections. For the complexity, the critical part is (usually) using combination
to generate B-constraints ¢ with V, = U for some U € H. This involves (at least
with the most obvious implementation) proportional to |D(U)| lattice operations
A.

Suppose we are using the embedding @ 4/ to answer queries given a set of A-
constraints, using this approach. Then performing the lattice operations A takes
time proportional to |A’|. So the computation time is typically proportional to
|A’| maxpeg |[D(U)|. This indicates that generating a set A’, such as Af, with
|A’| much smaller than |A| will often make a considerable difference. Producing
At and the sets Q4¢(a) by crudely implementing the above definitions takes
time proportional to |A|?|At|, which is an issue if |A] is large. But it can be done
off-line: it only ever needs to be done once for a given partially ordered set A. (If
A is so large that the time to produce AT would dominate the computation time,
then an alternative is to use A’ = A, in which case producing Q4+ is O(]A|?).)

An alternative approach, based on decision diagrams (which implement a
certain form of dynamic programming) can also be used for answering queries,
by computing Cy for certain small sets U [25].

5 A Different Semantics

The semantics described earlier assumed that we knew the identity of the par-
tially ordered set of degrees. In this section we consider a situation where the
set of preference degrees is unknown except that it contains a known set A.

Ezample 3. Consider partially ordered set A = (A,0, 1, <) with A = {0, 1, o, 5},
and 0 < a, 8 < 1, but no order between a and 3. Define A-constraints ¢; and ¢
on a single variable (with two possible assignments a and b) by: ¢;(a) = ca(a) =
1, c1(b) = «, c2(b) = B. With the semantics given in Section 2, {c1,cz2} entails
the A-constraint d given by d(a) = 1, d(b) = 0, which states that value b has the
lowest preference degree. This is because, for model M, M = ¢; if and only if
M(b) = o, and M |= ¢y if and only if M(b) < 6. So M = {c1,cq} if and only if
M(b) < «, 3, hence M (b) = 0, since 0 is the only element of A which is a lower
bound for both o and S.

Now, this is completely reasonable (and correct) given that the A-constraints
were considered as restricting possible A-valued assignments. However, some-
times the intention will not be precisely that: our input information may consist
of A-constraints which assign elements to partial tuples, and where we are given



some ordering information between some of these elements. We can then gen-
erate the partially ordered set (A,0,1, <), where A is the set of elements men-
tioned in the A-constraints. However, these partially ordered elements may have
come from an unknown larger partially ordered set (A*,0, 1, <*) which extends?
(A,0,1,=), i.e., A* D A, and for a, § € A, a < § implies o <* §.

This suggests the following semantics for A-constraints. In this semantics,
a model is a pair (M, A*) where A* = (A4*,0,1,<*) is a partially ordered set
extending (4,0, 1, =), and M is a function from D(V') to A*. For A-constraint
¢, we then define (M, A*) = ¢ (that is, (M, .A*) is a model of ¢, or (M, A*)
satisfies c) if for all x € D(V), M(x) =<* ¢(z). For set of A-constraints C' and
A-constraint d we then say C E=* d if (M, A*) | d for any (M, A*) satisfying
every A-constraint in C.

We can proceed in a similar fashion as for = defined in Section 2. Suppose
BU{v} € Aand A* = (4,0, 1, <*) extends (4,0,1, <). A lower bound in A*
of v is an element o € A* with o’ <* 7. Similarly a lower bound o’ in A* of B
is a lower bound of every element of B; we then write o/ <* B. We define B <*
if for every (A*,0,1, =*) extending (4,0, 1, <), every lower bound in A* of B is
a lower bound of 7. Model (M, A*) satisfies (every element of) C' if and only if
for all x € D(V'), M (z) is a lower bound for C(z) = {c(z) : ¢ € C}. The reason
for introducing relation <* is the following characterisation of consequence.

Proposition 8. Let CU{d} be a set of A-constraints with C' non-empty. Then
C E=* d if and only if for all x € D(V), C(z) <* d(z).

Proof. Suppose, for some xg € D(V), it is not the case that C(z¢) <* d(xo),
so that there exists A* = (A*,0, 1, <*) extending (4,0,1, <) and o € A* such
that « is a lower bound of C(xg) (with respect to <*) but it is not the case
that o <* d(zg). Define model (M, A*) by M(zo) = « and, for x # ¢, define
M(z) = 0. Clearly, for each x € D(V), M(z) is a lower bound for C(x), so
(M, A*) satisfies C. But (M, .A*) does not satisfy d, because M (xz9) A* d(xo).
This shows that C' £* d.

Conversely, suppose that for all x € D(V'), C(z) <*d(x). Suppose A* extends
A and let (M, A*) be a model of C. Then for all z € D(V), M(z) is a lower
bound for C(z) so, by the hypothesis, M(z) is a lower bound for d(z). This
shows that C' =* d. o

The relation <* can be expressed more simply as follows:

Lemma 4. Suppose BU {y} C A with B non-empty. Then B <* v if and only
if there exists § € B with 5 < 7.

Proof. One of the implications is easy: suppose there exists § € B with 3 < ~.

Then for any (A*,0,1,<*) extending (A,0,1, <) and any «’ which is a lower

2 We could change this definition as follows: (A*,0,1,<*) extends (4,0,1, <) if and
only if A* D A, and for o, € A, o R <= « =* (. All the results of this section
would then still hold (using the same proofs).



bound in A* of B, we have o/ <* . Since <* extends =< we have 3 <* ~, so by
transitivity of <* we have o/ <* v, proving that B <* .

For the converse, for any B C A not containing 0 we generate the extension
A* = (A*,0,1,<*) of (4,0,1, <) defined as follows. We add extra symbol B*
to A to give A* = AU {B*}. Define <* by: ay =* s if and only if either (a)
a1, € A and a1 2 as or (b) ag € {0,B*} and ay = B*; or (c) a3 = B* and
there exists § € B such that 3 < as. Since B is non-empty, B* <* 1 so for all
0 € A* 0 <* § =* 1. Clearly, A* extends (4,0, 1, <). We need to show that
=<* is a partial order: (i) =* is reflexive because < is reflexive. (ii) Transitivity:
suppose d; =* do =* J3, but it is not the case that d; <* d3. Then all three must
be different (since <* is reflexive). Also, none can be 0. Because = is transitive,
all three cannot be in A, so one of them must be B*. But §; is the only one
that could possibly be B* (as e.g., o = B* would imply §; = B*, contradicting
01 # 02). So 61 = B* and there exists § € B with § < J5. But 6o < 3, so
0 = 43, by transitivity of <. This implies B* <* d3, i.e., ;1 =* 3, which is a
contradiction. (iii) Antisymmetry: assume §; <* 3 and d2 =<* ;. Suppose it
were the case that d; # 2. Then by antisymmetry of <, one of the two must
be B*, which would imply the other was also B* (since B # 0 and so B* A* 0),
contradicting them being different. This proves antisymmetry. So (A4*,0,1, <*)
is a partially ordered set extending (4,0, 1, =<).

For v € A, if there does not exist § € B with § < v then B Z# 0 and it is
not the case that B* <* 7, even though B* is a lower bound in A* for B. This
shows that it is not the case that B <* , as required. o

Bringing the proposition and lemma together we have the following theo-
rem, which characterises this new semantic entailment relation =*. This result
indicates that the consequence relation =* will often be much weaker than the
consequence = defined in Section 2.2, since <* will often be a much weaker
relation than < (the antecedents B for <* don’t interact).

Theorem 4. Let CU{d} be a set of A-constraints. Then C |=* d if and only if
for all x € D(V), there exists ¢ € C with c(z) =< d(z).

Another consequence of Lemma 4 and Proposition 8 is that if all the A-
constraints in C'U{d} only take values in {0, 1} then C' = d if and only if C' |=* d.
This is because the lemma then implies for such C' and d that C(z) <* d(z) if
and only if C(z) < d(z), which is if and only if either d(xz) = 1 or C(z) > 0.
Proposition 8 and Proposition 1 then imply the result. Consequently, = and =*
both extend deduction for (standard) constraints.

We can also use these results to show that for any given A, the deduction
problem with respect to =* for A-constraints is coNP-complete, similarly to the
corresponding result for |=, Proposition 2. Theorem 4 can be used to show that
the complement of the problem is in NP, and the same reduction from 3SAT
can be used to show the complement is NP-hard, since the constraints in the
constructed C' U {d} only take values in {0, 1}.



For each z € D(Vy) and ¢ € C define the (standard) constraint czg.) consist-
ing of all tuples y € D(V,) such that c¢(y) £ d(z), i.e., =(c(y) = d(z)). Complete
tuple z satisfies cxq(. if and only if c(x) A d(z). We also use Vg = z to mean
the constraint with scope V; which is satisfied if and only if V; = z.

Theorem 4 can be written in a different way, leading to a computational
procedure to determine the entailment C' |=* d: for each assignment z to V; we
check whether a set of constraints is satisfied. This can be done using any of the
usual CSP methods.

Proposition 9. C =* d if and only if for all z € D(Vy), the set of (standard)
constraints {czq(z) : ¢ € O} U{Vy = 2z} is unsatisfiable.

Proof. Let z be any assignment to Vy. The set of constraints {cxq(;) : ¢ € C}U
{Va4 = 2z} is unsatisfiable if and only if there does not exist complete tuple x
satisfying all the constraints, i.e., if for all z € D(V) with 2'V¢ = 2, there exists
¢ € C with ¢(x) =< d(2). Therefore [for all z € D(Vy), the set of constraints
{czaez) : ¢ € CYU{Vyq = z} is unsatisfiable] if and only if for all z € D(V'), there
exists ¢ € C with ¢(x) < d(x). Theorem 4 then proves the result. o

The naturalness of this consequence relation depends on what we know and
don’t know about the partially ordered set. If (A4,0,1, <) is a lattice, then this
consequence relation will often not be appropriate as it can be unnecessarily
weak: this is because we are only requiring the extension to extend the ordering
relation <, whereas it is often natural to only consider extensions that also extend
V and A; for example, one might expect that a statement that (for a constraint
¢) ¢(y1) is the greatest lower bound of ¢(y2) and ¢(ys) should not just hold in A,
but in any extension we consider. This will lead to consequence being the same
as that defined in Section 2, since the properties of Lemma 1 (in particular, part
(ii)) still hold, and hence so does the counterpart of Theorem 1.

However, this suggests that sometimes a richer representation of a partially
ordered set may be appropriate, for example, as A = (A4,0,1, <, A, V) where A
and V are partial operations on A: they are only defined for some pairs of ele-
ments. When aA 3 is defined, the result should be the greatest lowest bound not
only in A but in any extension of A4; extensions A4* should extend these partial
functions as well as the ordering relation. We can then apply the same approach
as used above, but based on only these extensions A. This extra structure can
be used, for example, to define ‘mutual exclusivity’ between elements «, § € A:
a A B =0, so that a constraint ¢ with ¢(y) = « and a constraint d with d(y) = 8
will jointly imply that y is least preferred: M(y) = 0.

6 Finding Good and Optimal Complete tuples

Let A = (A, X,0,1) be a partially ordered set, and let C be a set of .A-constraints.
We will consider the problem of finding complete assignments z € D(V'), which
may be considered as being among the better or best assignments.



For o € A, we say that x is a-satisfactory if x satisfies each A-constraint at
least to degree a. This happens if and only if x is a solution of the set of (stan-
dard) constraints Cyq = {crq : ¢ € C}, where c-o = {y € D(V2) : c(y) = a}.
So standard CSP solving techniques can be used to find tuples which satisfy
each constraint to a (relatively) high degree.

This can also be used to generate an ordering =; on D(V) by = =1 2’
if and only if x is a-satisfactory for every a such that z’ is a-satisfactory.
> is then a pre-order on D(V) (a reflexive and transitive relation). x is «a-
satisfactory if and only if « is a member of LB(C(x)), the set of lower bounds
of C(x). This implies that « »=; 2’ if and only if LB(C(z)) 2 LB(C(z')). When
A is a lattice then x =7 2’ if and only if (AC)(x) = (AC)(2); if A is to-
tally ordered, =3 is just the ordering =, given by x =, @’ if and only if
min {c(z) : ¢ € C} = min{c(z’) : ¢ € C}. We can define optimal assignments
x to be maximal elements with respect to >, i.e.  such that there exists no
' € D(V) with 2’ =1 x and x /1 2.

A simple alternative definition of optimality is that x satisfies C'-, for some
maximal « such that C, is satisfiable. Such maximal a can be found using
an iterative algorithm, which, given an appropriate representation of A, can
involve checking the satisfiability of of order log|A| CSPs. For the case when A
is a lattice, both these definitions of x being optimal reduce to (A C)(z) being
maximal.

Ordering relation > might be criticised for the same reasons as =i, is
criticised in e.g., [15]: it suffers from the ‘drowning problem’. However, a natural
condition that one may wish to impose on the ordering on D(V'), and which has
perhaps surprisingly strong consequences, is the following: (I) If we replace C by
semantically equivalent C’ then it doesn’t change the ordering. This implies that
adding implied constraints doesn’t change the ordering. We can define “seman-
tically equivalent” according to the semantics of either Section 2.2 or of Section
5. If we use the first semantics, (I) means that the ordering just depends on the
set of models {M : M = C}. We have: M = C if and only for all x € D(V),
M (z) € LB(C(x)). Another (less precise) natural condition is the following: (II)
The comparison between z and z’ depends only on the parts of the problem
related to 2 and 2, and not on the values of the A-valuations on any other com-
plete assignments. This condition then suggests that the comparison between x
and z’ should depend only on the relationship between the two sets LB(C(x))
and LB(C(2')). In the case of a lattice, the set LB(C(z)) is characterised by
a single semiring value, (A C)(z) = A .o c(z), with LB(C(x)) being all lower
bounds of this value, so the ordering between x and z’ is determined by com-
paring values (A C)(z) and (A C)(2'). For the general case, the obvious way of
comparing LB(C(z)) and LB(C(z')) is by determining if one is a subset of the
other, leading to >=1 as defined above.

If instead we were to interpret condition (I) on the basis of the semantics
of Section 5 then we can use a similar argument to suggest that the ordering
between z and ' just depends on the set of minimal elements in C(x), and the



set of minimal elements in C(z’). This also leads in the totally ordered case to
relation > ,,in.

One may also consider syntactic definitions of the ordering on D(V), allowing
semantically equivalent sets of A-valuations to lead to different orderings. In
particular, one might generalise approaches for the totally ordered case such as in
[15]. One approach of this kind is to associate a multiset C*(x) = {c¢(x) : c € C}
to each x € D(V), and use a method for comparing sub-multisets of A; for
example, we can say that x is at least as good as 2’ if for all & € C*(z) — C*(2')
there exists element 8 € C*(z') — C*(z) with 8 < a.

7 Summary And Discussion

The paper defines a logic of soft constraints, based on a very simple semantics.
This formalism allows one to reason with soft constraints that assign arbitrary
partially ordered degrees to tuples. A possibilistic logic based on a partially
ordered set is also constructed, which is formally a very closely related system.
In the case where the partially ordered set is a distributive lattice, the logic has
the same consequence relation as that generated by idempotent semiring-based
CSPs, so the system can be considered as an extension of idempotent semiring-
based CSPs. However, this logic is far more expressive since distributive lattices
are a very special kind of partial order. The properties of a distributive lattice
allow a range of computational techniques for computing consequences. One
of the main contributions of this paper is to show how to make use of these
computational techniques for the general case, by compactly embedding the
partially ordered set within a distributive lattice.

Another logic of soft constraints is also defined based on a weaker semantics,
and it is shown how to compute consequences in this logic also. The compu-
tational properties of the logics seem reasonable. For example, testing if a soft
constraint can be derived from a set of soft constraints, will be feasible even for
very large problems; if the topological structure is appropriately sparse, and the
partially ordered set is fairly small.

A by-product of this work is a new and, in a certain sense, deeper semantics
for idempotent semiring-based CSPs. The previous semantics treats the opera-
tions of multiplication A and addition V as primitives, and defines the semantics
in terms of them. The strength of this new semantics is that it assumes so little:
essentially the whole system follows from equation (1), saying that the con-
straints express upper bounds on preference degrees for complete assignments.

Both logics, but especially the second, are somewhat conservative. It would
be interesting to look at more adventurous (non-monotonic) extensions where
tentative inferences about preferences are suggested. Another valuable extension
could be a formalism that represented both absolute preferences (as these do)
and relative preferences of the kind that CP-nets express.
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