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 Integrating Web Service and Semantic 
Dialogue Model for User Models 

Interoperability on the Web 
Federica Cena 

 
Abstract. Nowadays there is a great number of Web information systems that build a model of the 

user and adapt their services according to the needs and preferences maintained by the user model 

(UM). One of the most challenging issues of this scenario is the possibility to enable different 

systems to cooperate in order to exchange the available information about a user. Our aim is to 

create rich (and scalable) communication protocols and infrastructures to enable consumers and 

providers of UM data to interact. Our solution for dealing with such an issue is to exploit Web 

standards for interoperability (i.e. Semantic Web and Web Services) for implementing simple 

atomic communication, and a dialogue model for implementing enhanced communication 

capabilities. In particular, two systems can start a semantics-enhanced Dialogue Game as a form of 

negotiation to clarify the meaning of the requested concepts when a shared knowledge model does 

not exist, and to approximate the response when the exact one is not available.. We propose a 

distributed semantic conversation framework based on the Sesame semantic environment for the 

exchange of user model knowledge on the Web. Systems have to expose their user model data as a 

Web Service, and to exploit a public dialogue knowledge base to start the dialogue. The main 

advantage of the approach is to allow systems to deal with difficult situations by starting an 

appropriate dialogue game instead of stopping the communication as in the traditional “all-or-

nothing” Web Service approach. On the basis of a preliminary evaluation, the approach has shown 

an improvement of the adaptation results provided by the systems we tested. 
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1. Introduction 

Personalized services for users become crucial when service access takes place in an open 
and dynamic environment like the Web, since they simplify the user interaction with 
applications and reduce information overload (Kobsa 2001). Nowadays in the Web many 
information systems build a model of the user and adapt their services and behaviour 
according to the user’s needs and preferences maintained in a user model. Such user 
model-based intelligent information systems are known as “user-adaptive systems” 
(Brusilosvky 1996, Kobsa 2001). Brusilovsky (1996) defines adaptive systems as 
information systems which can access information (personal data, characteristics, 
preferences, etc.) gathered in a user model, and use such information to adapt different 
aspects of the system to the user. 
A user model (UM) is a knowledge structure which represents the profile of a single user.  
A user model usually contains both a set of domain-independent features (e.g. personal 
information such as age, job, etc.) and a set of domain-related features, representing an 
overlay model of the domain (e.g. how much the user is familiar with a domain concept, 
or the user interest in the different domain concepts) (Brusilovsky 1996). The former 
features are usually derived from the registration data, while the latter ones can be derived 
from explicit user’s ratings or can be inferred by the system (for example, tracking user’s 
behavior and reasoning on it) (Balabanovic and Shoham 1997).  
 

Nowadays, in the Web a single user may interact with many different user-adaptive 
systems. Each of them builds its own model of the user (Montaner et al. 2003). Currently 
most of them work as stand-alone systems and they are not aware of the existence of 
other systems in the environment. Thus, instead of cooperating to share the data they 
store about the user, they are often intrusive with respect to the user, asking her about 
each piece of information they need. Every time a user interacts with a system for the first 
time she has to provide data that she already provided to other applications. This makes 
the interaction between users and adaptive-systems very cumbersome. In fact, especially 
when the interaction context is critical (e.g., users are mobile, in a hurry, using small 
devices with small screens and variable bandwidth), users do not want to waste time to 
explicitly fill in their model for every single application they use (Vassileva 2001). 
Furthermore, from the systems’ point of view, in isolated personalization, information 
about a user is not reused by other systems. There is no common “memory” of all user 
activities, preferences and characteristics, which would allow more effective and 
adequate adaptation to the user’s current state. There is the risk that each application has 
only a partial view of the user and thus many useful data may be missing. Furthermore, a 
lot of data on a specific user (e.g. characteristics, preferences, knowledge, interests, goals, 
activities) are replicated over many applications on the Web (Lorenz 2005, Aroyo et al. 
2006).  
 
These considerations motivated us to draw a scenario where systems interact with each 
other in order to share the knowledge about the user contained in their user models, 
without directly involving the user in the process. This allows, on the one hand, 
preventing users to get bored in training new systems (Vassileva 2001), and speeding up 
the phase of user model initialization1 (Kobsa et al. 2001). On the other hand, this also 
allows each adaptive system to reach a deeper understanding of the user (Heckman 2005). 
In fact, sharing user models enables applications to cover more aspects of the user profile, 
increasing at the same time the level of detail and the reliability of user data. This should 
lead to adaptation results that are more appropriate for the user (Vassileva 2001, 
Berkovsky 2005). 

 
1 This problem is also referred as “cold start problem”, which refers to the difficulty for 
applications to start up the adaptation for new user since there is a lack of information about users 
in the first interactions (Salton and McGill 1984). 
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Thus, the overall goal is the interoperability of knowledge among user-adaptive 
applications on the Web. To interoperate system must be able to communicate (syntactic 
interoperability issue), and to correctly interpret the exchanged data (semantic 
interoperability issue) (Veltman 2001). To fulfill both syntactic and semantic 
interoperability is the sine qua non condition to ensure the exchange of knowledge among 
systems. 

 
Our solution for dealing with such issues is to exploit i) Web standards for 
interoperability, i.e. Semantic Web and Web Services, for implementing simple 
communication, and ii) a dialogue model for enhancing the systems communication 
capabilities in case of difficult situations. More in detail, two systems can start a 
semantics-based dialogue in order to negotiate the meaning of the requested information 
(i.e. reasoning on concepts in order to find an agreement), when the request is ambiguous. 
System may also use dialogue to approximate the response (i.e. reasoning on concepts 
relations in order to find similar results), when the exact one is not available. Such 
complex situations occur very frequently during the exchange of UM knowledge in an 
open environment like the Web (Aroyo et al. 2006, Heckman 2005).  
 
The paper is structured as follow. We first present (Section 2) a scenario in order to 
motivate the relevance of the discussed problem. Then, in Section 3 we present our 
approach for solving the problem, describing the model in details. An architecture for the 
model is provided in Section 4. Section 5 describes the scenario implemented with our 
interaction model. Section 6 presents some evaluation results, and in Section 7 describes 
the state of the art in order to have an overview of the existing solutions for the 
interoperability problem in user model context. Finally, Section 8 concludes the paper 
discussing the benefits and limitations of the proposed approach. 
 

2. Application scenario  

Let us start presenting an application scenario which exemplifies the user models 
interoperability problem in the Web.  
 
Peter, a University student, is visiting Turin. He interacts with his mobile adaptive tourist 
guide UbiquiTO2 (Cena et al. 2006) to gather quickly more information about churches to 
visit (e.g. locations, creators, styles). In order to provide an answer tailored to Peter’s 
personal preferences and the context of interaction, UbiquiTO needs some information, 
e.g. information on buildings Peter visited in the past; his expertise in religious art; his 
interest in the topic; other related topics he is interested in; his constraints in terms of time 
and locations. UbiquiTO stores a user model of Peter but unfortunately the model does 
not contain all the necessary information to provide effective adaptation: in particular it 
does not have information about how much Peter is interested in churches from an artistic 
point of view. Thus, the system looks for other Web systems used by Peter as well. It 
finds iCITY3 (Carmagnola et al. 2008), and it decides to ask it for the needed features. 
UbiquiTO and iCITY first agree on Peter’s identity. Then, UbiquiTO asks iCITY for the 
values for Peter’s interest in “churches”. To provide the correct value, iCITY needs to (i) 
clarify the context of the request -i.e., find out whether “church” is considered as a 

 
2 UbiquiTO is an adaptive application that provides content-based recommendations in tourist 
domain.  
3 iCITY is a social web-based, multi-device recommender system. It provides suggestions on 
cultural events in the city of Turin, and allows users to insert new events, to add information about 
events, to insert comments and tags. 
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sightseeing site or as a place for attending religious events. Thus, it starts negotiating the 
concept with UbiquiTO, in order to disambiguate the meaning.  
Once the feature has been disambiguated, iCITY is able to discover that its repository 
does not store a value for such a feature. Instead of stopping the communication as 
commonly happens, UbiquiTO asks for Peter’s interests in other concepts somehow 
related to the starting one, such as more general concepts. In this way, UbiquiTO is able 
to (ii) obtain an approximate answer even if the exact one is not available.  
 
The problem underlined in the scenario described above is how to enable Web-based 
adaptive applications to interoperate in order to exchange knowledge contained in their 
user models. In principle, the communication model for supporting the exchange of UM 
knowledge could be quite simple: a requestor asks for some user model feature and a 
responder provides the requestor with the value of the required feature. When the object 
of the request is a concept from a shared knowledge model, a well-defined and structured 
form of atomic communication (request/response) could be sufficient to reach UM 
interoperability.  

However, as the scenario highlights, the exchange of user model data in an open 
environment like the Web may require more complex interactions, since it can require a 
very high degree of alignment between the applications. In particular, as emerges from 
the scenario, there are two main typologies of problems, dealing with ambiguous request 
or missing response. 

 
Ambiguous request. The problem is exemplified by the situation (i) in the scenario. This 
problem is particularly relevant when the systems do not share the same knowledge 
model, as it is common in an open environment as the Web, where applications are 
independently built for different purposes by different organizations. The heterogeneity of 
user-adaptive applications makes it impossible and unrealistic to have a unified domain 
model (such as an ontology). Furthermore, even if two systems share the same knowledge 
model, their internal knowledge organization in repositories could only partially overlap, 
since the internal knowledge can be structured according to the specific system’s needs 
(Laera, 2006). This can cause some ambiguities in the meaning of the concepts. 

Thus, we need some mechanism to disambiguate the exchanged concepts, i.e. to reach 
an agreement on the exact meaning of the requested features. In case of UM 
interoperability, to disambiguate a concept means that both systems must be sure that 
they are referring to the same user model concept. In particular, for domain-related 
concepts (such as “interest(art)”), it means to refer to the same property of the user model 
(“interest”) and to the same concept in the domain model (“art”).  
 
Missing response. This problem, exemplified in the situation (ii) of the scenario, covers 
two cases. The first one occurs when the value of the requested feature is not available in 
the provider’s knowledge base. The second case occurs when the provided value is not 
satisfactory for the requestor (for example the level of certainty of the value is too low). 
Thus, we need some mechanism to approximate the response, e.g. to derive in some way 
the desired concept starting from some related concepts (more general or more specific 
concepts). 
 
In both situations, atomic communication is not sufficient. In these cases, the exchange of 
user model data requires more complex typology of communication among systems.  
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3. A Model for User Model Interoperability on the 
Web 
The solution we propose for dealing with the problems described in the previous section 
is to exploit Web standards for interoperability (Semantic Web and Web Service) for 
implementing a simple atomic communication, and a dialogue model in order to enhance 
the communication capabilities of the systems.  
A dialogue represents a communicative action between two agents interacting with a 
specific goal. A dialogue is an evolution of traditional messaging mechanism used by 
distributed systems to communicate (Wooldridge, 1966), enriched with some aspects 
derived from human conversational conventions, such as flexibility, context-dependence, 
mixed-initiative, action-reaction mechanism, turn-talking management (Levinson 2001). 
For its characteristics, a dialogue can be useful to support both syntactic and semantic 
interoperability issues.  
 
In the following, we will present separately our solutions to reach syntactic and semantic 
interoperability of UMs in the Web.  
 
Syntactic interoperability. Our model for syntactic interoperability of UMs is based on 
i) Web Service technology for implementing atomic communication, and ii) dialogue 
techniques on top of Web Service infrastructure when more complex interactions are 
necessary.  
The loosely coupled structure and the well accepted stack of standards underlying Web 
Services represent a solution to the integration of UM knowledge and personalization 
services from various systems. The use of Web Service techniques for reaching UM 
interoperability means that user-adaptive systems must make their UMs available as a 
public interface described in the standard language WSDL4, accessible via HTTP by 
means of SOAP5 messages. Thus, each user-adaptive system provides a sort of user 
model service specifying in a WSDL file the user model features the system provides and 
the methods to access them. For instance, the UM of a recommender system could be 
extended with a public interface that enables other systems to invoke its user model 
features. With this approach, a software agent which needs user features can search for 
Web Services which provide such features for a specific user and decide to invoke the 
service which better satisfies its needs.  

Web Service interface and the emerging service publication standards support only the 
specification of static interfaces of elementary services. They allow only simple “one-
shot” interactions, structured as “request–response” pairs, but they are not expressive 
enough to define conversations including more than two turns (Ardissono et al. 2004). In 
fact, such standards cannot support rich interactions requiring a more proactive, dynamic 
modality of communication with complex patterns of interaction (Hanson et al. 2004). In 
problematic situations they usually stop the communication. Instead, in our model, when 
a communication problem occurs, systems may play a dialogue in order to start a 
negotiation. In particular, by means of a dialogue, systems can approximate the response 
when the exact one is not available or can find better results when the available ones are 
not reliable enough, as explained later.  

 
Semantic interoperability. Our model for semantic interoperability of UMs is based on 
the use of i) Semantic Web languages to guarantee common basic understanding among 
systems, and ii) dialogue model when a negotiation of meaning is needed.  

Resources from the Semantics Web (Berneers-Lee at al. 2001), such as ontologies, 
metadata and specification languages, are based on open standards and have been 

 
4 WSDL - Web Service Description Language  (http://www.w3.org/TR/wsdl) 
5 SOAP - Simple Object Access Protocol ( http://www.w3.org/TR/soap/) 
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developed to allow common understanding among distributed systems in open 
environments. For these reasons, in our model, we exploit Semantic Web techniques to 
solve semantic interoperability. This implies that the user-adaptive systems must 
represent the knowledge in the user model (and in the domain model related to the user 
model) with standard xml-based formal languages (like RDF6, RDFS7, OWL8) , and they 
must organize this knowledge in structures such ontologies which must be public and 
shared among applications. Even though in the last years suppliers and consumers of user 
profiles have shown increased awareness of the need for standards for representing and 
exchanging user profile data, the heterogeneity of user-adaptive applications in the Web 
makes the use of such standards very difficult (Heckmann 2005). Currently, in such an 
environment there cannot be a single universally shared ontology that is agreed upon by 
all the parties involved. Instead, every system typically uses its own private ontology, 
which may not be understandable by other applications. Thus, some form of alignment 
among ontologies is needed. When some problems occur, systems should be able to 
negotiate the meaning. In our model, we propose the use of dialogue to solve such 
problems. 
 
In summary, dialogue plays crucial role in our interaction model, to solve both semantic 
and syntactic interoperability. In the following section, we will focus on the detailed 
description of the proposed dialogue model.  
 

3.1 The Dialogue Model  

As a conceptual model of the interaction, we have applied the dialogue model introduced 
by Dimitrova (2001), based on multi-agents9 dialogue models of the Speech Acts (Searle 
1972) and the Dialogue Game (Levin and Moore 1977).  

The Speech-Act theory10 considers communication as an action: a Speech Act can 
change the state of the environment in the same way physical actions do. A dialogue is a 
set of Speech Acts performed by speakers with the intention to accomplish certain 
purposes. Every communication requires that the participants apply some decision 
making mechanisms to organize the dialogue in order to achieve their goals. 

Levin and Moore (1977), starting from interactions between humans, proposed a 
theory that describes regularities in conversational interactions as Dialogue Games11. 
Dialogue Games are knowledge structures for representing multiple turn dialogue 
patterns organized around a specific goal.  

 
6 RDF - Resource Description Framework (http://www.w3.org/RDF/)  
7 RDFSchema  (http://www.w3.org/TR/rdf-schema/) 
8 OWL - Web Ontology Language (http://www.w3.org/2004/OWL/)  
9 A multi-agent system (MAS) is a system composed of several agents, collectively capable of 
reaching goals that are difficult to achieve by an individual agent. “The characteristics of MASs 
are that (1) each agent has incomplete information or capabilities for solving the problem and, 
thus, has a limited viewpoint; (2) there is no system global control; (3) data are decentralized; and 
(4) computation is asynchronous” (Sycara, 1998). 
10 Speech-Act-based approaches are widely used to describe system-to-system interaction since, on 
the one hand, they represent the interaction at a conceptual level, independently of the physical 
implementation of the systems. On the other hand, they allow considering the use of a language by 
a system like any other action that it might take, simplifying the interaction management. 
11 A Dialogue Game defines “the kind of language interactions in which people engage, rather than 
the specific content of these interactions” (Levin and Moore 1977). Thus, the dialogue game 
approach is particularly useful to model system-to-system interaction (Jarred et al. 2003, McGinnis 
at al. 2003, McBurney and Parsons 2002), allowing to separate the management of “how” the 
interaction occurs from the management of exchanged messages. 
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Dimitrova (2001) put together these two interaction paradigms and presented a model 
for human-computer interaction in the e-learning field. This is a closed educational 
environment, with one student interacting with one system at a time. It is very different 
from the context of UM interoperability in open environment like the Web where many 
systems and many users can mutually and contemporarily interact with each other. Thus, 
we extended the approach by adding features needed in such a context, and omitting some 
features specific to educational task (see Cena and Aroyo 2007 for a description of the 
changes in the model).  

In the following we present the definition of the main components involved in the 
model: communicative acts, dialogue rules, and dialogue games. 

 

3.1.1 Communicative Acts 

A Communicative Act (CA) (Baker, 1994)12 consists of a proposition representing the 
intention of the system. Each participant in a dialogue produces CAs at its turn. A CA is 
defined as a quadruple <Requestor, Responder, Move, Statement> where the Requestor 
and the Responder identify the dialogue participants, the Move is a performative verb 
describing the illocutionary force13 of the CA, and the Statement expresses a claim over 
the knowledge models.  
Requestor/Responder. In the context of UM interoperability, the requestor is the user-
adaptive system asking for information about a user, while the responder is the provider 
of UM data. 
Statement. The requestor and the responder communicate by means of statements over 
concepts of the knowledge models (user and domain models). Statements are dependent 
on the specific application domain, but independent of the representational language used 
for the knowledge representation. A statement on a knowledge model may be represented 
in different ways, for example using conceptual graph (Sowa 1984) like in Dimitrova 
(Dimitrova 2002). We chose a representation by means of linear parameters (Rich 1983) 

as <property(topic), value, belief>, where property is a feature of the user model (and 
topic is a concept of the domain model14 to which the property refers), value indicates the 
value assumed by the property, belief measures how much the system believes that its 
assumption about the specific value is correct.  

Furthermore, in our model, statements have to be semantically expressed, i.e. 
expressed in a non ambiguous way (in formal semantics) and in a machine-processable 
way (in formal syntax) with some XML-based Semantic Web languages (such as RDFS, 
OWL), and have to refer to some shared model. Semantically expressing the statement is 
very useful in a dialogue since it provides a common understanding of the exchanged data 
among systems, but it also gives the systems the possibility to consider the semantics of 
data when deciding their behaviour in the dialogue. In other words, systems can reason 
with the hierarchy and the attributes of the knowledge models (ontological reasoning15) 
for identifying the concepts involved in the dialogue (see Section 3.1.3).  
 
Move. Moves express the intention of the CA. Starting from the definition of moves by 
Dimitrova, 2001, we identify a set of moves appropriate for the UM interoperability 
context. By means of moves, a system may express the following intentions:  

 
12 To avoid association with exclusively verbal interactions, Baker (1994) proposes to use the term 
Communicative Acts (CA) rather than Speech Acts.  
13 The illocutionary force of a communication act is the intention it is exchanged (e.g. inform, 
inquire, deny) (Levinson, 2001). 
14 In case of simple domain-independent features (such as demographic features) the topic is null. 
15 Ontological reasoning means deducing subclass and superclasses of a concept, to find similar 
concepts and so on.  
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- to make a statement:  
- inform(s) – a system believes s; 

- to suggest actions to perform over the statement:  
- suggest(p,s) - the requestor suggests p as a new conversation topic 

instead of s;  
- modify(v,s) - the requestor suggests a different value v for the property in 

the statement s; 
- to make request about s:  

- inquire(s) - the requestor asks for the value of the property in the 
statement s or for the belief of this value; 

- to express opinion on s:  
- challenge(s) - the requestor doubts the value or the belief of the property 

in the statement s;  
- disagree(s) - the requestor disagrees with the value in the statement s; 
-  agree(s) - the requestor agrees with the value in the statement s; 

- to explain s:  
- justify(s) - the requestor explains the value of the property in the 

statement s; 
- to express the capability to provide s:  

- deny(s) - the requestor does not accept s as a topic of the discussion; 
- accept(s) - the requestor accepts s as a topic of the discussion;  
- skip - the responder skips its turn and passes the initiative to the 

requestor. 
 
We conclude by providing some examples of Communicative Acts.  
An example of a CA with a domain-related feature in the statement could be:  
 

“system1, system2, inquire, (“interest(art)”, value=?, belief=?)" 
 
which means that system1 inquires system2 about its value and belief on the user model 
property “interest” in the domain concept of “art”.  
Instead, an example of a CA with a domain-independent feature in the statement could be  
 

“system2, system1, challenge, ("school_level”, value=0.7, belief=0.3)" 
 
which means that system2 challenges system1’s belief on the value of the user model 
property of “school level”. 

3.1.2 Dialogue Rules 

Dialogue rules define the communication protocol of the dialogue. They express the 
allowed moves in Communicative Acts and how to sequence them. A dialogue rule is 
defined as (move1,statement1)! (move2, statement2) and postulates that a CA with move2 
and statement s2 is permitted if the previous turn has included move1 and statement s1 
(Dimitrova 2001). A dialogue rule does not specify the involved conversational 
participants.  

Dialogue rules are domain and application-dependent: in our scenario of 
interoperability interaction between UASs, possible dialogue rules could be: 

- (inquire, s1) ! (deny) allows a participant to deny to provide a response to the 
request of another participant. 

- (inform, s1) ! (challenge, s1) allows a statement made by one agent to be 
challenged by another agent. 

Dialogue rules are public and all the agents involved in the dialogue have to follow them 
in order to be able to communicate.  
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3.1.3 Dialogue Games 

A Dialogue Game is a template defining the sequence of Communicative Acts to be 
exchanged for reaching a particular goal. Dialogue Games can be seen as “pre-
programmed interaction patterns”, and they correspond to conversation policies as 
defined by Hanson et al. (2004). A dialogue game, from a conceptual point of view, is 
characterized by three parts (Dimitrova 2001): specifications, parameters, and 
components.  
i) Specifications are the elements that remain constant during the game and are 
represented as predicates on the game parameters. They represent the pre-conditions of 
the game, i.e. the specific situation triggering a dialogue game. 
ii) Parameters are the elements of a dialogue which can vary during the same game. They 
express: 

- what the requestor wants to reach through the dialogue game (goal);  
- a list of concepts and properties related to the topic that can be discussed during 

the game (focus space). 
iii) Components are the elements changing in a systematic way during a game. They are a 
set of sub-goals that determine the sequence of Communicative Acts to be generated 
during the game. They are defined by three typologies of dialogue strategies:  

- strategies to retrieve the necessary pieces of information for the construction of 
each dialogue game. There are two methods: find_focus() for retrieving all the 
concepts that will compose the “focus space” of the game, and choose_scope() 
for extracting from the set of concepts in the focus, i.e. the concepts to use as 
statement of each CA. 

- strategies to determine the Communicative Acts to produce. For example, a 
system may apply the following rule: if the belief in the statement is under a 
particular threshold, the next CA must be a challenge of the concept.  
  if (belief < 0.7) then 
  {CommunicativeActs_List = add <q,r,challenge,c>,CommunicativeActs_List} 

- strategies to determine how the dialogue participants’ knowledge base changes at 
the end of the dialogue (post-conditions). 

The first typology of strategies strictly depend on the goal of the game: each Dialogue 
Game implies specific strategies to collect the information. They are the same for all 
the dialogue participants and must be public.  
The latter two strategies, instead, depend on the specific internal policies of each 
system, since every system can implement its specific strategies. Thus, they are kept 
private. 

 
All the elements of the dialogue game model are represented in Figure.1. 

 
Figure 1. A graphical representation of the dialogue game model  

The formalization of the dialogue game can be expressed also as a 5-tuple (Aroyo et al. 
2005)  

<P,U,C,S,R> 
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where  
- P are the pre-conditions necessary to trigger the game;  
- U are the strategies for selecting the concepts to exchange in the game; 
- C is the focus, the set of all possible concepts that can be exchanged during the 

dialogue;  
- S are the scopes, a subset of focus concepts; 
- R are the post-conditions, the actions to perform at the end of the game. 

Dialogue Games are the building blocks of the model, since they are the templates 
describing the communication behaviour the systems can follow to reach a particular 
goal. All the information about a dialogue is maintained in a public template called 
dialogue schema, containing the preconditions P, and the specific strategies (U) for the 
construction of the focus space (C) and the choice of the statement (S). We decided not to 
maintain public neither the strategies for producing the CA nor the post-conditions 
strategies, leaving each system free to implement its own strategies to decide what to do 
after the end of the game. 

Dialogue Games for UM Interoperability 

As seen in the scenario in Section 2, “ambiguous request” and “missing response” have 
been identified as the two main problems in the context of UM interoperability. They 
correspond to the goals of (i), “clarifying a request” and of (ii), “approximating the 
response”. Thus, two specific dialogue games have been defined to reach such goals 
(Cena and Aroyo 2007, Cena 2007) 16: 

- an explorative game supports the approximation of concepts by collecting 
information about the concepts and relations in the knowledge base. The 
requestor can use this game to explore the user model of the responder in order to 
find an approximate answer, when an exact one is not available or the belief of 
the answer is too low. The rationale of the game is the use of related concepts in 
case the exact concept is not available; 

-  a clarification game supports the refinement of the request. The responder can 
use this game to know the context of the request in order to identify the 
granularity of the response in a “query refinement”17 task (Stojanovic 2005). The 
rationale of the game is the use of concept properties to disambiguate the 
meaning of the requested topic, since two concepts sharing the same properties 
have a high probability of being the same concept.  

 
In the following we describe in detail the dialogue schema that determines the content of 
the dialogue and the behaviour of the dialogue participants.  

 

 
16 In the UM interoperability context another goal has been identified as “to justify a response”. 
The correspondent explicative game has the aim to clarify why a certain value or belief is present. 
This dialogue game starts when there is a discrepancy in the participants’ beliefs that needs a 
justification. The focus of the game will be constituted by the concepts from which the value is 
derived. These concepts are here considered as endorsements, i.e. reasons for believing or 
disbelieving the statement to which they are associated (Cohen 1985). The evaluation of the final 
value depends on the evaluation of the intermediate values (Carmagnola and Cena 2006b). In the 
rest of the paper, we will not analyze this type of game. For a more detailed description, refer to 
Cena 2007. 
17 A “query refinement”  task is the process of searching for queries that are more relevant for an 
entity’s needs than the initial query, by specialization of the query’s scope. 
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Explorative Game 

An explorative game has the goal of exploring the conceptual space of a concept. This 
means finding all other related concepts and the values of their features. The situations 
which trigger the game (preconditions) are two: the responder does not store a value for 
the requested property, or the belief in the value provided by the responder is too low for 
the requestor. The dialogue strategies that determine the content of the explorative 
dialogue are the following ones: 
- find_focus. The aim of the game is to approximate the response. The strategy is to 

retrieve the information related to the context of the concept, thus, the focus space 
will be composed by all the concepts related to the topic. In fact, the rationale of the 
game is that if the an exact match of the requested concept does not exist, the value of 
the properties of related concepts can be used instead. We can consider that if the user 
expresses interest in a subclass, this interest can be extended with high degree of 
certainty to the upper class, since children concepts are subclasses of a class and the 
subclasses inherit attributes of the upper classes. Thus, the interest of a user in 
“ancient art” can be assumed to be similar to the interest in its parent concept “art”. 
For example, if a starting topic is the concept of “cubism” (an artistic movement) a 
possible focus could be composed by other artistic movements with similar principles 
(e.g., “elementarism”); sharing the same historical period (e.g., “futurism”) , or all the 
concepts that are more generic than the starting one (for example, “ contemporary 
art”).  

- choose_scope. The focus concepts are selected to be statements of CA according to 
their similarity with respect to the starting topic: the more properties with the same 
values they have in common, the more they are similar. In the selection of a scope, 
only the concepts that have the same upper concepts and properties in common are 
selected and ranked according to their similarity.  

Table 1 represents the schema of the explorative game among a requestor (q) and a 
responder (r) exchanging statements in the form <p(c),v,b> . Notice that the notation “vq 
(pc)” in the table means “the value (v) of the property (p) of the topic (c) stored by the 
requestor (q)” .  
 

Game structure for explorative game(c) 

Parameters Goal  topic c 
 

Explore a concept c  

Focus* focus = find_related_concepts(c)  
 

Find all the concepts related to c  

Specifications Pre-
conditions 

(vr (pc) =’null’)  
OR  
(br (pc) =’low’) 
  

i) The responder does not store the 
value for the property p of the 
concept c.  
ii) The responder’s belief on the 
value is too low 

Components Scope* scope = choose_scope (focus) Select concepts in the focus to be 
the scopes of the CA according to 
their similarity 

List-CA** list_CA = 
assign_communicative_act(move, 
scope) 
 

Produce a list of CAs  

Table 1. The structure of explorative game  
(* The find_related_concepts and choose_scope methods are illustrated in Section 5.  

** The list of CAs derived from the application of internal strategies) 
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At the end of the game tha system applies some post-conditions: for example, it could add 
to its repository the new values only if their beliefs are higher than the previously 
available ones. 
Table 2 provides an instance of such a game where topic=cubism. 

Parameters Goal (cubism) 
 

Focus focus=find_related_concepts(cubism)  

 
focus=[elementarism, naturalism, futurism, gothic, 
artistic_movement, painting] 
 

Specifications Pre-conditions (vr (interest(cubism)) = ‘null’) 
  

Components Scopes s1= elementarism, s2= futurism.. 
 

List-CA List_CA= [< inquire, interest(s1), v?>,  
..] 

Table 2. An example of an instance of the explorative game 

Clarification Game 

A clarification game has the goal of disambiguating a concept starting from its properties. 
A concept is defined, in terms of the model, as a combination of properties: concept(c) = 
<p1, p2, p3, .., pn>. Two concepts can be considered the same concept if they have the 
same properties. Thus, in order to disambiguate the topic concept, the requestor asks the 
responder for the properties of the topic, in order to compare them with the properties it 
stores. 
The precondition of this game is the statement of the CA containing a label which refers 
to more than a concept in the responder’s knowledge base. 
The Dialogue Strategies that determine the content of the clarification dialogue are the 
following: 
- find_focus. The strategy is to disambiguate the concept starting from identifying its 

features. Thus, the focus will be constituted by the properties of the concept. For 
example, if we want to identify the concept of painting, a possible focus could be 
composed by all the properties of the concept: style, author, date of creation, title, 
techniques. 

- choose_scope. The concept to be the topic in the statements is selected from the focus 
space according to the level of importance for identifying a concept: thus, statements 
are ordered from the ones with the highest importance to the lowest. 

 
Table 3 represents the schema of the clarification game among a requestor (q) and a 
responder (r) exchanging statements in the form <p(c),v,b> .  
 

Game structure for clarification game(c) 

Parameters Goal c  
 

Identify a topic concept (c) 

Focus* focus = find_properties(c) 
 

Find the properties of the 
concept (c) 

Specifications Pre-
conditions 

(c = x) AND (c = y) 
  

The CA contains a label (c) 
which refers to more than a 
concept (x and y) in the 
responder’s knowledge base 
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Components Scope* scope = choose_scope(focus) Select concepts in the focus to 
be the statement of the CA 
according to the level of 
importance 

List-CA** List_CA = 
assign_communicative_act(move, scope) 
 

Produce a list of CAs 

Table 3. The structure of clarification game 
(* The find_related_concepts and choose_scope methods are illustrated in Section 5.  

** The list of CAs derived from the application of internal strategies) 
 

At the end of the game, the requestor updates the repository for the properties with the 
new value according to its internal strategies. Table 4 shows an example of a possible 
implementation of a clarification game for the concept rock in sense of music genre. 
 

Parameters Goal (rock) 
 

Focus focus=find_properties (rock)  

… 
focus = [ genre, artists, singers, period, 
concert_dates] 

 
 

Specifications Pre-
conditions 

[c(rock)= concept(C002)] AND 
[c(rock)=concept(C004)] 
  
  

Components Scope p1= genre, p2= artists, p3= period 
 

List-CA <inquire, p1, > 
… 

Table 4. An example of an instance of a clarification game 
 

In the following section we describe the architecture of the framework we propose to 
implement the interaction model presented so far. 

 

4. The Semantic Conversational Framework  

We propose a semantic conversational framework for user model interoperability on the 
Web. The most important requirement for systems to partake in the framework is to 
expose the interface to access the user model as a Web Service. It is not required that 
adaptive systems are built as Web Service at all, but they only have topublish in a WSDL 
file the methods to access the user model knowledge.  
The second requirement for systems to partake in the framework is to have a common 
understanding of exchanged statements. To do so, systems should express the knowledge 
model (the user model and the corresponding domain model) with a semantic languages 
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(in RDFS18) and should refer to some external knowledge model (GUMO for user model 
and other domain-specific models).  
 
We chose to develop a distributed peer-to-peer architecture to organize the interaction 
management. The main components of the framework architecture are i) a semantic 
environment to store the semantic knowledge models, ii) a UM Web Service, iii) some 
dialogue management tools (a public dialogue knowledge base , local dialogue modules 
and a local dialogue working memory). Figure 2 represents the main components of the 
framework. 
 

 
Figure 2. Architecture of the semantic conversation framework  

4.1 The Semantic Environment 

Systems need a semantic environment to store the semantic knowledge models, to query 
them, and to reason on them. We implemented our model within the semantic 
environment provided by Sesame-1.2.519. The environment is composed by:  

- a RDF store. It contains all the system knowledge about the user (UM) and the 
domain (DM) in the form of RDF/S data models (linked to some external public 
ontologies). 

- the SAIL (Storage And Inference Layer). SAIL is an API for ‘wrapping’ storage 
backend. It allows implementing Sesame on top of a wide variety of repositories. 
All the other Sesame functional modules (like the query module) are clients of 
the SAIL API. This allows high portability of the framework to different systems. 

 
18 We chose the W3C recommendation standard for RDF/S since it is supported by Sesame 
environment and it is expressive enough for our purpose. In fact RDF-Schema allows to describe 
classes and properties of resources, to constrain properties in their domain and range, to build 
hierarchies of classes and resources. It has a formal semantics which supports basic reasoning 
capabilities like class and properties subsumption, and domain and range inference. This is 
sufficient for the goal of our model. Thus, we chose not to use OWL because in the trade-off 
between expressive power and efficiency of reasoning mechanism (Antoniou and van Harmelen 
2004), we opted for efficiency. 
19 http://www.openrdf.org/ 
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- a SeRQL query model. It supports declarative querying at the semantic level, 
about explicitly asserted and inferable statements. Sesame supports SeRQL20, a 
RDF query language. Giving an RDF triple to query, SeRQL accesses the RDFS 
specific contents of the triple, retrieving all classes, properties or instances of a 
class (and also all instances of subclasses).  

- a reasoning module. Sesame provides tools for reasoning capability on the 
knowledge models. This module allows: i) RDF Schema entailment 
(subsumptions of classes and properties that are not explicitly stated in the RDF 
schema); ii) class membership inference (with distinction between subclasses and 
direct subclasses); iii) classification of a concept (inserting a concept in the 
correct level of the hierarchy), iv) inheritance (inferring the properties of a 
concept based on properties of its parents); v) inverse reasoning (definition of 
relations in both directions, from domain to range and vice versa, e.g., to deduce 
from the statement “Mario owns a car” that “A car is owned by Mario”). All the 
more powerful reasoning capabilities needed for the internal tasks (e.g., user 
modeling and adaptation strategies) and interoperability interaction (e.g. 
strategies for producing Communicative Acts) have to be expressed by means of 
rules.  
 

4.2 User Model Service 

All systems need to publish the method to access their user model data as a Web Service 
interface. This means that the systems must express in the WSDL language the methods 
for accessing the user model values (e.g “ public String getValue(String userFeature, Int 
UserId)”). When a system wants the data in the User Model, it must implement such an 
interface.  
 

4.3 Dialogue Management Tools 

In order to be able to implement a more complex form of interaction, all the systems must 
refers to a shared dialogue knowledge base, containing all the knowledge needed to 
implement a dialogue game. Furthermore, every dialogue participant needs to locally 
maintain a component in charge of dialogue management (dialogue module), supported 
by a local dialogue working memory. In this way we avoid the use of centralized agents in 
charge of dialogue managing, differently from Levin and Moore (1977) and Dimitrova 
(2001) dialogue processing models. In our model, the functionalities for maintaining a 
dialogue are performed by an internal module of each user-adaptive system. This requires 
more computational efforts, but it gives more flexibility and freedom to each system. 
 
Dialogue Knowledge Base. Systems must share the communication protocol of the 
dialogue (dialogue rules, Section 3.1.2), and the patterns for implementing the dialogue 
(libraries of dialogue schemes, Section 3.1.3). We store a representation of the knowledge 
the participants use during the dialogue, implemented as Java APIs, in a shared dialogue 
knowledge base. All the systems that want to participate in the dialogue only need to 
access this public knowledge base and execute the APIs to start a communication. 
Dialogue Working Memory. It contains all the private strategies used in the dialogue, 
such as rules that compute run-time belief values for each concept according to context 
constraints - time, location - that will determine the future steps of the dialogue. The 

 
20 SeRQL – Sesame RDF Query Language (http://www.openrdf.org/doc/SeRQLmanual.html) 
combines the best features of query languages like RQL, RDQL and of data languages like N-
Triples and N3, adding some other features: graph transformation using construct-queries; optional 
path expressions, nested optional path expressions. 
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Working Memory maintains also all the temporary dialogue results, such as the current 
level of belief of the dialogue participants for the discussed concepts, constraints from 
context that can have influence on the dialogue decision and the dialogue history, 
containing all the previously performed Communicative Acts. Moreover, the Working 
Memory stores the strategies for producing the Communicative Acts and for deciding 
which actions to perform at the end of the dialogue (post-conditions). 
Dialogue Module. It is in charge of the following activities. First of all, it decides 
whether a dialogue is needed. Furthermore, it accesses the Dialogue Knowledge Base and 
chooses which game to play according to the trigger conditions. Afterwards, it exploits 
the dialogue strategies of the chosen dialogue game in order to retrieve the focus and the 
scopes concepts. Then, the Dialogue Module uses some internal private strategy to decide 
which Communicative Act is appropriate to perform. This strategy matches one of the 
possible moves (derived from the application of Dialogue Rules) with one of the possible 
statements (derived from the application of dialogue strategies). To do this match, it can 
take into account the previous CAs produced by the other dialogue participant and its 
beliefs.  
The Dialogue Module produces CA which will be exchanged according to the 
communication protocol defined by dialogue rules in the dialogue knowledge base. It 
analyses the CA of the responder, and fills in parameters of the current dialogue situation 
of the Working Memory. At every step, it updates the Working Memory, and, according 
to the current context maintained in the Working Memory, it decides the next step in the 
dialogue. 
 

5. Use Case as a Sequence of Dialogue Games in 
Our Interaction Model 
In this section, we illustrate the scenario presented in Section 2 as a sequence of Dialogue 
Games, providing some implementation detail.  

The starting point is Peter selection of “church” in the UbiquiTO interface. Since 
UbiquiTO does not have in its UM repository all the required information to satisfy 
Peter’s request (in particular it lacks Peter’s interest in churches), it accesses the UM Web 
Service interface of iCITY21 (Section 4.2). Exploiting the public methods, it sends a 
SOAP message to retrieve Peter’s value of the feature:  
 public String getValue(String interest, String church, String peter22) 

 
UbiquiTO and iCITY refer conceptually to the same public user model ontology 
(GUMO23) and to the Art and Architecture Thesaurus (AAT)24 for the art domain. 
However, they structured their internal repositories in different ways according to their 
specific adaptation goals. Their repositories only partially overlap and some ambiguity in 
the concepts meaning is possible. In this case the request is ambiguous. “Church” is a 
label which in the UbiquiTO repository refers exclusively to a place to visit (i.e. a 
sightseeing site)(#001 in Figure 3). In iCITY repository, instead as it possible to see in 

 
21 Searching external systems does not influence the interaction management. Hence, we focused 
only on what happens when the system is found and the interaction starts. For a possible approach 
for systems discovery in User model interoperability context, see Cena and Furnari (2008)  
22 Before starting to exchange data UbiquiTO and iCITY should reach an agreement about the user 
identity, in order to be sure that they are speaking about the same user (see Carmagnola and Cena 
2009) 
23 http://www.ubisworld.org/ubisworld/documents/gumo/2.0/gumo.owl 
24 http://www.getty.edu/research/conducting_research/vocabularies/aat/ 
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the Figure 3, it can refer both to a sightseeing site (#C007) and to a place for attending 
religious events (#C003)25. 
 

 
 

Figure 3. Difference in domain models of UbiquiTO (left) and iCITY (right) 

 
iCITY accesses the Dialogue Knowledge Base (Section 4.3), and initiates a clarification 
game to clarify the request. Thus, it implements the strategies for collecting the 
information (the find_focus and choose_scope methods; Section 3.1.3) specific to such a 
game: 
o find_focus(). In this dialogue game, the properties of the concept to disambiguate 

constitute the dialogue focus. Thus, iCITY queries (with SeRQL) the domain model 
in order to retrieve all the properties related to “church” as concept C007. In the 
following, the code for collecting the focus in an explorative game (topic = “church”) 
is presented: 

 
public String findProperties(String topic) { 
String queryString = new String( 
"select properties from " + 
"{Topic} um_rdf_:has_" + property + "_" + {BlankNode}, " + 

   "{BlankNode} um_rdf_:has_properties {properties} " + 
 "where User=http://www.di.unito.it/~cena/um.rdf#" + User +  

  "using namespace " + Namespaces.NamespaceString); 
 ------------------------------------------------------------------------- 
 Focus = [has_style, has_architect, has_visiting_hour, has_historical_period] 

 
As seen, the query results as focus: has_style, has_architect, has_visiting_our, 
has_historical_period. 
Then, iCITY performs the same query for collecting the properties of the concept 
C003 in its repository. The query results as focus: has_celebration_hour, 
has_religious_view, has_priest_name.  
 

o choose_scope(). The properties to be the topic in the statement are selected from 
focus space according to the level of importance for identifying the concept: thus, the 
scopes are ordered from the highest importance ones to the lowest ones. To this 
purpose, iCITY checks the property “importance_factor” , which associates each 
property to a concept and indicates how much the property is important for 
identifying such a concept. 

 
public String checkImportanceFactor(String User_dimension, String topic, 
String User) { 
String queryString = new String( 

 
25 Notice that each domain concept in the ontology is identified by means of a numerical code, but 
what is exchanged is the concept’s label. 



 18 

"select CL from " + 
"{User} um_rdf_:has_" + User_dimension + "_" + topic + " {BlankNode}, " + 

   "{BlankNode} um_rdf_:has_CL {CL} " + 
"where User=http://www.di.unito.it/~cena/um.rdf#" + User +  

  "using namespace " + Namespaces.NamespaceString); 
 ------------------------------------------------------------------------ 

Scopes = [s1 = has_style, s2 = architect, s3 = visiting_hour] 
 

 
iCITY is now able to ask UbiquiTO whether it also stores the collected properties as well 
in its repository. Implementing its own strategies to produce Communicative Acts (see 
Section 3.1.3), it generates the following sequence of CAs: 
 

CLARIFICATION GAME 
iCITY : Do you have property = “has_celebration_hour” for church”?    (<inquire move>)  
UbiquiTO: No, I don’t.      (<deny move>)  
iCITY : Do you have property = “has_style” for church”?      (<inquire move>) 
UbiquiTO: Yes, I have.    (<accept move>) 

  
Then, according to its internal strategies, taking into account the number of properties in 
common, it determines if the concepts can be considered the same (for a detailed 
description of the algorithm, see Cena 2007). In this way, it is able to establish that the 
concept (U001) in the UbiquiTO’s repository refers with a high probability to the concept 
(#C003) in its repository since they share a large number of (important) properties. Table 
5 illustrates the whole structure of such a game filled with the specific values. 
 

Parameters Goal  “church” 
 

Focus find_properties (church)  
focus(C001) = [ has_style, has_historical 
period, has_architect, has_visiting_hour] 

focus(C003) = [has_celebration_time, 
has_priest_name, has_religious_view] 
 

Specifications Pre-
conditions 

(church)= concept(C001) AND 
(church)=concept(C003) 
  
  

Components Scope p1= has_style, p2= has_architect, p3= .. 
 

List-CA <inquire, p1, > 
… 

Table 5. Implemented structure of the clarification game 
 

After having clarified that the concept refers to a typology of places to visit, iCITY can 
check its UM repository and discover that it does not store a value for Peter’s interest in 
it.  
However, instead of stopping the communication, UbiquiTO accesses the dialogue 
strategies in the public Dialogue Knowledge Base to decide which dialogue game to play 
in this situation. It wants to achieve similar results, and this is a precondition that triggers 
an explorative game. Thus, UbiquiTO starts an explorative game for exploring the 
domain model, finding other possible related concepts to address the user request. It 
exploits the public strategies to follow for collecting information:  
o find_focus(). To find the focus of the dialogue, UbiquiTO explores in its domain 

model the semantic space of the topic the feature refers to. It aims at gathering all the 
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concepts related to the topic: all the ancestors, descendants and siblings concepts 
related to “church”. Such concepts will constitute the dialogue focus. An example of 
the code of the strategy for collecting descendant (children) concepts is the following 
one (topic = church) 

find_children(topic)  
 "select children from " + 
 "{children} serql:directSubClassOf {X} " + 
 "where X = dm_rdf:" + topic + 
 using namespace"+NamespaceString;} 
------------------------------------------------------ 
query results26 
children = [abbey, cathedral, convent] 

 
In this way, UbiquiTO has the complete view of the concept relations in the domain 
model, as it could be seen in Figure 4.  

 
Figure 4. The extracted portion of the domain model  

 representing the focus space of the explorative dialogue 
 
o choose_scope(). To choose scope concepts, UbiquiTO selects from the focus space 

concepts according to their similarity with the topic. The level of similarity depends 
on the number of properties in common. In the following the portion of the code for 
the extraction of the scope from focus is reported. Notice that user_dimension is 
“interest”, topic is “church” and user is “Peter id”. 

 
public String checkSimilarity(String user_dimension, String topic, String 
user) { 
String queryString = new String( 
"select CL from " + 
"{User} um_rdf_:has_" + User_dimension + "_" + topic + " {BlankNode}, " + 

   "{BlankNode} um_rdf_:has_CL {CL} " + 
"where User = http://www.di.unito.it/~cena/um.rdf#" + User +  

  "using namespace " + Namespaces.NamespaceString); 
---------------------------------------------------------------------------
Scopes = [s1 = cathedral, s2 = abbey, s3 =convent 
s3 = cathedral, s4 = historical_buildings, s5 = place_to_visit,] 

 
At this stage, UbiquiTO can ask for Peter’s interest in all the related concepts ranked by 
similarity with the starting topic “church”. The most similar concepts are the children 
concepts since they share exactly the same properties. Thus, UbiquiTO performs the first 
CA, starting from the children concepts (e.g., abbey, cathedral, convent).  

 
26 It is a declarative querying at the semantic level, since giving an RDF triple to query, SeRQL 
accesses the RDFS specific contents of the triple, retrieving all classes, properties or instances of a 
class. 
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Then, it continues inquiring for the interest values of the sibling concepts (e.g., “historical 
building”, “museum”, “exhibition”, etc). Among them the most similar with “church” is 
“historical_building”, since they share the property “has_style”. Figure 5 shows the 
strongest relation among “church” and “historical building” with respect to “church” and 
“exhibition”. 

 
Figure 5. A portion of the domain model showing the strongest relation  

between “church” and “historical building” 
 

EXPLORATIVE GAME 
UbiquiTO: Which is Peter’s interest in abbey?    (<inquire move>) 
iCITY : The value is 0.4 with belief 0.6   (<inform move>) 
UbiquiTO: Which is Peter’s interest in cathedral?    (<inquire move>) 
iCITY : The value is 0.9 with belief 0.7   (<inform move>) 
UbiquiTO: Which is Peter’s interest in convent?    (<inquire move>)  
iCITY : I have no value   (<deny move>) 
UbiquiTO: Which is Peter’s interest in historical_building?   (<inquire move>) 
iCITY : the value is 0.2 with belief 0.9   (<inform move>) 
UbiquiTO: Which is Peter’s interest in place_to_visit?    (<inquire move>) 
iCITY : the value is 0.4 with belief 0.5    (<inform move>) 
 

 

Fig 6 The extracted portion of the domain model relating of “church”  
 after the interaction with iCITY 

 
UbiquiTO has got from iCITY a list of values of Peter’s interest in some domain concepts 
related to the topic, as it could be seen in Figure 6. In this way,  even if UbiquiTO does 
not have the exact value of interest in the concept “church” from iCITY, it can infer it as 
an average of the values of interest in related concepts, weighed on the confidence level 
of each value. This is done according to the assumption that the interest in a concept can 
be assumed to be similar (with a degree of similarity) to the interest in its parent concepts. 
In this case, we can deduce for Peter a medium interest in church (0.54), since he shows a 
medium-high interest in the children concepts of the concept. 
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As regards the post-conditions of the game, UbiquiTO updates its repository with the 
new values derived from iCITY. For the concepts it has not yet stored any interest value 
for, UbiquiTO will import the values from iCITY only if they have a high confidence 
level. For concepts it has already stored an interest value for, it will combine the value 
derived from iCITY (weighted with a trust value ) with the correspondent value stored in 
its repository (weighted on the confidence level). 
Table 6 provides the schema of the explorative game implemented with the specific value 
of the game. 

Parameters Goal (church) 
 

Focus find_children(church)  
children= [abbey, cathedral, convent] 
 
find_parents(church)  
parents= [place_to_visit, place, architecture] 

find_siblings(church)  
siblings= [historical_buildings, museum, exhibition] 

Specifications Pre-conditions [vr (interest(church)) = null] 

  

Components Statement s1= abbey,  
s2= cathedral, 
s3= convent, 
s4= historical_buildings,  
s5=place_to_visit 
 

List-CA < inquire, interest(s1), v?>,  
< inquire, interest(s2), v?>, 
< inquire, interest(s3), v?>, 
< inquire, interest(s4), v?>, 
 

Table 6. The implemented computational model for the game 

 
Figure 7 presents the sequence of CAs of Dialogue Games performed in the use case by 
means of a UML sequence diagram.  

 
Figure 7. The UML diagram of the dialogues in the use case 

 
As a consequence of the dialogue, UbiquiTO has a wider range of data about the user, 
that it can use to provide more appropriate results. In fact, before starting the dialogue, 
UbiquiTO did know that the user did not like visiting historical buildings. Thus, it could 
happen that it suggested visiting the baroque building of the ancient University Palace. 
After the dialogue, UbiquiTO knows that Peter: likes cathedral; does not like visiting 

UbiquiTO-S ARRS
getValue(inte res t,church,pe te r)

<inquire (has_ce lebra tion_hour)>
<deny()>

<inquire (inte res t(ba roque)>

<inform(0.5,0.3)>

<inquire (inte res t(gothic)>

cla rifica tion 
game 

explora tive  
game

<inform(0.7,0.8)>

<inquire (has_s tyle )>
<accept()>

null
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historical buildings; likes museums and sightseeing. Therefore, now UbiquiTO is able to 
correct its results, and it does not recommend visiting an historical building, rather it 
could recommend a museum about Baroque furniture.  
We can conclude that, thanks to the interaction with iCITY , UbiquiTO is able to achieve 
more reliable knowledge about user. In this sense, the enhanced interaction model 
supports UbiquiTO in reaching more effective adaptation results. This claim is what we 
wanted to test: the tests results are described in the following section. 

 

6. Evaluation  

In this section we present a preliminary evaluation of the enhanced interaction model 
using as test bed the interaction between UbiquiTO and iCITY systems, and measuring 
the results in UbiquiTO.  

The starting assumption (derived from literature: Berkovsky 2005, Heckman 2005, 
Vassileva 2004) is that user model interoperability leads to a qualitative improvement of 
the user model and consequently of the adaptive behavior of the system. Interoperability 
of user models improves the coverage and accuracy of the integrated user models (this is 
quite important since bad input data would result in “misadaptation”), and thus allows for 
better functions of adaptation: “the more information is available, the more adequate the 
user model and consequently the adaptation process will be” (Vassileva 2001). According 
to such a hypothesis, we were expecting that adaptation results would be increased after a 
user data exchange. In particular, we expected that this increase would be higher if 
systems interact using our model enhanced interaction model, since it allows to reach UM 
interoperability also in difficult conditions.  

In Section 5, we claimed that, thanks to the interaction with iCITY, UbiquiTO is able 
to i) achieve more accurate data, and ii) provide the user with better adaptation 
performance. Now, we want to experimentally support these two aspects separately, to 
give evidence of the role of our model with respect to adaptation. In fact, even if, as seen, 
the latter is a consequence of the former, adaptation results can be influenced not only by 
the data quality but also by the inferences made on such user data, which could be 
incorrect also in presence of very accurate user model data.  
In particular, what we want to evaluate is both the  

a) the accuracy of the UM values,  
b) the accuracy of adaptation results  

after the exchange of user model data performed by means of 
- a standard interaction model 
- our enhanced interaction model. 

Hence, we wanted to evaluate if the use of our enhanced interaction model allows to 
obtain better results.  
To measure both the accuracy of UM values and adaptation results, we followed the 
approaches and the metrics proposed to evaluate an adaptive Web system (Herlocker et 
al. 2004, Gena and Weibelzahl 2007). In particular, we exploited the Mean Absolute 
Error (MAE) metric. MAE measures the distance between the system’s predictions and 
the user’s preferences by means of rate vectors. The smaller the value is, the more 
accurate the predictions are. Good et al. (1999) suggested that, in the evaluation of a 
recommender system, a satisfactory value of MAE should be about 0.7 in a range of 0-5.  
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6.1 Evaluation of the Enhanced Interaction Model with respect to the 
User Model Data 

The accuracy of the user model is measured by the difference among the values 
declared by the user and those stored by the system. Thus, we compare the preferences 
expressed by the users with the corresponding predictions generated by UbiquiTO and 
maintained in the user model in three situations: 

i) UbiquiTO as stand-alone system.  
ii) UbiquiTO and iCITY interoperating with a standard interaction model  
iii) UbiquiTO and iCITY interoperating with our enhanced interaction model. 

 

We selected 30 users following a proportional layered sampling strategy27: 15 males and 
15 females, 20–45 aged, which are quite expert in using Web applications and user-
adaptive systems in particular.  
 We conducted the following experimental setting consisting of 5 main steps:  
- Step 1. User interaction. We asked the users to interact with iCITY performing a 

certain number of tasks in order to make the system able to create a user profile of 
them. 

- Step 2. User assessment. We presented to the users a printed list containing all the 
dimensions in the UbiquiTO user model (interest in places to visit, restaurants, etc). 
We asked them to indicate a value for each dimension on a scale from 0 to 5 (for 
example, interest in art equals 3 means medium interest)28. 

- Step 3. Stand-alone system. We asked the same users to interact with UbiquiTO. We 
asked them to perform a set of experimental tasks. For example, they were asked to 
perform the task of “finding some place for dinner and finding something to do in the 
evening”. As many tasks as the number of categories and subcategories were defined. 
As a consequence of such actions, UbiquiTO is able to create a model of each user.  

- Step 4. UbiquiTO and iCITY interoperating with a standard interaction model. 
UbiquiTO starts to exchange user data with iCITY, and provides new results to the 
users.  

- Step 5. UbiquiTO and iCITY interoperating with our enhanced interaction model. 
UbiquiTO exchanges again the user data with iCITY, but using our model, and 
provides new results to the users. 

 

Table 6 presents the MAE values derived from the comparison of the user’s assessment 
and UbiquiTO’s assumptions about them. 

 MAE 

UbiquiTo alone 0.89 

UbiquiTO + iCITY with standard 

interaction model 0.80 

UbiquitTo-S + iCITY with enhanced 
interaction model 0.67 

Table 7. MAE results of the first evaluation 
 

27 In the proportional layered sampling strategy the population is divided into layers, related to the 
variables that have to be estimated, and each one containing a number of individuals proportional 
to its distribution in the target population. 
28 A well-known limitation of the approach of directly asking the user is that people are not used to 
be completely sincere, for social reasons, in the declaration of personal data (Ardissono et al. 
2004). It is quite rare for a user to provide false data to user-adaptive system whose performances 
are directly related to the data about user herself. People are conscious that bad data results in 
“misadaptation”, i.e., errors in adaptation results (Spooner and Alistair 1997). 
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With respect to the situation without interoperability, the dialogue leads to a small 
decrease of the MAE value. This indicates that after a dialogue the user model maintained 
by UbiquiTO is closer to the real values provided by the users.  
The use of the enhanced interaction model leads to lower MAE results. 
 

6.2 Evaluation of the Enhanced Interaction Model with respect to the 
Adaptation Performance 

In the second phase of evaluation, we aimed at measuring the performance of a system 
that interoperates with our interaction model with respect to the accuracy of the 
adaptation results. Thus, we needed to evaluate UbiquiTO recommendations. We asked 
the same group of users about their real preferences, and we compared them with the 
corresponding system recommendations generated the first time the user data were 
inserted into the system.  
In particular, we asked the users to evaluate the first 10 items for each category provided 
by UbiquiTO.  
Then we calculated MAE. The average MAE results were 0.92, with 12 users with a 
MAE between 0.38 and 0.68, and 10 users with a MAE between 0.45 and 0.78. 
Afterwards, we repeated the test (comparing the user assessments with adaptation results) 
after UbiquiTO has interacted with iCITY by means of a standard interaction model, and 
our enhanced interaction model. 
In Table 8 we can see the results: using the enhanced interaction model the MAE value is 
smaller, which means better performance. 
 

 MAE 

UbiquiTO alone 0.92 

UbiquiTO + iCITY with standard 

interaction model 0.86 
UbiquiTO + iCITY with enhanced 
interaction model 0.71 

Table 8. MAE results of the second evaluation 

Hence, the value derived from the use of our approach are satisfactory and, in this 
context, confirm our hypothesis about the validity of our enhanced interaction model to 
obtain better adaptation performance. However, in order  to get more general 
experimental results, we are planning a new set of experiments with different adaptive 
systems working in other domains using our model.  
We are also working on a performance evaluation of our solution, in order to measure 
qualitative and qualitative attributes (such as modifiability, portability, extensibility and 
scalability) of the proposed framework. In particular, we aim at verifying how the 
dialogue model impacts on the communications for exchanging UM data, both in term of 
efficiency and effectiveness of communication.  To evaluate the first aspect, it is possible 
to measure the number of the exchanged massages in our enhanced interaction model 
with respect to the use of a standard model.  To evaluate the second aspect, it is possible 
to measure the quality of the exchange (QoE, Chen et al. 2008),  i.e.,  the number of 
exchanges that succeeded out of the total number of exchanges.  According to the features 
of our model, we expect that the efficiency of communication will be little lower  but that 
the effectiveness will increase.  
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7. Related work 

The problem tackled in this paper is the user model interoperability among web-based 
user-adaptive applications (Kobsa 2007). This problem is not new and it has been 
variously addressed in the literature from the beginning of the Nineties. In this paper we 
proposed a decentralized solution (Vassileva 2001) for UM interoperability. Each system 
maintains a user model for its own purposes of adaptation, and may interact with other 
systems to collect information about the user at a particular time and with specific 
purposes, in a peer-to-peer way. Similar decentralized solutions for user model 
interoperability are the ones of Lorenz (2005), Heckman (2005), Dolog and Schafer 
(2004). A different approach proposed in the literature is the ‘centralized solution’ (Kobsa 
1990), where the aim is to gather as many data about a user as possible in a central shared 
space. The knowledge about the user is maintained by a server (called User Modeling 
Server) which hosts the information. User data are delivered to different applications 
through a client-server architecture. This solution is widely adopted in the user model 
community for its advantages (it allows different applications to access the same user 
knowledge and to make consistent adaptation; it allows mobile applications on devices 
with limited memory and computing power to exploit a user model). Among the others, 
we can cite AVANTi (Fink et al. 1996), CUMULATE (Brusilosky et al. 2005), Personis 
(Kay et al. 2002). Despite the advantages of centralized user modeling, we believe that 
current and future Web scenarios will require a more flexible and modular architecture. In 
fact, while the integrated-designed systems can rely on centralized user model servers, the 
applications working in the Web (and especially in the market) can not, since the 
centralized UM model is too restrictive. It imposes a set of user features that should be 
present and a non-negotiable format of representation, APIs, and protocols. Our intention 
is to exploit the advantages of the distributed approaches, i.e. flexibility in managing 
privacy29, efficiency in obtaining only the needed data about the user, modularity of 
application knowledge that can be spread in different physical devices (Vassileva 2001) .  

 
In this decentralized setting, as seen, our solution for UM interoperability is to exploit the 
Web Service and Semantic Web standards.  
Regarding the use of Web Service, the loosely coupled structure of Web Service seems 
perfect to easily integrate personalization service from various information systems for 
the sake of cross-system personalization (Niederee 2005). An example of the use of the 
structure of Web Service to reuse existing user model is provided by (Zhang et al. 06). 
The user model data are exchanged according to the user schema the service provider 
registered in registry and the communication between user models from different 
personalization systems is implemented by binding an XML document to the SOAP 
protocol. Another example of Web Services to exchange user’s (context) features is 
provided by (Nurmi et al. 2006) in “MobiLife Context Management Framework”. The 
key component of the framework is a generic consumer/producer model given by Context 
Providers (a software entity that exposes interfaces to provide context information), and 
Context Consumers. All such examples regard distributed user models as in our solution. 
However, Web Services technologies can be used not only in decentralized approaches 
but also in centralized ones, as we can see in (Dolog and Schaefer 2005 and Musa et al. 
2006). In Dolog and Schaefer, the user model fragments can be accessed by the use of a 
Web Service which acts as a learner model server. The server maintains the main model 
with the data about the learner gathered from different sources, and manages the requests 
from the clients. Instead, Musa et al. proposed a Web-service based centralized 
architecture for the integration of learner model among e-learning systems in the Web. 

 
29 The distributed approach is also more flexible to manage privacy issue than centralized 
approach, since each system may define which parts of user model to be shared and which ones to 
keep private (Vassileva 2001, Lorenz 2006). 
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Each e-learning system which has student’s data to share specifies their respective 
services using WSDL and registers it at the central repository, which acts as a broker 
system. 

 
Regarding the use of Semantic Web languages, there was an increasing interest in the 
exploitation of semantic Web to make internal knowledge of adaptive systems sharable 
(Antoniou et al. 2004, Baldoni et al. 2005b, Henze and Kriesell 2004, Dolog et Nejdl 
2003). In the direction of interoperability, suppliers and consumers of user model profiles 
have showed the need for a standard way to represent and exchange user model data. To 
answer such needs, several models have been introduced : GUMO - General User model 
Ontology (Heckmann 2005) for uniform interpretation of distributed user models in 
intelligent semantic Web environments; UUCCM - Unified User Context Model 
(Niederée et al. 2004) which can be used for modeling characteristics of the user and her 
situation. Beside such attempts for a general user model, standard for representing user 
related to particular applications domains has been proposed, especially in learning field. 
For example, Dolog (2003) introduces a domain and learner ontology for sharing learner 
model in the learning network. 
 
Another relevant characteristic of our solution is to enrich Web Service interaction by 
means of a dialogue model to face the syntactic interoperability on the Web. Our need 
was to have dynamic interfaces changing in relation to the content of the exchanged 
message, and the communication protocols defining the order of messages. The problem 
of an explicit specification of the possible sequences of messages has been addressed in 
the research field of multi-agent systems. In this area, different dialogue models and 
languages have been proposed to coordinate the interaction among agents (for example, 
KQLM -Knowledge Query and Manipulation Language30, and FIPA31 ACL32 - Agent 
Communication Language). Since we considered Web Services as interacting agents33, 
we have applied the same approaches for modeling their conversational behaviour. The 
use of Speech-Act based approach to specify the conversation flow between Web 
Services and their consumers in open environments allows for extending the interface in a 
direction of more flexibility and dynamicity, managing more-than-two-turns interactions, 
defining communication behaviour as response to messages (Hanson 2004, Ardissono et 
al. 2003). Hanson propose some enhancements to the existing Web Services architecture 
by means of the adoption of "conversation-centric" interactions. The same approach is 
followed by Ardissono et al. The exchanged messages during the service fruition can be 
seen as a conversational action performed to carry out a task-oriented dialogue between 
entities with “provider” and “consumer” roles. The model is derived by simplifying 
Speech-Act theory, while the management of conversation turns is server-side and it is 
based on the communication techniques proposed by emerging standard for Web Service. 
Baldoni et al. (2003) proposes an approach to face the problem of the automatic selection 
and composition of Web Services, where the communicative behavior of the services is 
modeled as a complex action based on Speech Acts. They proposed to include, in the 
Web Service declarative description, the high-level communication protocol, used by the 
service for interacting with its partners.  

 
The last relevant feature of our approach is the use of a dialogue model not only for 
reaching syntactic interoperability, but also semantic interoperability. This is particularly 

 
30 http://www.cs.umbc.edu/kqml/ 
31 Foundation for Intelligent Physical Agents, http://www.fipa.org/about/index.html 
32 http://www.fipa.org/specs/fipa00061/ 
33 In terms of how they interact, differences between agents and rich web service interactions are 
largely a matter of scale and emphasis. But from a Web Services architectural standpoint, they can 
be considered as synonymous  
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useful when systems work in open dynamic environments such as the Web, where cannot 
be a single universally shared ontology. Thus, some form of ontology mapping is needed. 
The different techniques and formal methods proposed in the literature for ontology 
mapping  can be manly divided in instance-based and schema-based approaches (see 
Ehrig and Sure 2005 and Kalfoglou, Y. &  Schorlemmer M. 2003 for  overview of  the 
different approaches).  The negotation protocol we propose in the Clarification Game for 
concepts disambiguation is based on schema-based matching (Shvaiko and Euzenat 2005) 
and take inspiration from the graph-based techniques (Maedche and Staab 2002).  
Beside the specific theoretical approach exploited, usually the mapping among different 
ontologies is performed by a centralized service. However, in our approach, the mapping 
is not performed by a centralized entity, but each application can negotiate for reaching 
an agreement over not shared concepts by means of dialogue. We chose such dialogue-
based solution since it represents an easy tool that is particularly effective, as 
demonstrated by our evaluation, in our scenario, a small set of systems working on 
similar domains and exchanging simple data (user model feature and related domain 
concepts). It enables to perform a basic form of ontology mapping at a run time, and it 
does not require a preprocess task on ontologies or complex form of reasoning.  
Several other approaches in the literature have proposed the use of negotiation through a 
dialogue between agents in order to enhance standard mapping approaches. Among the 
others, we can cite Orgun et al. (2005) which propose the resolution of semantic 
differences at run-time through a semantic ontology negotiation protocol and using the 
Word Net lexicon34 to find semantically similar concepts in different ontologies. Another 
relevant related work is the one proposed by Laera at al. (2006). The agreement is 
achieved by means of an argumentation process, where there is a set of candidate 
mapping correspondences among concepts of different ontologies. These 
correspondences could be accepted or rejected by the agents, according to their 
knowledge models and their preferences and belief. For example, agents might have 
different perspectives on the acceptability or not of a candidate mapping correspondence 
depending on the particular context. Finally, we can mention Bailin and Truszkowski 
(2002) which present an ontology negotiation protocol which enables agents to exchange 
parts of their ontology, by a process of successive interpretations, clarifications and 
explanations. 
 

8. Discussion and conclusions 

In this paper we discussed the benefits of a proper integration of the Web standards for 
interoperability and multi-agents dialogue models with respect to sharing user model 
knowledge. We presented a scenario where systems provide personalized interaction with 
the user, which is not aware of the back-end interactions among systems needed to satisfy 
her request. This approach requires flexible and agile communication between systems 
which interoperate to exchange user model knowledge. Our aim was to create rich (and 
scalable) communication protocols and infrastructures to enable consumers and providers 
of UM data to interact with each other. To this aim we propose an enhanced interaction 
model based on Web Service and semantic dialogue as an appropriate communication 
form for UM interoperability in the Web, in order to support to the clarification and 
negotiation of the data when needed. The framework we propose is based on a Web 
Service architecture for managing simple queries to user models, and by a dialogue 
supporting structure, dynamically involved when the request is not clear or the response 
is missing. The main advantage of our approach is the possibility to allow systems 
dealing with difficult situations to start the appropriate dialogue game instead of stopping 
the communication as in the traditional “all-or-nothing” Web Service approach. 

 
34 http://wordnet.princeton.edu/ 
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We instantiated the framework to exchange domain-dependent user information; in 
particular we considered applications exchanging the value of the UM feature of Interest 
(as defined in GUMO) in the domain concepts. However, the same approach could be 
used to exchange other user domain-dependent features (such as such the user knowledge 
in a particular topic). 

We propose the use of dialogue model to negotiate a mapping of ontologies in our 
scenario of applications working in similar domains. However, the solution we propose is 
less suitable with respect to mapping among completely different domains or for very 
complex and vast domain models. Other modalities of ontology mapping can be included 
in the framework to face such situation. For instance, an (or a set of) OntologyMapper 
service can be added in order to offer some specialized ontology mapping abilities 
(implementing any of the methods proposed in the literature) to the systems in the 
framework. The systems can publish their mapping requests (in a given shared format) 
and the specialized OntologyMapper can perform this complex task and provide an 
answer. 

 
According to the preliminary evaluation discussed in Section 7 we can suggest that the 
approach is promising in a small context of adaptive systems working in similar domains. 
It allows to obtain more user data, and thus it improves the adaptation results. However, it 
is quite difficult to distinguish how good an interaction model is from how good the 
exchanged values are. We can conclude that the effectiveness for adaptation of the 
interaction model is very data-dependent. Thus, an interaction model for improving 
adaptation results should be supported by some mechanism for the evaluation of the 
reliability of the exchanged values (Carmagnola and Cena 2006b). To evaluate data, 
systems could use some heuristics that take data properties into account (for example, the 
last update, the temporal validity, the dependency on the context, or metadata about the 
reasoning strategies that have lead to the data such as <derivation> – whether the data are 
directly stated by the users, or inferred by the system, or imported from external systems, 
or observed by user behaviour). Furthermore, another prerequisite which affects the 
results is that the applications involved in the dialogue are reliable and cooperative, and 
provide truth confidence levels. Thus, some mechanisms for the evaluation of the 
reputation of the provider systems are required (Maximilien and Singh 2002). 
 
Even if promising as demonstrated by our tests, some open issues remain unsolved in our 
solution and need further investigation.  

The first one regards the systems discovery. One of the main obstacles that makes 
interoperability a hard issue is that an application has to discover other applications able 
to interoperate. In order to participate in a conversation, the requestor must know in 
advanced the system which it interacts with. Thus, a mechanism to support system 
discovery is necessary. Framework for discovery in the Web which systems store the 
needed UM knowledge have been proposed by (Cena and Furnari 2008, Chepeing et al. 
2005, Specht et al. 2005). 

Together with the issue of system discovery, a user identification task must be 
performed among interoperating systems before exchanging the data. This task is 
necessary for systems to be sure that they are exchanging data regarding the same user, 
even in absence of a unique user identifier (see Carmagnola and Cena 2009, and Dolog 
and Schafer 2005 for different solutions for such a problem). 

Another relevant issue to be considered regards the management of user privacy, i.e., 
how the propagation of user data among applications can be regulated with respect to the 
user privacy. User model data have to be exchanged according to some privacy policy 
(Schreck 2003, Kobsa 2003), in order to fulfill both user preferences and legal 
requirements. The user can have her personal preferences on privacy dimensions, e.g. 
about which part of the user model to make available to other applications; which 
applications can access the user data, the purpose of the data sharing, etc. Legal 
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requirements also affect the possibility of sharing user model data in an interoperable 
context. They may forbid user model server to supply data to other user-adaptive systems 
if they use information for different purpose with respect to the starting applications; they 
can compel service provider to obtain the consensus of the user to transmit the data to 
third parties. A promising solution to be studied is the P3P standard (Platform for Privacy 
Preferences Project)35. This standard provides the formats by which two parties, client 
and server, describe and enforce their privacy policy. 

 
Some further considerations regard the dialogue management. What we propose in 

this paper is the use of an existing semantic environment (Sesame) plus some public APIs 
to manage the dialogue. This solution has the advantage for the applications to be based 
on a solid widely-adopted environment for the management of the semantic data as 
Sesame; furthermore, to provide UM data as Web Service interface is simple for existing 
application, since they can use simple Web Service wrappers to provide WSDL interface. 
Finally, this solution gives application a very high degree of freedom in managing the 
conversation. Such freedom implies, however,  some implementation efforts on systems 
in order to implement the dialogue dedicated local modules. To lower the dialogue 
implementation efforts, we are working in adding to the framework some tools and 
facilities to facilitate the adoption of this solution.  
Several other implementations of our dialogue model are, however,  possible.  The 
dialogue could be implemented in any other semantic environment (like Jena36, Pellet37) 
and also can be encoded in different ways.  In fact,  we implemented a representation of 
the dialogue as Java APIs available in the shared dialogue knowledge base. To participate 
in a dialogue, systems only need to implement the APIs. This choice is a practical simple 
solution to make the start of dialogue easier, and it is feasible in our case since our 
dialogue protocol is not too complex. However, the dialogue model could be differently 
coded, for example making the communication protocols public available in some 
process-based language as, for instance, abstract BPEL38 languages. This would allow to 
represent more complex protocols for communication. 

 
An interesting evolution of the work can be to add semantics to all the components of 

the Communicative Act in order to increase the possibility of understanding, and thus 
make the dialogue more efficient. In the presented approach, only the “statement” in the 
Speech Act is semantically represented. A possibility of semantic enrichment could be to 
add metadata about the dialogue participants. Every dialogue participant could provide in 
the Communicative Act a meta-description about modalities of its internal knowledge 
representation, its reasoning strategies, the input necessary to provide output. This 
information can be used for evaluating the providers and to choose one among them in 
the discovery phase. Furthermore, it would be interesting to enrich the model with 
metadata about the move. Each move could be enriched with different set of meta-
information according to sub-goals, which can help the disambiguation of the request 
(e.g., knowing that a user feature is required for the goal of user identification can help in 
the provision of the response).  

Another interesting extension of our work is the sharing not only of the user models 
data but also the adaptation reasoning (Carmagnola and Cena 2006a). Thus, we are 
investigating how to include the sharing of adaptation strategies (for example in the form 
of adaptation rules) in our interaction model. This may be useful for i) evaluating the 
data, ii) providing a proof of the reasoning of the system39, iii) evaluating the provider of 

 
35 http://www.w3.org/TR/2002/ 
36 http://jena.sourceforge.net/ 
37 http://pellet.owldl.com 
38 http://www.ibm.com/developerworks/library/specification/ws-bpel/ 
39 This is relevant for the so called proof layer of the Semantic Web, which involves the actual 
deductive process as well as the representation of proofs in Web Languages and proof validation  
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the data. According to the goal, systems can exploit semantic representation of adaptation 
rules (using languages like RuleML40, SWRL41) or use metadata about the reasoning 
strategies.  

Another possible extension of the work is the intersection with new tendencies in web 
service field. In the last years, there has been an increasing interest in web service 
composition and related topic of choreography and orchestration of web service. 
Choreography in particular define a multi-parts conversation from a global perspective. 
This can be useful to enhance our dialogue model, which supports only bilateral 
interactions, since the definition of Communication Act in the model does not include 
more than two actors. Our model also does not support the synchronization of different 
dialogue games, due to the fact that while a system is playing a dialogue game with 
another system, it is not aware of other dialogue games occurring at the same time. 
Instead, in order to make the most appropriate decision of the next step to perform (for 
instance, to decide to stop the current dialogue and to start another one) it would be useful 
to be aware of the whole conversational context. To this aim, we are investigating the 
integration in the model of some emerging XML-based standards to model Web Service 
interaction as a conversation. Candidate languages are WSCL42 (Web Service 
Conversation Language) and WCSI43 (Web Service Choreography Interface). Both of 
them introduce an explicit representation of Web Service interaction process, defining the 
admissible sequence of messages in more elaborated protocols for communication in 
order to compose different services offered by different applications. Differently, our 
solution has the goal of improving the interaction with a single web service for the 
provision of a single service (the UM data exchange).  
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