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Abstract We study distributed planning for multi-robot systems to provide
optimal service to cooperative tasks that are distributed over space and time.
Each task requires service by sufficiently many robots at the specified location
within the specified time window. Tasks arrive over episodes and the robots try
to maximize the total value of service in each episode by planning their own
trajectories based on the specifications of incoming tasks. Robots are required
to start and end each episode at their assigned stations in the environment.
We present a game theoretic solution to this problem by mapping it to a game,
where the action of each robot is its trajectory in an episode, and using a suit-
able learning algorithm to obtain optimal joint plans in a distributed manner.
We present a systematic way to design minimal action sets (subsets of feasible
trajectories) for robots based on the specifications of incoming tasks to facili-
tate fast learning. We then provide the performance guarantees for the cases
where all the robots follow a best response or noisy best response algorithm
to iteratively plan their trajectories. While the best response algorithm leads
to a Nash equilibrium, the noisy best response algorithm leads to globally op-
timal joint plans with high probability. We show that the proposed game can
in general have arbitrarily poor Nash equilibria, which makes the noisy best
response algorithm preferable unless the task specifications are known to have
some special structure. We also describe a family of special cases where all
the equilibria are guaranteed to have bounded suboptimality. Simulations and
experimental results are provided to demonstrate the proposed approach.
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1 Introduction

Multi-robot systems have proven to be effective in various applications such
as precision agriculture, environmental monitoring, surveillance, search and
rescue, manufacturing, and warehouse automation (e.g., [18, 24, 26, 29, 36,
37]). In many of these applications, the robots need to serve some cooperative
tasks that arrive at certain locations during specific time windows. One major
requirement for achieving the optimal team performance in such scenarios is to
have properly coordinated plans (trajectories) so that sufficiently many robots
are present at the right locations and times.

Multi-robot planning is usually achieved via approximate or distributed
algorithms since exact centralized solutions become intractable due to the ex-
ponential growth of the joint planning space (e.g., [33, 46]). One of the standard
multi-robot planning problems is to reach the goal regions while minimizing
the travel time or the distance traveled subject to the constrains such as col-
lision avoidance (e.g., [7, 25]). There are also studies on distributed planning
problems where the robots should visit some specified locations before reach-
ing their goal regions (e.g., [9, 39]). Furthermore, some studies have focused on
the planning of robot trajectories to satisfy complex specifications represented
as temporal logics (e.g., [17, 28, 34, 41]). There is also a rich literature on re-
lated problems such as vehicle routing, scheduling, and assignment. In vehicle
routing problems, a typical objective is to ensure that a given set of locations
are visited during the specified time windows subject to various constraints on
the vehicles (e.g. [1, 3, 14, 16, 19]). On the other hand, scheduling and assign-
ment problems are mainly concerned with the optimal processing of tasks by a
number of servers (e.g., [2, 4, 20, 24, 31, 32, 42]). These problems are typically
NP-hard and solved via approximation algorithms. In this paper, we investi-
gate a distributed task execution (DTE) problem, where a homogeneous team
of mobile robots need to plan their trajectories in a distributed manner to
optimally serve the cooperative tasks that arrive over episodes. Each task re-
quires service at the corresponding location by sufficiently many robots within
the specified time window. Robots aim to maximize the value of completed
tasks by each of them planning its own trajectory, which must start and end
at the assigned station in the environment. One of the main differences of this
problem from standard planning and vehicle routing problems is that the tasks
may demand more complex coordination in robot trajectories rather than be-
ing instantaneously completed when their locations are visited by one of the
robots. For example, tasks may require multiple robots for multiple time steps,
may be preemptable or non-preemptable, may involve complex preconditions
(e.g., first a certain number of robots should together move a heavy object,
then a single robot or multiple robots can complete the task). Accordingly, the
proposed problem formulation can accommodate a wide range of cooperative
tasks with time windows.

This paper proposes a game theoretic solution to the DTE problem by
designing a corresponding game and utilizing game theoretic learning to drive
the robots to joint plans that maximize the global objective function, i.e., the
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total value of service provided to the tasks. Similar game theoretic formulations
were presented in the literature to achieve coordination in problems such as
vehicle-target assignment (e.g., [4]), coverage optimization (e.g., [43, 44, 47]),
and dynamic vehicle routing (e.g., [3]). In our proposed method, we map the
DTE problem to a game where the action of each robot is defined as its trajec-
tory (plan) in an episode. We show that some feasible trajectories can never
contribute to the global objective in this setting, irrespective of the trajec-
tories of other robots. For any given set of tasks, by excluding such inferior
trajectories, we obtain a game with a minimal action space that not only con-
tains globally optimal joint plans but also facilitates fast learning. We then
provide the performance guarantees for the cases where all the robots follow a
best response or noisy best response algorithm to iteratively plan their trajec-
tories in a distributed manner. While the best response algorithm leads to a
Nash equilibrium, the noisy best response algorithm leads to globally optimal
joint plans with high probability when the noise is small. We then show that
the resulting game can in general have arbitrarily poor Nash equilibria, which
makes the noisy best response algorithm preferable unless the task specifica-
tions have some special structure. We also describe a family of special cases
where all the Nash equilibria are guaranteed to be near-optimal and the best
response algorithm may be used to monotonically improve the joint plan and
reach a near-optimal solution. Finally, we present simulations and experiments
to demonstrate the proposed approach.

This paper is a significant extension of our preliminary work in [8] with
the following main differences: 1) We extend the problem formulation to ac-
commodate a broader range of tasks compared to [8], which only considered
tasks that can be completed in one time step when there are sufficiently many
robots. In this modified setting, the tasks are also allowed to change over time
and their specifications are available to the robots before each episode. 2) We
facilitate faster learning by designing significantly smaller action spaces based
on the specifications of incoming tasks. We use different learning algorithms,
define the information needed by each agent to follow these algorithms, and
provide a price of anarchy analysis. 3) We provide new theoretical results,
numerical simulations, and experiments on a team of drones.

The organization of this paper is as follows: Section 2 presents the DTE
problem. Section 3 provides some game theory preliminaries. Section 4 presents
the game design. Section 5 is on the learning dynamics and performance guar-
antees. Simulation results are presented in Section 6. Section 7 presents the
experiments on a team of quadrotors. Finally, Section 8 concludes the paper.

2 Problem Formulation

This section presents the distributed task execution (DTE) problem, where a
homogeneous team of n mobile robots, R = {r1, r2, . . . , rn}, need to plan their
trajectories in each episode to optimally serve the incoming cooperative tasks
with time windows.
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2.1 Notation

We use Z (or Z+) to denote the set of integers (or positive integers) and R (or
R+) to denote the set of real (or positive real) numbers. For any pair of vectors
x, y ∈ Rn, we use x ≤ y (or x < y) to denote the element-wise inequalities,
i.e., xi ≤ yi (or xi < yi) for all i = 1, 2, . . . , n.

2.2 Formulation

We consider a discretized environment represented as a 2D grid,

P = {1, 2, . . . , x̄} × {1, 2, . . . , ȳ},

where x̄, ȳ ∈ Z+ denote the number of cells along the corresponding directions.
In this environment, some cells may be occupied by static obstacles and the
robots are free to move over the feasible cells PF ⊆ P . Each cell in the grid
represents a sufficiently large space that can accommodate any number of
robots at the same time. There are stations located at a subset of the feasible
cells S ⊆ PF . Robots recharge and get ready for the next episode at their
assigned stations. Each robot is assigned to a specific station (multiple robots
can be assigned to the same station), where its trajectory must start and end
in each episode.

Each episode consists of T time steps and the trajectory of each robot
ri ∈ R over an episode is denoted as pi = {p0

i , p
1
i , . . . , p

T
i }. The robots can

move to any of the feasible neighboring cells within one time step. Accordingly,
when a robot is at some cell p = (x, y) ∈ PF , at the next time step it has to
be within p’s neighborhood on the grid N(p) ⊆ PF , which is given as

N(p) = {(x′, y′) ∈ PF | |x′ − x| ≤ 1, |y′ − y| ≤ 1}.

For any ri ∈ R, the set of feasible trajectories, Pi, is

Pi = {pi | p0
i = pTi = σi, p

t+1
i ∈ N(pti), ∀t < T}, (1)

where σi ∈ S is the location that contains the station of robot ri. As per
(1), a trajectory pi is feasible if it satisfies two conditions: 1) it starts and
ends at the assigned station σi, and 2) each position along the trajectory is in
the neighborhood of preceding position. The Cartesian product of the sets of
feasible trajectories is denoted as P = P1 × . . . ×Pn. A sample environment
with some obstacles and three stations is illustrated in Fig. 1.

A new set of tasks τ = {τ1, τ2, . . . , τm} is received in each episode. Each
task is defined as a tuple, τi = {`i, tai , tdi , vi}, where `i ∈ PF is the location,
tai < tdi ∈ {0, . . . , T} are the arrival and departure times (time window), and
the value function vi is a mapping from the numbers of robots serving the
task during the time window {tai , . . . , tdi −1} to the resulting value. In order to
serve a task, a robot should spend at least one time step at that location, i.e.,
pi(t) = pi(t+ 1) = `i, during the time window. We refer to each repetition of
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Fig. 1: A sample environment with obstacles (red) and three stations (gray).
Robots can move to any neighboring cell in one time step. The neighboring
cells of s1 are shown on the left. A feasible trajectory of length five that starts
and ends at s2 is shown on the right.

position, pi(t) = pi(t+1), along a trajectory as a stay. In this setting, multiple
tasks can arrive at the same location in an episode, but we assume1 that the
time windows of such tasks with identical locations do not overlap, i.e.,

`i = `j ⇒ min{tdi , tdj} ≤ max{tai , taj },∀i 6= j.

Accordingly, the number of robots staying at each location uniquely determines
their impact on performance since they all serve the same task (if there is one).
For any p ∈ P and τi ∈ τ , we use ci(p, t) ∈ Z to denote the number of robots
that stay at the location of the task, `i, from time t to t+ 1, i.e.,

ci(p, t) =
∣∣{rj ∈ R | ptj = pt+1

j = `i}
∣∣. (2)

We use ci(p) to denote the vector of counter values during the time window
of the task τi, i.e.,

ci(p) = [ci(p, t
a
i ), . . . , ci(p, t

d
i − 1)]T, (3)

and the resulting value from the task is vi(ci(p)) ∈ [0, v̄i], where v̄i ∈ R+ is
the maximum value that can be obtained from the task (e.g., when the task
is completed as desired). To accommodate various types of cooperative tasks,
we do not make any assumptions on the value functions vi except for the mild
assumption that having more robots can never hurt the outcome, i.e.,

ci(p) ≥ ci(p
′)⇒ vi(ci(p)) ≥ vi(ci(p′)). (4)

In the remainder of the paper, we will say that task τi is completed if it yields
the maximum value v̄i. While we will use tasks with binary value functions (0

1 This assumption is only made to simplify the notation and presentation in our deriva-
tions. In Section 4.4, we discuss how this assumption can be lifted to use our proposed
approach in cases where multiple tasks are simultaneously active at the same location.
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or v̄i) in our examples for simplicity, our methods are applicable to tasks with
more generic value functions with higher resolution. Under this model, the
robots are assumed to be capable of achieving the required low-level coordina-
tion for each task (e.g., moving an object together). Accordingly, each task is
completed if it is served by sufficiently many robots during the corresponding
time window. We quantify the performance in an episode via the total value
from tasks, i.e.,

f(p) =
∑
τi∈τ

vi(ci(p)), (5)

where p ∈ P denotes the trajectories of all robots. In each episode, the robots
plan their own trajectories to maximize (5). Such a distributed coordination
problem can be solved by utilizing methods from machine learning, optimiza-
tion, or game theory (e.g., [13, 15, 30]). In this paper, we will study this
problem from a game theoretic perspective.

3 Game Theory Preliminaries

A finite strategic game Γ = (I, A, U) is defined by three elements: (1) the set of
agents (players) I = {1, 2, . . . , n}, (2) the action space A = A1×A2×. . . ×An,
where each Ai is the action set of agent i, and (3) the set of utility functions
U = {U1, U2, . . . , Un}, where each Ui : A 7→ R is a mapping from the action
space to the set of real numbers. Any action profile a ∈ A can be represented
as a = (ai, a−i), where ai ∈ Ai is the action of agent i and a−i denotes the
actions of all other agents. An action profile a∗ ∈ A is a Nash equilibrium if
no agent can increase its own utility by unilaterally changing its action, i.e.,

Ui(a
∗
i , a
∗
−i) = max

ai∈Ai

Ui(ai, a
∗
−i), ∀i ∈ I.

A game is called a potential game if there exists a function, φ : A 7→ R, such
that for each player i ∈ I, for every ai, a

′
i ∈ Ai, and for all a−i ∈ A−i,

Ui(a
′
i, a−i)− Ui(ai, a−i) = φ(a′i, a−i)− φ(ai, a−i).

Accordingly, whenever an agent unilaterally changes its action in a poten-
tial game, the resulting change in its own utility equals the resulting change
in φ, which is called the potential function of the game.

In game theoretic learning, the agents start with arbitrary initial actions
and follow a learning algorithm to update their actions in a repetitive play of
the game. At each round k ∈ {0, 1, 2, . . .}, each agent i ∈ I plays an action
ai(k) and receives the utility Ui(a(k)). In general, a learning algorithm maps
the observations of an agent from the previous rounds {0, 1, . . . , k − 1} to its
action in round k. In this paper, we will only consider algorithms with a single-
stage memory, where the action in round k depends only on the observation
in round k − 1, to achieve the desired performance. For potential games, one
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such learning algorithm that achieves almost sure convergence to a Nash equi-
librium is the best-response (BR) (e.g., see [45] and the references therein).
While any global maximizer of the potential function is necessarily a Nash
equilibrium, potential games may also have suboptimal Nash equilibria. For
any potential game Γ with the set of Nash equilibria A∗ ⊆ A, the comparison
of the worst and the best Nash equilibria can be achieved through the measure
known as the price of anarchy (PoA), i.e., PoA(Γ ) = max

a∈A∗
φ(a)/ min

a∈A∗
φ(a). For

potential games with high PoA, noisy best-response algorithms such as log-
linear learning (LLL) [10] can be used to have the agents spend most of their
time at the global maximizers of φ(a). More specifically, LLL induces an ir-
reducible and aperiodic Markov chain over the action space such that the
limiting distribution, µε, satisfies

lim
ε→0+

µε(a) > 0⇐⇒ φ(a) ≥ φ(a′),∀a′ ∈ A. (6)

Based on (6), as the noise parameter of LLL, ε, goes down to zero (as LLL
becomes similar to BR), only the action profiles that globally maximize φ
maintain a non-zero probability in the resulting limiting distribution µε.

4 Game Design

In this section, we map the DTE problem to a potential game, ΓDTE, whose
potential function is equal to (5). Once such a game is designed by defining
the action sets and the utility functions, learning algorithms such as BR or
LLL can be used to reach the desired joint plans in a distributed manner.

4.1 Action Space Design

The impact of each agent on the overall objective in (5) is determined only by
its trajectory. Accordingly, one possible way to design the action space is to
define each action set as Ai = Pi, which contains all the feasible trajectories.
However, the number of feasible trajectories, |Pi|, grows exponentially with
the episode length T , and the learning process typically gets slower as the
agents need to explore a larger number of possibilities. Furthermore, many
standard learning algorithms such as BR and LLL require the updating agent
in each round to compute all the possible utilities that can be obtained by
switching to any of its feasible actions. Hence, a large action set increases not
only the number of rounds needed for the convergence of learning but also the
computation time required by the updating agents in each round. Motivated by
the practical importance of computation times, we aim to design the smallest
action sets that can still yield the optimal joint plan.

We design the minimal action sets by excluding a large number of feasible
trajectories that can never be essential to the overall performance, regardless of
the trajectories taken by the other robots. For example, if a trajectory qi ∈ Pi
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does not serve any task, i.e., there is no τj ∈ τ such that qti = qt+1
i = `j

for some t ∈ {taj , . . . , tdj − 1}, then it is guaranteed that robot i will not be
contributing to the global score in (5) when traversing qi since it will not
be contribution to any counter in (2). Accordingly, such qi can be removed
from the action set without causing any performance loss. Furthermore, if a
trajectory pi has all the task-serving stays contained in some other trajectory
qi, then removing qi from the action set (while keeping pi) would not degrade
the overall performance. Accordingly, we define each action set as follows:

Ai = argmin
∅⊂A′i⊆Pi

|A′i| (7)

s.t. (8),

where the constraint is

∀qi ∈ Pi \A′i,∃pi ∈ A′i : pti = pt+1
i = qti ,∀t ∈ t∗(qi, τ), (8)

and t∗(qi, τ) is the set of times where qi involves a stay at a task location
within the corresponding time window, i.e.,

t∗(qi, τ) = {t | ∃τj ∈ τ, qti = qt+1
i = `j , t

a
j ≤ t < tdj}.

Accordingly, each robot’s action set Ai is the smallest non-empty subset of its
all feasible trajectories Pi such that for every excluded trajectory qi ∈ Pi \Ai,
there exists a trajectory pi ∈ Ai such that any stay in qi within the corre-
sponding active time window is also included in pi, i.e., (8). Note that any
qi with no task-serving stays, i.e., t∗(qi, τ) = ∅, is trivially removed from the
action set as (8) does not impose any restriction on the removal of such qi.
Our next result formally shows that this reduced action space does not cause
any suboptimality.

Lemma 1 For the sets of feasible trajectories Pi as in (1) and the action sets
Ai as in (7), P = P1 × . . .×Pn and A = A1 × . . .×An satisfy

max
p∈P

f(p) = max
p∈A

f(p). (9)

Proof Since A ⊆ P,

max
p∈P

f(p) ≥ max
p∈A

f(p). (10)

Now, let q ∈ P \A be a maximizer of f(p), i.e.,

f(q) = max
p∈P

f(p). (11)

Due (8), there exist p ∈ A such that, for every robot i, all the stays in qi that
takes place at a task location within the corresponding time windows are also
included in pi. To be more specific, for any t ∈ {0, . . . , T − 1} and τj ∈ τ , we
have

qti = qt+1
i = `j , t

a
j ≤ t < tdj ⇒ pti = pt+1

i = qti .
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Accordingly, any stay in qi that may contribute to a counter (see (2) and
(3)) is also included in pi, which implies cj(p) ≥ cj(q) for every task τj ∈ τ .
Hence, due to (4) and (5), we have f(p) ≥ f(q) and, due to (11),

max
p∈A

f(p) ≥ max
p∈P

f(p). (12)

Consequently, (10) and (12) together imply (9). ut

4.2 Utility Design

We utilize the notion of wonderful life utility [40] to design a game whose
potential function is the total value in (5). Accordingly, we define the utility
of each robot as its marginal contribution to the total value, i.e.,

Ui(p) =
∑
τj∈τ

[vj(cj(p))− vj(cj(p−i))] , (13)

where cj(p−i) is the counter associated with τj that disregards agent i, i.e.,

cj(p−i, t) = |{rk ∈ R \ {ri} | ptk = pt+1
k = `i}|.

As per (13), the utility of each robot ri, i.e., Ui(p), is equal to the total
value of tasks that are completed under the trajectories p and would not be
completed without ri (under the trajectories p−i).

Lemma 2 Utilities in (13) lead to a potential game ΓDTE = (R,A,U) whose
potential function equals the total value received from the tasks, i.e., φ(p) = f(p).

Proof Let pi 6= p′i ∈ Ai be two possible trajectories for any robot i, and let
p−i denote the trajectories of all other other robots. Using (13), we have

Ui(pi,p−i)− Ui(p′i,p−i) =
∑
τj∈τ

vj(pi,p−i)−
∑
τj∈τ

vj(p
′
i,p−i),

which, together with (5), implies

Ui(pi,p−i)− Ui(p′i,p−i) = f(pi,p−i)− f(p′i,p−i).

Consequently, f(p) is the potential function for ΓDTE.

Example 1 : Consider the environment in Fig. 1 with 3 robots, two sta-
tioned at s1 in cell (2, 2) and one stationed at s3 in cell (4, 5). Let T = 6,
and consider a single task at location (3, 3) that can be completed at any time
during the episode by moving some boxes as illustrated in Fig. 2. More specif-
ically, the task first requires moving a heavy box, which can be handled by
at least 2 robots, and then moving the two light boxes, each of which can be
handled by a single robot, to the heavy box’s initial location. Suppose that
moving the heavy box to its desired position takes one time step. Similarly, a
single robot can move one light box to the desired location in one time step.
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1 2

3 1 2

3

Fig. 2: An example task where the goal is to move there boxes from the con-
figuration on the left into the configuration on the right. The task can be
completed by first moving Box 3 to its desired position (dashed) and then
moving Boxes 1 and 2 to Box 3’s initial position.

Such a task first requires at least 2 robots to serve this location together
for one time step, and then the total number of robots serving that location
within the remaining time to be at least 2. Suppose that the task yields a
value of 1 if successfully completed. Accordingly, this task can be represented
with the following specifications: `1 = (3, 3), ta1 = 0, td1 = 6, and

v1(c1(p)) =

{
1, if ∃i, [c1(p)]i ≥ 2,

∑
j>i

[c1(p)]j ≥ 2

0, otherwise.
, (14)

where [c1(p)]i and [c1(p)]j denote the ith and jth entries of the counter vector
c1(p). The value function in (14) implies that the task is completed if there
exists an index i such that 1) the ith entry of c1(p) is at least two, and 2) the
summation of the entries with indices j > i are at least two. Given these task
specifications, let the trajectories of the three robots over the episode of six
time steps, i.e., for t = 0, 1, . . . , 6, be as follows:

p1 = {(2, 2), (3, 3), (3, 3), (3, 3), (3, 3), (3, 3), (2, 2)},

p2 = {(2, 2), (3, 3), (3, 3), (3, 3), (3, 3), (3, 3), (2, 2)},

p3 = {(4, 5), (3, 4), (3, 3), (3, 3), (3, 3), (3, 4), (4, 5)}.

In that case, the task is completed since c1(p) = [0, 2, 3, 3, 2, 0]T as per (3).
The task can be completed without r1 or r2 since

c1(p−1) = c1(p−2) = [0, 1, 2, 2, 1, 0]T.

Accordingly, r1 and r2 receive the utilities U1(p) = U2(p) = 0. Similarly, if
r3 is removed from the system, r1 and r2 can still complete the task since
c1(p−3) = [0, 2, 2, 2, 2, 0]T. Hence, r3 also receives a utility of zero, U3(p) = 0.
As such, although the task is completed in this example, none of the robots
would receive a utility since their marginal contributions to the value received
are all equal to zero, i.e., the task would still be completed by the remaining
two robots if any single robot was removed from the system.
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4.3 Communication and Information Requirements

Both the action set in (7) and the utility in (13) can be computed by each
robot based on local information. To be more specific, for each robot ri we
first define two sets: 1) set of reachable tasks (robot can serve the location of
the task for at least one time step and return to its station within T steps),

τ ilocal = {τj ∈ τ | dist(`j , σi) < T/2}, (15)

where dist(`j , σi) denotes the minimum number of transitions (allowing diag-
onal transitions) needed to reach the task location `j from the station σi, and
2) set of robots rj who has a common reachable task with ri, i.e.,

Rilocal = {rj ∈ R | τ ilocal ∩ τ
j
local 6= ∅}. (16)

Accordingly, if each robot ri has the following information: 1) the specifica-
tions of each task τj ∈ τ ilocal, and 2) the trajectory pj of each robot rj ∈ Rilocal,
then each robot ri can compute its own utility in (13). Furthermore, for any
trajectory qi t

∗(qi, τ) = t∗(qi, τ
i
local) since any task τj /∈ τ ilocal can never be

served under any feasible trajectory of ri. Hence, such local information is
also sufficient for each robot to compute its action set as per (7). We assume
that each robot ri is able to obtain the specifications of tasks in τ ilocal and the
trajectories of robots in Rilocal through local communications.

In Section 5, we present a learning process where the robots repetitively
play ΓDTE and, at each round, a randomly picked robot updates its trajectory
based on the utilities it can obtain from different trajectories. Accordingly,
first, all the robots are given the specifications of their reachable tasks and
they broadcast their initial trajectories to their neighbors in the beginning of
the learning process. Then, at each round, only the updating agent needs to
broadcast its new trajectory. In such a learning process over K rounds, each
robot ri would need to communicate, by either broadcasting its updated tra-
jectory or receiving an update from another robot in Rilocal, in approximately
K|Rilocal|/n of the rounds, which defines the approximate communication load
of the learning process on each robot.

4.4 Tasks with Identical Locations and Overlapping Time Windows

Our derivations so far were based on the assumption that tasks arriving at the
same location do not have overlapping time windows. This assumption was
made just to simplify the notation and define the action of each robot as its
trajectory. In this subsection, we show how this assumption can be easily lifted
to use our proposed approach when multiple tasks may be active at the same
location. In particular, this extension is achieved with minor modifications to
the action sets Ai in (7) and the counters ci in (3). We denote these modified
versions as A+

i and c+
i , which are defined below.

Once each Ai is generated according to (7), A+
i can be obtained from Ai

by adding a second dimension to the actions. This second dimension is used



12 Yasin Yazıcıoğlu et al.

to distinguish between the cases where different tasks are served under the
same trajectory. Given a set of m tasks τ , each p+

i = (pi, zi) ∈ A+
i consists

of a trajectory pi ∈ Ai and an additional sequence zi = {z0
i , z

1
i , . . . , z

T
i } ∈

{0, τ1, . . . , τm}T+1 that indicates which task is being served by ri at time t
(e.g., zti = 0 if no task is served by ri at time t). More specifically, let θ(ai, τ, t)
denote the tasks in τ that can be served at time t by a robot following the
trajectory ai, i.e., the set of tasks τj such that ri stays at the location of the
task `j at time t and the task is active at time t (taj ≤ t < tdj ):

θ(pi, τ, t) = {τj ∈ τ | pti = pt+1
i = `j , t

a
j ≤ t < tdj}.

Accordingly, the action set A+
i is defined as

A+
i = {(pi, zi) | pi ∈ Ai, zti = 0 if θ(pi, τ, t) = ∅, zti ∈ θ(pi, τ, t) if θ(pi, τ, t) 6= ∅},

(17)

where each action consists of a trajectory pi and a sequence zi that explicitly
states the tasks ri plans to serve while taking the trajectory pi. As such,
|A+
i | ≥ |Ai| and A+

i is obtained by minimally increasing the size of the action
set so that each action uniquely identifies the service provided by each robot.
Furthermore, |Ai| = |A+

i | when τ contains no tasks with identical locations
and overlapping time windows.

Example 2 : Consider the environment in Fig. 1 with a single robot r1

stationed at s1 in cell (2, 2). Let T = 4, and consider two tasks τ = {τ1, τ2}
such that the locations are `1 = `2 = (3, 3) and the arrival and departure
times are ta1 = 0, td1 = 3, ta2 = 2, td2 = 4. In this example, (7) results in A1

consisting of a single trajectory: p1 = {(2, 2), (3, 3), (3, 3), (3, 3), (2, 2)}. Along
this trajectory, it is clear that the robot is serving τ1 during its stay at t = 1
since τ2 has not arrived yet. However, this trajectory does not uniquely describe
which task is served during the stay at t = 2 as both tasks are active at that
time. By growing the action set as in (17), we obtain an action set containing
two actions: A+

1 = {(p1, {0, τ1, τ1, 0}), (p1, {0, τ1, τ2, 0})}. Note that any choice
from A+

1 uniquely determines the service provided by the robot.
In addition to extending the action sets as A+

i , we also need to make a
minor modification to the definition of the counters associated with the tasks.
More specifically, we replace (2) and (3) with

c+i (p+, t) =
∣∣{rj ∈ R | ptj = pt+1

j = `i, z
t
j = τi}

∣∣,
c+
i (p+) = [c+i (p+, tai ), . . . , c+i (p+, tdi − 1)]T,

where p+ = [p+
1 , . . . ,p

+
n ] ∈ A+

1 × . . .×A+
n is the action profile in the modified

action space. Accordingly, each robot rj contributes to the counter of a task τi
if it stays at the corresponding location during the corresponding time window
and commits to serving τi as per p+

i = (pi, zi). By using these modifications
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to the action sets and the counters and defining the utilities accordingly as
per (13), i.e.,

Ui(p
+) =

∑
τj∈τ

[
vj(c

+
j (p+))− vj(c+

j (p+
−i))

]
,

we complete the design of the ΓDTE for the cases where multiple tasks may be
simultaneously active at the same location. In the remainder of the paper, we
will continue discussing our derivations in the setting where the action of each
robot is defined as its trajectory (tasks with identical locations do not have
overlapping time windows). However, all of our results can be easily extended
to the generalized case by using the modified game design presented here.

5 Learning Dynamics

Once the specifications of tasks in the upcoming episode are provided to the
robots and each robot computes its action set as in (7), various learning algo-
rithms can be used by the robots in a repetitive play of ΓDTE to optimize (5) in
a distributed manner. We consider two conventional learning algorithms with
different performance guarantees for potential games: Best-Response (BR),
which ensures convergence to a Nash equilibrium, and Log-Linear Learning
(LLL), which ensures the stochastic stability of joint plans that maximize
the potential function (e.g., see [10, 45] and the references therein). In this
setting, the learning algorithm serves as a distributed optimization protocol
where each robot ri updates its intended plan based on the specifications of
the tasks in τ ilocal, which is defined in (15), and the plans of the other robots
in Rilocal, which is defined in (16). Under these algorithms, a random agent
is selected to make a unilateral update in each round, and that agent plays a
best response or a noisy best response (log-linear) to the recent actions of the
other agents. The selection of a random agent at each round can be achieved
in a distributed manner without a global coordination, for instance by using
the asynchronous time model in [12]. In the best-response algorithm, the up-
dating agent picks a maximizer of its utility function (assuming the actions of
others will stay the same) as its next actions (picks the current action if it is
already a maximizer). In the log-linear learning, the updating agent random-
izes the next action over the whole action set with probabilities determined by
the corresponding utilities (similar to the softmax function). Accordingly, the
agent assigns much higher probabilities to the actions that would yield higher
utility. Both algorithms are formally described below.
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Best Response (BR)

1 : initialization: k = 0, arbitrary p(0) ∈ A.
2 : repeat
3 : Pick a random agent ri ∈ R.
4 : Compute BR(p−i(k)) = arg max

pi∈Ai

Ui(pi,p−i(k)).

5 : pi(k + 1) =

{
pi(k), if pi(k) ∈ BR(p−i(k)),
Random in BR(p−i(k)), otherwise.

6 : p−i(k + 1) = p−i(k).
7 : k = k + 1.
8 : end repeat

Log-Linear Learning (LLL)

1 : initialization: k = 0, arbitrary p(0) ∈ A, small ε > 0.
2 : repeat
3 : Pick a random agent ri ∈ R.
4 : Randomize the next action of ri:

Pr[pi(k + 1) = pi] ∼ exp

(
Ui(pi,p−i(k))

ε

)
, ∀pi ∈ Ai.

5 : p−i(k + 1) = p−i(k).
6 : k = k + 1.
7 : end repeat

Our next results provide the formal guarantees on the evolution of the
global score in (5) when robots follow BR or LLL in a repeated play of ΓDTE.
In particular, we first show that if all robots follow BR, then the value of
completed tasks converges to a value within 1/PoA(ΓDTE) of the maximum
possible value with probability one as the number of rounds, k, goes to infinity.

Theorem 1 Let ΓDTE = (R,A,U) be designed as per (7) and (13). If all
robots follow BR in a repeated play of ΓDTE, then with probability one

lim
k→∞

f(p(k)) ≥
max
q∈P

f(q)

PoA(ΓDTE)
. (18)

Proof Since ΓDTE = (R,A,U) is a potential game, the best response dynamics
achieve convergence to a Nash equilibrium with probability one (e.g., see [45]
and the references therein). From the definition of PoA, this implies that with
probability one

lim
k→∞

f(p(k)) ≥
max
q∈A

f(q)

PoA(ΓDTE)
. (19)

Using (19) together with (9), we obtain (18).

Our next result shows that if all robots follow LLL with an arbitrarily
small noise parameter ε > 0, then the probability of obtaining trajectories
that maximize the total value becomes arbitrarily close to one as the number
of rounds, k, goes to infinity.
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Theorem 2 Let ΓDTE = (R,A,U) be designed as per (7) and (13). If all
robots follow log-linear learning (LLL) in a repeated play of ΓDTE, then

lim
ε→0+

lim
k→∞

Pr

[
f(p(k)) = max

q∈P
f(q)

]
= 1. (20)

Proof Since ΓDTE = (R,A,U) is a potential game with the potential function
f(p), LLL induces an irreducible and aperiodic Markov chain with the limiting
distribution µε over A (e.g., see [45] and the references therein) such that as
ε (the noise parameter of LLL) goes down to zero, only the global maximizers
of f(p) maintain a non-zero probability in µε, i.e.,

lim
ε→0+

µε(q) > 0⇐⇒ f(q) = max
q′∈A

f(q′).

Accordingly, the trajectories at the kth round of learning, p(k), satisfy

lim
ε→0+

lim
k→∞

Pr [p(k) = q] > 0⇐⇒ f(q) = max
q′∈A

f(q′),

which implies

lim
ε→0+

lim
k→∞

Pr

[
f(p(k)) = max

q∈A
f(q)

]
= 1. (21)

Using (21) together with (9), we obtain (20).

Based on Theorems 1 and 2, both BR and LLL provide guarantees on
the trajectories p(k) as the number of rounds, k, goes to infinity. In practice,
there would be a finite amount of time for planning the trajectories before
each episode in the DTE problem. Accordingly, our proposed solution is to
have the robots update their trajectories via learning in ΓDTE over a finite
number of rounds (available time between episodes) and then dispatch ac-
cording to the resulting trajectories. When the learning horizon is sufficiently
long, the performance induced by BR or LLL would be close to the respec-
tive limiting behavior. More specifically, for sufficiently large k: 1) f(p(k)) is
within 1/PoA(ΓDTE) of the maximum possible value with a high probability
under BR, and 2) f(p(k)) equals the maximum possible value with a high
probability when LLL is executed with a sufficiently small noise parameter ε.

In light of Theorems 1 and 2, a major consideration in choosing the learn-
ing algorithm is the price of anarchy (PoA). If all Nash equilibria yield reason-
ably good f(p), then best-response type algorithms can achieve the desired
performance. Such an approach has the benefit of having a monotonic in-
crease in the global objective in (5) as the robots update their plans, i.e.,
f(p(k + 1)) ≥ f(p(k)) for all k ≥ 0. On the other hand, if some Nash equi-
libria are highly suboptimal, noisy best-response type algorithms such as LLL
can be used to ensure that the learning process does not converge to an unde-
sirable Nash equilibrium and, while f(p(k)) does not increase monotonically
under the resulting learning process, a global optima of f(p) is observed most
of the time in the long-run as robots keep updating their plans. We continue
our analysis by investigating PoA(ΓDTE).
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5.1 Price of Anarchy

We first provide an example to show that PoA(ΓDTE) can be arbitrarily large
in general when there is not a special structure in the task specifications.

Example 3 : Consider the environment in Fig 1, and let each episode
consist of three time steps (T = 3). Let there be two robots {r1, r2}, both
stationed at s1 in cell (2, 2). Suppose that we have three tasks with identical
time windows, ta1 = ta2 = ta3 = 0 and td1 = td2 = td3 = 4, and different locations:
`1 = (1, 1), `2 = (1, 2), `3 = (1, 3). Each task requires the handling of some
boxes and can be completed if sufficiently many robots (depending on the
weight of boxes) stay at that location for one time step, i.e., the value functions
have the form

vi(ci(p)) =

{
v̄i, if max(ci(p)) ≥ c∗i ,
0, otherwise.

Suppose that c∗1 = c∗2 = 1 (light boxes), c∗3 = 2 (heavy boxes), and v̄3 �
v̄1, v̄2. In this setting, using (7), the action set of each robot consists of three
trajectories: going to any of the three task locations, staying there for one step
and coming back. It can be shown that this scenario has three Nash equilibria
with the following outcomes: 1) r1 completes τ1 and r2 completes τ2, 2) r1

completes τ2 and r2 completes τ1, and 3) r1 and r2 together complete τ3.
While the first two cases result in a total value of v̄1 + v̄2, the last option
yields a total value of v̄3. Accordingly, PoA(ΓDTE) equals v̄3/(v̄1 + v̄2), which
can be arbitrarily large.

Example 3 shows that in general PoA(ΓDTE) may be arbitrarily large.
However, there are also instances of the problem where PoA(ΓDTE) is small.
We will first give a definition and then present a family of such cases with a
bound on PoA(ΓDTE).

Definition 1 (Simple Task) A task τi = {`i, tai , tdi , vi} is simple if it can be
completed by one robot in one time step, i.e., the value function has the form

vi(ci(p)) =

{
v̄i, if max(ci(p)) ≥ 1,
0, otherwise.

One real-life example of a simple task is an aerial monitoring task that
requires taking images from a specific location within a specific time window.
When the grid cells correspond to sufficiently small regions, such a monitoring
task can be completed by a single drone within a single time step. Similarly,
certain pick-up and delivery or manipulation tasks can be completed by a
single robot in a single time step.

Theorem 3 Let ΓDTE = (R,A,U) be designed as per (7) and (13). For a
system with n robots and m tasks, if there is only one station and all the tasks
are simple, then the price of anarchy of ΓDTE is bounded as

PoA(ΓDTE) ≤ max
(m
n
, 1
)
. (22)
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Proof Consider a single-station game with n robots and m simple tasks. Note
that in such a game, all the robots have identical action sets. Let A∗ ⊆ A be
the set of Nash equilibria, and let p∗ ∈ A∗ be any Nash equilibrium of the
game. We analyze each of the two possible cases separately and show that (22)
holds in both cases:

Case 1 - All tasks are completed under p∗: In this case, clearly f(p∗) =
max
p∈A∗

f(p) since f(p) cannot exceed the total value of tasks in τ .

Case 2 - Some tasks are not completed under p∗: Let τ ′ 6= ∅ be the set of
incomplete task under p∗. Since all tasks are simple, any robot could switch
to a trajectory completing some τj ∈ τ ′ to receive a utility of v̄j . Accordingly,
since p∗ is a Nash equilibrium, each agent’s utility must be larger than the
value of any incomplete task, i.e.,

Ui(p
∗) ≥ max

τj∈τ ′
v̄j , ∀i ∈ {1, . . . , n}, (23)

which implies that each agent must be receiving a positive utility by being
essential for the completion of at least one task (the task would be incomplete
without that agent) due to (13). Since each task is simple, multiple agents
cannot be essential for the same completed task. Hence, at least n tasks must
be completed. Furthermore, each completed task’s value is included in at most
one agent’s utility. Hence, the total value of completed tasks cannot be less
than the total utility of the agents, i.e.,∑

τj∈τ\τ ′
v̄j ≥

n∑
i=1

Ui(p
∗). (24)

Since the number of completed tasks is at least n, the total value of incomplete
tasks must be upper bounded by m− n times the value of the most valuable
incomplete task, i.e., ∑

τj∈τ ′
v̄j ≤ (m− n) max

τj∈τ ′
v̄j . (25)

Using (23) and (24), we obtain

f(p∗) =
∑

τj∈τ\τ ′
v̄j ≥

n∑
i=1

Ui(p
∗) ≥ n max

τj∈τ ′
v̄j . (26)

Since max
p∈A∗

f(p) cannot exceed the total value of tasks in τ , we have

max
p∈A∗

f(p) ≤
∑

τj∈τ\τ ′
v̄j +

∑
τj∈τ ′

v̄j = f(p∗) +
∑
τj∈τ ′

v̄j . (27)

Using (25), (26), and (27), we obtain

max
p∈A∗

f(p) ≤ f(p∗) + (m− n) max
τj∈τ ′

v̄j ≤ f(p∗) +
m− n
n

f(p∗),
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which implies max
p∈A∗

f(p)/f(p∗) ≤ m/n. Note that our analyses of Cases 1 and

2 together imply (22). ut

In light of Theorem 3, for single-station systems with simple tasks, PoA(ΓDTE)
is bounded from above based on the number of tasks and robots, irrespective
of the task values v̄i. While there can also be many other special cases where
PoA(ΓDTE) is guaranteed to be small, in general it can be arbitrarily large
when the task specifications do not have a special structure as we have shown
in Example 3. Accordingly, noisy best-response learning algorithms such as
LLL are needed to ensure near-optimal performance in ΓDTE when there is no
prior information on task specifications that indicates a small PoA(ΓDTE).

5.2 Convergence Rate

The proposed approach is based on providing the robots with the specifica-
tions of tasks in the upcoming episode and having them optimize their own
trajectories in a distributed manner via learning in the the corresponding game
ΓDTE . In practice, the robots have a limited amount of time to plan their tra-
jectories before each episode. Hence, in addition to the limiting behavior of
the learning process, another important consideration is its convergence rate.

Convergence time to a Nash equilibrium under BR depends on the type
of potential game. There exist examples for both exponential (e.g.,[21]) and
polynomial (e.g., [6, 23]) growth of convergence time in the number of agents.
On the other hand, the rate of convergence to the limiting distribution µε
under LLL depends on both the type of game and the noise parameter ε. As
ε gets closer to zero, the mass of the limiting distribution µε accumulates on
the potential maximizers (optimal Nash equilibria) as per (6). However, the
convergence to µε becomes slower as ε decreases since it also becomes harder
for the agents to leave suboptimal Nash equilibria. In other words, there is an
inherent trade-off between the efficiency of the limiting distribution µε and the
time it takes to approach µε, which can be tuned via the noise parameter ε.
Similar to BR, LLL also has examples of potential games for both exponential
and polynomial (e.g., almost linear) growth of convergence time in the number
of agents (e.g., [5, 11, 22, 27, 38]). Our numerical results in the next section
suggest that both algorithms yield a fast convergence rate in the proposed
game ΓDTE . While BR sometimes produces very suboptimal solutions, LLL
typically produces a near-optimal solution in a reasonable amount of time.

6 Simulation Results

We consider the environment in Fig. 1 and present two case studies to nu-
merically demonstrate the performance of the proposed distributed planning
approach based on game-theoretic learning.
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6.1 Case Study 1

In the first case study, we demonstrate and compare the performances under
BR and LLL in a sample scenario. We consider a team of 10 robots that are
allocated to the stations as follows: 4 robots at s1, 4 robots at s2, and 2 robots
at s3. Robots plan their own trajectories over an episode of length T = 8. In
this episode, there are seven tasks whose specifications are provided in Table
1. Each task has a value function with one of the two following structures:

vi(ci(p)) =

{
v̄i, if max(ci(p)) ≥ c∗i ,
0, otherwise,

, (28)

vi(ci(p)) =

{
v̄i, if 1Tci(p) ≥ c∗i ,
0, otherwise,

, (29)

where the parameters v̄i and c∗i for each task are provided in Table 1. The
value function vi has the structure in (28) for i ∈ {3, 5} and the structure in
(29) for i ∈ {1, 2, 4, 6, 7}.

We first investigate the performance under LLL by randomly generating
100 runs. In each run, the robots start the distributed planning process with
randomly selected initial trajectories and follow the LLL algorithm with ε =
0.2 for 300 rounds. In this scenario, given the episode length T = 8, the
number of feasible trajectories that start and end at the corresponding stations
are as follows: 405417 (station s1), 161708 (station s2), and 9254 (station
s3). Designing the action sets as per (7) significantly reduces the number of
trajectories for each agent. The resulting number of trajectories in each action
set is as follows: 39 (station s1), 16 (station s2), and 18 (station s3). Note
that this significant reduction in the number of trajectories greatly improves
the scalability of the proposed approach by reducing not only the number of
rounds required to observe the limiting behavior but also the computation
time required in each round by the updating agent. On a computer with Core
i7 – 2.2 GHz CPU and 16 GB RAM, the computation of each action set as per
(7) takes approximately 10 seconds whereas executing the learning algorithm
for 300 rounds (pick a random agent at each round and update its action as
per LLL) takes about 15 seconds.

In Fig. 3, we show the evolution of the total value of tasks that would be
completed under the trajectories in each round k, i.e., p(k), as the robots keep
updating their trajectories over 300 rounds. The top figure in Fig. 3 shows a
sample run, where the robots have reached a joint plan that completes all the
tasks and yields a total value of 30 within 140 rounds. Given the stochasticity of
the learning process, the bottom figure in Fig. 3 aims to illustrate the expected
behavior under LLL in this scenario by showing the average (blue solid line)
as well as the maximum and minimum (dotted red lines) of the total value at
each round based on the results from 100 runs. The maximum possible total
value, i.e., 30 from completing all tasks, was first observed in one of the runs
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Task ID (i) Location (`i) Arrival (tai ) Departure (tdi ) Value (v̄i) Threshold (c∗i )

1 (3,3) 1 7 4 6

2 (2,3) 0 5 5 6

3 (6,5) 2 6 3 2

4 (2,1) 1 7 5 7

5 (4,1) 3 6 4 2

6 (6,2) 0 8 5 8

7 (5,5) 0 8 4 5

Table 1: Task specifications for the first case study.

in round 11. Furthermore, after round 107, all 100 runs maintain a total value
in the interval 25-30 while the average keeps increasing towards 30, i.e., the
number of runs maintaining the maximum possible value increases over time.
The average total values at some instances were observed as: 25.85 at round
50, 26.79 at round 100, 27.57 at round 200, and 27.87 at round 300. This trend
is consistent with the typical behavior when LLL is used in potential games:
agents reach a near-optimal configuration in a relatively short amount of time
and they eventually maintain the global optima with high probability.
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Fig. 3: Evolution of the total value in the first case study while the robots
update their trajectories by following LLL for 300 rounds. The top figure
shows a sample run, the bottom figure shows the average (solid blue line) as
well as the maximum and minimum (dotted red lines) values at each round
for 100 runs starting with random initial trajectories.

As a second set of simulations, we also utilize the best response (BR)
algorithm for the same scenario. Given that the computation time in each
round is similar for LLL and BR, we execute the BR algorithm also for 300
rounds. Under such updates, the system rapidly converges to one of the Nash
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equilibria, usually within the first 10-20 rounds in this example. The resulting
equilibrium largely depends on the initial trajectories and which agent updates
in each round. In Fig. 4 we show the distribution of f(p) at the resulting
Nash equilibria for 1000 runs, each of which was started with a random choice
of initial trajectories. Thirteen different values of f(p) were observed at the
resulting equilibria with the following numbers of occurrences: 11 (1 time), 16
(11 times), 17 (15 times), 18 (9 times), 19 (13 times), 20 (16 times), 21 (127
times), 22 (158 times), 23 (173 times), 25 (105 times) , 26 (270 times), 27
(73 times), and 30 (29 times), which yield an average of 23.78. In comparison,
the runs with LLL resulted in an expected total value of 27.87 at the end of
300 rounds. Furthermore, while BR was observed to result in a significantly
suboptimal Nash equilibrium in some cases (e.g., a total value of 11 or 16),
none of the runs with LLL produced a total value smaller than 25 as it can be
seen in Fig. 3.

Fig. 4: Distribution of the total value of completed tasks f(p) at the Nash
equilibria resulting from BR in 200 runs with random initial trajectories.

6.2 Case Study 2

In the second case study, we investigate the performance of LLL in 9 scenarios
with different numbers of tasks and robots. To this end, we first create a list of
30 tasks as shown in Table 2. Among these 30 tasks, the value function vi has
the structure in (28) for every i ∈ {3, 5, 12, 14, 18, 23, 25, 28} and the structure
in (29) for all the other tasks. We consider three different sets of tasks from
this list: 1) 10 tasks (1 to 10 in Table 2), 2) 20 tasks (1 to 20 in Table 2), and
3) 30 tasks (all the tasks in Table 2). We also consider three different cases in
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terms of the number of robots: 1) 5 robots (2 at s1, 2 at s2, and 1 at s3), 2)
10 robots (4 at s1, 4 at s2, and 2 at s3), and 3) 15 robots (6 at s1, 6 at s2,
and 3 at s3). By considering all combinations of these sets of tasks and sets
of robots, we obtain a total of 9 scenarios where the number of tasks ranges
from 10 to 30 and the number of robots ranges from 5 to 15. Given the task
specifications and the episode length T = 8, designing the action sets as per
(7) leads to the following numbers of trajectories in these scenarios:

– Scenarios with 10 tasks: 88 trajectories for each robot at s1, 70 trajec-
tories for each robot at s2, and 26 trajectories for each robot at s3

– Scenarios with 20 tasks: 667 trajectories for each robot at s1, 238 tra-
jectories for each robot at s2, and 84 trajectories for each robot at s3

– Scenarios with 30 tasks: 686 trajectories for each robot at s1, 415 tra-
jectories for each robot at s2, and 128 trajectories for each robot at s3

Since the size of the action space grows exponentially with the number
of robots n, i.e., |A1| × |A2| × . . . × |An|, it is clearly intractable to find the
maximum feasible value in these scenarios by searching through all possible
joint plans (i.e., a centralized solution). The size of action space ranges from
approximately 9.86 × 108 action profiles in the smallest case (5 robots and
10 tasks) to approximately 1.1 × 1039 action profiles in the largest case (15
robots and 30 tasks). For each of the 9 scenarios, we generate 10 runs, each
of which starts with randomly picked initial trajectories and executes LLL
with the noise parameter ε = 0.2 for a total of 600 rounds. For each set of 10
runs, we provide the average, minimum, and maximum of total value at each
round in Figs. 5 (scenarios with 5 robots), 6 (scenarios with 10 robots), and 7
(scenarios with 15 robots). In all of these figures, we see that the minimum and
maximum values among the runs rapidly increase and approach each other,
which creates a narrow envelope for the average value. In these simulations,
the minimum, average, and maximum values of 10 runs at the end of round
600 are observed as follows:

– Scenarios with 5 robots: 19, 19.7, 20 (10 tasks); 29, 30.1, 31 (20 tasks);
29, 30.1, 31 (30 tasks).

– Scenarios with 10 robots: 26, 26, 26 (10 tasks); 46, 48.6, 51 (20 tasks);
53, 56.2, 59 (30 tasks).

– Scenarios with 15 robots: 26, 26, 26 (10 tasks); 58, 59.2, 64 (20 tasks);
66, 74.5, 80 (30 tasks).

In 3 of these 9 scenarios, we can easily verify that the maximum value
observed is equal to the maximum feasible value since it corresponds to the
completion of all the tasks: 10 robots and 10 tasks (total value is 26), 15
robots and 10 tasks, 15 robots and 20 tasks (total value is 64). Furthermore,
in each of these 9 scenarios, the average value of 10 runs at the end of 600
rounds is more than 92% of the maximum value. These results suggest that
the robots are expected to obtain near-optimal joint plans by following LLL
for 600 rounds in all of these scenarios. Overall, LLL has maintained a fast
convergence speed (in 600 rounds) despite the significant growth in the sizes of
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Task ID (i) Location (`i) Arrival (tai ) Departure (tdi ) Value (v̄i) Threshold (c∗i )

1 (3,3) 1 7 4 6

2 (2,3) 0 5 3 2

3 (6,5) 2 6 3 2

4 (2,1) 1 7 2 2

5 (4,1) 3 6 3 2

6 (6,2) 0 8 2 2

7 (5,5) 0 8 4 4

8 (7,4) 3 8 2 2

9 (1,2) 0 5 1 1

10 (5,2) 5 8 2 1

11 (7,2) 2 5 3 2

12 (3,2) 3 7 6 3

13 (3,4) 0 4 3 3

14 (1,1) 0 4 3 2

15 (5,1) 2 5 3 3

16 (3,4) 4 7 5 2

17 (3,1) 2 8 5 2

18 (1,3) 0 8 6 3

19 (7,4) 0 3 2 1

20 (6,4) 0 4 2 1

21 (7,3) 1 3 3 4

22 (7,3) 4 8 2 2

23 (2,3) 5 7 3 8

24 (1,2) 5 8 4 4

25 (3,5) 1 3 2 4

26 (5,2) 2 5 5 5

27 (3,5) 5 8 2 4

28 (1,1) 4 8 2 3

29 (6,4) 4 6 1 2

30 (6,4) 6 8 1 2

Table 2: Task specifications for the second case study.

action spaces, i.e., from approximately 9.86×108 action profiles in the smallest
scenario (5 robots and 10 tasks) to approximately 1.1× 1039 action profiles in
the largest scenario (15 robots and 30 tasks).

7 Experimental Results

We present the results of experiments with a team of three Crazyflies 2.0 in a
3m×3m×1.5m motion-capture space equipped with a VICON system with eight
cameras. We use the Crazyswarm2 package [35] to run the low-level control
algorithms and to link the VICON system with the Crazyflies. The experiment
is performed by using a desktop computer with 4 cores running Ubuntu 16.04,
4.0GHz CPU, and 32GB RAM.

The experiment is designed as a small scale representation of an aerial
monitoring scenario in the environment shown in Fig. 1, where the obstacles

2 https://github.com/USC-ACTLab/crazyswarm

https://github.com/USC-ACTLab/crazyswarm
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Fig. 5: Evolution of the total value under LLL in the second case study for the
scenarios with 5 robots. Figures correspond to 10 (top), 20 (middle), and 30
(bottom) tasks. Each figure shows the average (solid blue line) as well as the
maximum and minimum (dotted red lines) values at each round for 10 runs.

correspond to no-fly zones. Three drones {r1, r2, r3}, each of which is assigned
to a different station (r1 at s1, r2 at s2, and r3 at s3), optimize their trajecto-
ries to serve the incoming monitoring/surveillance tasks. In this experiment,
each drone is assigned to a different altitude to avoid potential collisions. We
consider episodes of length T = 8 for moving between regions plus two addi-
tional time steps for take-off and landing (one time step for each). Each time
step corresponds to two seconds in real time. Accordingly, each episode im-
plies a flight time of 20 seconds for the drones (16 seconds for traversing their
trajectories over the episode horizon of T = 8 steps and 4 seconds for take-
off/landing). The experiment consists of five episodes, each of which involved
a subset of the eight tasks whose specifications are listed in Table 2. The value
function vi has the structure in (28) for i ∈ {3, 5} and the structure in (29)
for i ∈ {1, 2, 4, 6, 7, 8}. For an aerial monitoring application, the value function
in (28) may correspond to a task that requires multiple aerial images taken
simultaneously from different viewpoints, and the value function in (29) may
correspond to a task that does not require such a simultaneity in the images.

The tasks arriving in each episode and the resulting number of trajectories
in the action sets in (7) for each robot are provided in Table 3. For each
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Fig. 6: Evolution of the total value under LLL in the second case study for the
scenarios with 10 robots. Figures correspond to 10 (top), 20 (middle), and 30
(bottom) tasks. Each figure shows the average (solid blue line) as well as the
maximum and minimum (dotted red lines) values at each round for 10 runs.

episode, starting with randomly selected initial trajectories, the drones update
their trajectories by following LLL for a period of 50 rounds. The evolution
of the total value from tasks as the robots update their trajectories during the
learning process is shown in Fig. 8. The trajectories obtained at the end of
50 rounds are provided in Table 4. Based on the specifications of the tasks in
each episode as given in Tables 2 and 3, it can be verified that all the tasks are
completed under the trajectories in Table 4. Accordingly, the total values of
completed tasks are as follows: 11 (episode 1), 11 (episode 2), 10 (episode 3),
12 (episode 4), 10 (episode 5). In all the episodes, the maximum possible value
was reached within the first 12 rounds of learning and maintained throughout
the remaining rounds.

Some instances from the experiments are shown in Figures 9 and 10. The
drones indicated by arrows start the mission at their stations. The first episode
involves tasks 1, 2, 6, and 8. As per the trajectories in Table 4, initially r1 serves
task 2, r2 serves task 6 and r3 serves task 1 as highlighted in Fig. 9b. Once
task 2 is completed, r1 joins r3 in serving task 1. At the same time, r2 finishes
task 6 and moves to its next destination to serve task 8 as shown in Fig. 9c.
The drones complete all the tasks and return to their stations by the end of
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Fig. 7: Evolution of the total value under LLL in the second case study for the
scenarios with 15 robots. Figures correspond to 10 (top), 20 (middle), and 30
(bottom) tasks. Each figure shows the average (solid blue line) as well as the
maximum and minimum (dotted red lines) values at each round for 10 runs.

Episode Task IDs |A1| |A2| |A3|

1 {1,2,6,8} 10 8 7

2 {1,3,7} 7 6 8

3 {2,4,5,6} 16 6 1

4 {2,3,4,7} 8 6 11

5 {1,4,6,8} 8 8 2

Table 3: Tasks in each of the five episodes (see Table 2 for the specifications)
and the resulting number trajectories in the action sets in (7).

the first episode as shown in Fig. 9d. The second episode involves tasks 1, 3,
and 7. First tasks 1 and 7 arrive. Task 1 is served by r1. Task 7 is served by
r3 for one time step and then r2 joins r3 to complete the task faster as shown
in Fig. 10b. After completing task 7, r2 and r3 together serve task 3, which
requires at least two drones to be simultaneously present for one time step,
while r1 continues serving task 1 as shown in Fig. 10c. Finally, the drones
complete tasks 1 and 3 and go back to their stations as shown in Fig. 10d.



Distributed Planning for Serving Cooperative Tasks with Time Windows 27

0 5 10 15 20 25 30 35 40 45 50

0

5

10

0 5 10 15 20 25 30 35 40 45 50

0

5

10

0 5 10 15 20 25 30 35 40 45 50

0

5

10

0 5 10 15 20 25 30 35 40 45 50

0

5

10

0 5 10 15 20 25 30 35 40 45 50

0

5

10

Fig. 8: Total value of completed tasks over 50 rounds as the robots update
their trajectories by following log-linear learning (LLL). Plots correspond to
the five episodes (ordered from top to bottom) in the experiments.

8 Conclusion

In this paper, we presented a game-theoretic approach to the distributed plan-
ning of multi-robot systems for providing optimal service to cooperative tasks
that are dispersed over space and time. In this setting, each task requires ser-
vice by sufficiently many robots at the specified location within the specified
time window. The robots plan their own trajectories in each episode based on
the specifications of incoming tasks. Each robot is required to start and end
every episode at its assigned station. We mapped this planning problem to a
potential game by setting the utility of each robot to its marginal contribution
to the total value from tasks. We presented a systematic way to use the task
specifications for designing minimal action sets that include globally optimal
joint plans and facilitate fast learning. We then showed that the resulting game
can in general have arbitrarily poor Nash equilibria. We also described some
special cases where all the equilibria are guaranteed to have bounded subop-
timality. We showed how game theoretic learning algorithms such as the best
response or the log linear learning can be used to iteratively obtain optimal
joint plans in this setting. The performance of the proposed approach was
demonstrated via simulations and experimental results.
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Episode 1

p1 = {(2, 2), (2, 3), (2, 3), (2, 3), (3, 3), (3, 3), (3, 3), (3, 3), (2, 2)}
p2 = {(6, 3), (6, 2), (6, 2), (6, 2), (6, 3), (7, 4), (7, 4), (7, 4), (6, 3)}
p3 = {(4, 5), (3, 4), (3, 3), (3, 3), (3, 3), (3, 3), (3, 3), (3, 4), (4, 5)}

Episode 2

p1 = {(2, 2), (3, 3), (3, 3), (3, 3), (3, 3), (3, 3), (3, 3), (3, 3), (2, 2)}
p2 = {(6, 3), (6, 4), (5, 5), (5, 5), (5, 5), (6, 5), (6, 5), (6, 4), (6, 3)}
p3 = {(4, 5), (5, 5), (5, 5), (5, 5), (6, 5), (6, 5), (6, 5), (5, 5), (4, 5)}

Episode 3

p1 = {(2, 2), (2, 1), (2, 1), (2, 1), (3, 1), (4, 1), (4, 1), (3, 1), (2, 2)}
p2 = {(6, 3), (6, 2), (6, 2), (6, 2), (5, 1), (4, 1), (4, 1), (5, 2), (6, 3)}
p3 = {(4, 5), (3, 4), (2, 3), (2, 3), (2, 3), (2, 3), (2, 3), (3, 4), (4, 5)}

Episode 4

p1 = {(2, 2), (2, 3), (2, 3), (2, 3), (1, 2), (2, 1), (2, 1), (2, 1), (2, 2)}
p2 = {(6, 3), (6, 4), (6, 5), (6, 5), (6, 5), (5, 5), (5, 5), (6, 4), (6, 3)}
p3 = {(4, 5), (5, 5), (6, 5), (6, 5), (5, 5), (5, 5), (5, 5), (5, 5), (4, 5)}

Episode 5

p1 = {(2, 2), (3, 3), (3, 3), (3, 3), (2, 2), (2, 1), (2, 1), (2, 1), (2, 2)}
p2 = {(6, 3), (6, 2), (6, 2), (6, 2), (6, 3), (7, 4), (7, 4), (7, 4), (6, 3)}
p3 = {(4, 5), (3, 4), (3, 3), (3, 3), (3, 3), (3, 3), (3, 3), (3, 4), (4, 5)}

Table 4: Trajectories obtained via LLL in each episode of the experiment.

As a future direction, we plan to extend our work to heterogeneous teams
where the robots may have different capabilities and dynamics. Furthermore,
we plan to investigate the use of temporal logics for encoding complex cooper-
ative tasks (value functions) to be used in the proposed distributed planning
framework. We are also interested in exploring the use of other distributed
learning and optimization algorithms to solve the proposed planing problem.
Incorporating additional performance objectives such as the robustness of the
total value from tasks to the deviations from generated plans (e.g., due to
disturbances or stochastic dynamics) is another direction we intend to pursue.
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