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Abstract

Continual learning is essential for all real-world applications, as frozen
pre-trained models cannot effectively deal with non-stationary data
distributions. The purpose of this study is to review the state-of-the-
art methods that allow continuous learning of computational models
over time. We primarily focus on the learning algorithms that per-
form continuous learning in an online fashion from considerably large
(or infinite) sequential data and require substantially low computa-
tional and memory resources. We critically analyze the key challenges
associated with continual learning for autonomous real-world systems
and compare current methods in terms of computations, memory, and
network/model complexity. We also briefly describe the implementa-
tions of continuous learning algorithms under three main autonomous
systems, i.e., self-driving vehicles, unmanned aerial vehicles, and ur-
ban robots. The learning methods of these autonomous systems and
their strengths and limitations are extensively explored in this article.
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1 Introduction

In recent years, Deep Learning (DL) has achieved remarkable success in many
computer vision and audio processing applications [1–3]. However, the main
focus of DL has been on developing high-accuracy Deep Neural Networks
(DNNs) through offline training using a fixed and pre-defined/collected train-
ing dataset [4]. These DNNs are designed to remain static after deployment
and are incapable of adapting to changing environments. The real-world ap-
plications, specifically those related to autonomous agents, involve dealing
with non-stationary data, i.e., where new data/tasks become available over
time, and static models do not perform very well in such scenarios. A possi-
ble solution to this is to repeat the training process each time a distribution
shift occurs. However, repeating the complete training process or even for
a few epochs using an extended dataset is highly computationally intensive,
which is not feasible in realistic resource-constrained scenarios. This leads to
a need for an entirely new class of techniques/algorithms that can enable
resource-efficient continuous learning in real-world systems.

For real-world applications, continuous learning is characterized as a learn-
ing process over sequentially generated streaming data divided into multiple
temporally bounded subsections known as tasks. While the state-of-the-art
deep neural networks can be trained on a wide range of individual tasks to
achieve impressive performance, learning multiple tasks sequentially remains
a considerable challenge for deep learning. Standard neural networks, when
trained on a new task, forget most of the information related to previous tasks;
this phenomenon is referred to as catastrophic forgetting [5, 6].

A major challenge in realizing a real-world autonomous system capable
of continuously learning and adapting over time is to prevent catastrophic
forgetting. The learning model needs to maintain a balance between plasticity
(the ability to adapt to new knowledge) and stability (the ability to retain prior
knowledge) [7, 8]. Excessive plasticity can cause forgetting the prior learned
information while learning a new task. In addition, due to extreme stability,
sequential task learning may become more difficult. This phenomenon is known
as the stability-plasticity dilemma [9, 10].

To address the above-mentioned challenge, several continuous learning
(CL) algorithms have been proposed. These algorithms are based on three
fundamental biologically inspired learning mechanism, i.e., synaptic regular-
ization, structural plasticity, and memory replay [11–14]. Most CL works are
focused on supervised task-based incremental learning in which one task is
streamed at a time with independent and identically distributed (i.i.d) data,
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with the assumption that task identifier is available at all times. These as-
sumptions are not directly applicable (in general) to real-world settings where
streamed input samples/data are not i.i.d. and the task information is also not
available. To realize more realistic scenarios, online continual learning (OCL)
algorithms have been proposed that allow continuous learning from infinite
data streams in an online fashion without the notion of task identity. In this
survey, we highlighted some of the OCL [15–23] methods that address the on-
line data stream learning over gradually varying data distribution with sparse
supervision.

The applications of CL in real-world autonomous agents are practically
infinite. These systems interact with the external environment through a
wide range of sensors, so that they have a tendency to continuously adapt
to the uncertainties and variations in the real-world environment. Most of
the systems mainly focus only on visual perceptions to effectively understand
their surroundings. Therefore, CL algorithms have been broadly proposed
for image recognition applications. In this survey, we discuss CL techniques
under three basic categories of real-world autonomous systems including self-
driving cars [24–40], Unmanned Aerial Vehicles (UAVs) [41–45] and urban
robots [46–54].

The primary objective of this study is to provide an overview of the
learning strategies that establish an effective connection between CL and au-
tonomous real-world systems. To the best of our knowledge, the previous CL
reviews [11][55], do not compare the state-of-the-art algorithms and experimen-
tal frameworks. In addition, they do not describe training methods, network
complexity, and computing resources required to perform CL in a real environ-
ment. This survey also explains state-of-the-art learning algorithms to address
all the long-standing challenges of real-world continual learning.

The major contributions of this survey are as follows:

• We discuss the state-of-the-art OCL algorithms that address many signifi-
cant challenges of real-world continuous learning. These algorithms make it
possible to learn with high adaptability from continuous data streams, uti-
lize less computational resources and require limited supervision. We also
highlight the limitations and strengths of these algorithms.

• Most of the works on CL and OCL are proposed for static datasets and
simulation environments that are far from realistic scenarios. In this re-
gard, we analyze the scope and limitations of these methods for real-world
autonomous systems.

• We present an overview of the applications of CL in real-world autonomous
systems and briefly explain their experimental frameworks, network/algo-
rithm complexity and required computing resources. We categorize these
applications into three main types, i.e., self-driving cars, unmanned aerial
vehicles and urban robots.

The rest of the paper is organized as follows: Section 2 gives an overview
of the fundamental CL algorithms and their scenarios. Section 3 explains the
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working process of some state-of-the-art OCL algorithms. Section 4 presents
the scope and challenges of CL under real-world scenarios. Section 5 and 6
summarizes applications of CL in real-world autonomous systems. Section 7
discusses further look ahead in the field of CL. Finally, Section 8 presents the
conclusion.

2 Continual Learning Strategies

In this section, we present an overview of three fundamental categories of CL
algorithms that address the problem of catastrophic forgetting for task-based
sequential learning [56]. We also highlight the three main CL scenarios that are
categorized based on differences in task structure and the information available
at test time [57].

2.1 Algorithms

2.1.1 Rehearsal

The rehearsal method alleviates forgetting by replaying a few of the data
samples of previously seen tasks. While learning new tasks, these samples en-
able to retain past knowledge of the model. Ideally, only those samples are
stored that are representative of the overall data distribution of the previous
tasks. The most famous replay technique is Incremental Classifier and Repre-
sentation Learning (iCARL) [58], which uses a prioritized exemplar selection
methodology to choose few samples with a feature vector that best approxi-
mates the average feature vector from the current training set. It provides an
effective solution, but negatively affects resource utilization. It requires a large
storage capacity to preserve the raw samples or representations learned from
the previous task. To overcome the storage challenge, pseudo-rehearsal strate-
gies are proposed that generate past examples through a generative model
trained over the previously learned data distribution. The notable approaches
among these include Generative Adversarial Network (DGR) [59] and Gen-
erative Auto-encoder (FearNet) [60]. DGR employs a deep GAN model to
generate the past data that is interleaved with new data to update task solver
networks. FearNet employs a dual-memory system inspired by the brain, with
a short-term memory system that learns new information quickly for recent
recall and a long-term memory system that stores remote memories via a deep
auto-encoder network, it also employs a module for selecting the associated
memory system to use for prediction.

2.1.2 Regularization

The regularization approach consolidates the past knowledge by using addi-
tional loss terms that slow down the learning of important weights used in
the previously learned task. It reduces the risk that new task information will
change previously learned weight. Elastic Weight Consolidation (EWC)) [61] is
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one of the most well-known techniques, which uses a Fisher matrix to esti-
mate the importance of weights and create an adapted regularization at the
end of each task. The model gets saturated after several tasks due to ex-
cessive regularization, which is a major drawback of this approach. Another
famous regularization-based approach is knowledge distillation [62], [63] that
preserves the prediction produced by the model learned on the previous task.
This method creates a forward transfer of knowledge from a large network
(teacher) to a small network (student) such that the student learns to fol-
low the predictions of the teacher. This forward transfer is advantageous for
reducing the size of an extremely large network.

2.1.3 Architectural

The architectural approach dynamically changes the model’s architecture by
isolating the task-specific parameters. The new task is learned by augmenting
new modules to the model while the previously learned parameters are kept un-
changed. The representative methods include progressive networks (PNN) [64]
and dynamically expandable networks (DEN) [65]. PNN keeps a pool of pre-
trained models for each seen task from which it extracts useful features by
learning lateral connections for the new task model. DEN uses task relatedness
to perform partial retraining of the network trained on old tasks and opti-
mally increases its capacity when needed to consolidate new concepts for new
tasks. The main downside of these methods is the uncontrolled growth of the
network parameters.

2.2 Scenarios

2.2.1 Domain-incremental learning (Domain-IL)

In this scenario, the task remains the same, but the input distribution changes
across sequential tasks. The task identity is unknown at test time, and the
model is only needed to solve the current task. Using a single model, this setting
attempts to transfer knowledge from an old task to a new task while main-
taining old task performance and achieving reasonable new task performance.
The requirement to use a single-headed model ensures that the output space
remains consistent. Even if the task structure remains unchanged throughout
the learning process, changes in input distribution can cause forgetting. The
distributional shift can also be caused due to the dynamic nature of the real
world (e.g., new background, noise, and illumination conditions).

2.2.2 Class-incremental learning (Class-IL)

This scenario is about multi-class classification. It involves the popular real-
world problem of learning new object classes incrementally. Each task in this
scenario adds new distinct classes, and previous class data will be unavailable
for future learning. Its neural network architecture has the same number of
output nodes as the total number of classes, uses a single-headed approach,
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Figure 1 Ven diagram of Online Continual Learning Algorithms.

and all class labels are present in the same naming space. In this scenario, a
model must be able to infer present and previously observed tasks and classes
on its own.

2.2.3 Task-incremental learning (Task-IL)

In this scenario, each task has a distinct output space, that allows learning
the task-specific components. The differences between the output spaces are
determined by the output dimensions and their semantic concepts. For ex-
ample, the old task could be a five-class classification problem, whereas the
new task could be a single-value regression problem. For this scenario, a typ-
ical neural network has a multi-headed output layer (one head for each task)
in which each task has its own output unit while the rest of the network is
shared among tasks. To select the corresponding head in the multi-head eval-
uation, additional information, the task identifier is required, which allows it
to produce an output for a specific task.

3 Online Continual Learning Strategies

The CL methods mentioned in the previous section require considerable com-
putational and memory resources, which restrict their ability to learn in
real-time or with an acceptable latency from data streams. Online Continuous
Learning (OCL), on the other hand, applies a set of desiderata to CL systems
and their objectives to ensure their ability to continuously learn from practi-
cally unlimited sequential data in an online manner. OCL algorithms employ
task-agnostic techniques that automatically infer the boundaries and labels of
the task, allowing fast continuous adaptation with minimal delay and super-
vision. In this section, we discuss the recent state-of-the-art OCL strategies
shown in Fig. 1, that are developed by a combination of three basic CL strate-
gies, i.e., regularization, architectural, and rehearsal [8]. We also summarize
the key characteristics of these methods in Table. 1.
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Table 1 Comparison Table of Online Continual Learning Algorithms

Algorithm Learning Strategy Network/ML Model Pros Cons

MAS[15]
Rehearsal

Regularization
AlexNet

• Low memory

• Less computations

• High Stability

–

Latent Replay[16] Rehearsal MobileNetV1

• Fast learning

• Low memory

• Less computations

Low accuracy

CURL[17]
Rehearsal

Architectural

Guassian mixture

models (auto-encoder)

• Less computations

• High accuracy

• Fast adaptation

• Unsupervised learning

–

MIR[18] Rehearsal
Muti Layer Perceptron

(MLP), ResNet18
• High accuracy High computations

GDSS[19] Rehearsal MLP, ResNet18 • High Accuracy High computations

CN-DPM[20] Architectural

MLP + Variation

Auto-Encoder (VAE),

ResNet18 + VAE

• Controlled expansion

• Less network growth

• Low memory

Less accuracy

UCB[21] Regularization
Bayesian Neural

Network

• Low memory

• Less computations
Lower accuracy

iTAML[22] Rehearsal MLP, ResNet18
• High accuracy

• Fast adaptation
High memory

OML[23] Naive Encoder (a deep CNN)

• High accuracy

• Low memory

• Less computations

• Fast adaptation

• Less forgetting

–

3.1 Task-free Memory Aware Synapses

Task-free Memory Aware Synapses (MAS) [15] incorporates the regularization
protocol into online continual learning of DNN over non-stationary streaming
data without exploiting specified task boundaries. MAS computes the sensitiv-
ity of each parameter related to the previously learned knowledge and avoids
updating the important parameters while learning the new information.

In the task-agnostic scenario, this protocol provides a practical and stable
solution to decide ”when and how to update the important weights”.

By analyzing the loss surface shown in Fig. 2, this method derived im-
portant information about incoming streaming data. The peaks of the loss
surface represent the change in input data distribution, while the stable region
named plateaus ensures the convergence of the model. The important weights
are computed only during stable regions by using the current streaming data
along with some hard examples of previously seen data. As a result, accurate
and unbiased important weights are obtained at a varied interval of time. The
DNN is only updated at the observed peak of the loss function, thus avoids to
re-learn at each time step.

Hence, this is an effective approach that prevents catastrophic forgetting
without the additional memory overhead (like naive rehearsal strategy) and
dynamic expansion (like architectural strategy).
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Figure 2 Memory Aware Synapses [15]:Online learning process is triggered by analyzing
the loss function surface for some defined criterion regions ,i.e., plateaus and peaks.

3.2 Latent Replay

The latent Replay [16] algorithm enables continual learning of DNN on the edge
devices. It alters the naive rehearsal strategy of CL in such a way that instead
of storing the raw images of previously seen data, it stores the activation
volume at some intermediate layer of DNN, thereby improving storage and
computational efficiency at the expense of a slight decrease in the accuracy.

The latent replay layer would be an intermediate layer of DNN chosen ac-
cording to the desired accuracy-efficiency trade-off. The learning mechanism
of this algorithm is described in Fig. 3. During the learning process, the repre-
sentation at the latent layer should be kept stable and constant, so the training
of layers below the latent layer must be slowed down while the above layers
are trained at full pace. To incorporate the rehearsal method, the activation
volume of the previously seen data is stored in an external buffer. For the for-
ward pass, the concatenation is performed at the latent layer that combines
the pattern from external storage with that of the current input data, while
the backward pass is stopped before the latent layer. Thus, low computations
and memory requirements are achieved for the continuous training of the given
DNN.

Hence, the latent replay performs incremental learning for the class in-
cremental scenarios without forgetting previous knowledge. The computation-
memory-accuracy trade-off enables the CL for the edge-only device.

3.3 Continual Unsupervised Representation Learning

Continual Unsupervised Representation Learning (CURL) [17] approach fo-
cuses on task-specific representations learning without knowing the task label
and boundaries. This method has the ability to capture all fundamental prop-
erties of the data and infer the task ambiguity during online learning. It allows
the DNN to dynamically expand its structure in order to capture new concepts
over its lifetime and incorporate additional rehearsal-based techniques to deal
with catastrophic forgetting.
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Figure 3 Latent Replay [16]: Online training process and network architecture of DNN

Figure 4 CURL [17]: Network architecture and training process of a guassian mixture.

The architecture employed for task-specific representation learning is shown
in Fig. 4, in which the input is first mapped to the task-inference head (softmax
layer). Each head is composed of Gaussian mixture parameters that allows to
learn the task-specific representations. The task inference head encodes the
discrete clusters of data while the gaussian mixture encodes both inter and
intra-cluster variations. Finally, the decoder maps the gaussian latent space
to the reconstructed input. During unsupervised learning, the reconstruction
error is minimized that creates accurate clusters at each level.

The model learns the new task by dynamically expanding its task inference
head. During inference, it stores the poorly modeled samples in a separate
buffer. When this buffer reaches a critical size, a new component is added.
To avoid catastrophic forgetting, the deep generative replay is employed. The
update of replay is preferable to be performed before the dynamic expansion;
thus, the new knowledge is consolidated more effectively.

Hence, this approach tackles the unsupervised learning issue of CL, in which
task labels and boundaries are uncertain and class labels or other external
supervision are also not available.
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Figure 5 MIR [18]: The comparison result between randomly sampled and MIR sampling
of rehearsal buffer. The MIR selects those samples that exhibit similar appearance, for
example, horse and dog. While the random sampling method selects the highly dissimilar
samples.

3.4 Maximally Interfered Retrieval

Maximally Interfered Retrieval (MIR) [18] is a rehearsal-based OCL algorithm
that is specially designed to control the sampling of replay memory. This
method addresses the solution to the problem that what sample should be re-
played from previously observed data. The key principle of this method is that
instead of choosing the random samples from a replay buffer, it retrieved only
those samples that are maximally interfered.

The most interfered samples have identical feature representations but dif-
ferent labels. This method attempts to minimize the loss on the new sample
without increasing loss on the most interfered previously learned samples.

The MIR is evaluated for both experience replay and generative replay
settings. It also proposed a hybrid approach for the most challenging dataset of
CIFAR-10 in which both replay strategies are not feasible. The offline trained
auto-encoder is used in the hybrid approach to compress the incoming samples,
minimizing memory capacity space.

Hence, MIR retrieves the most useful samples from the replay buffer during
online learning. As shown in Fig. 5, the most interfered samples are highly
correlated and will cause ambiguity if these samples are exposed to DNN at
different updation steps. Thus, MIR produces the most effective batches of
training data that yield high accuracy.

3.5 Gradient based sample selection

Gradient based sample selection (GDSS) [19] is a rehearsal strategy that pro-
vides an effective way of populating the rehearsal buffer for the task-agnostic
setting. This method selects and stores the subsets of samples from incoming
streaming data that would be representative of all previous history.

This technique formulates the problem of storing samples in the replay
buffer as a constraint reduction problem (here, the constraint is referred to as
the gradient of the parameters produced by the training samples).
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Figure 6 Neural Dirichlet Process Mixture Model [20]: Training Process by using gated
experts and STM.

They have proposed two solutions for constraint reduction, namely, inter-
quadratic programming and the greedy approach. Inter-quadratic program-
ming is the minimization of the empirical formula of the solid angle between
the gradient of each sample in the replay buffer and the gradient of the newly
added samples.

The greedy method is proposed to reduce computational complexity, in
which each new sample is assigned a score that is calculated by measuring the
cosine similarity between the current samples and a finite number of random
samples from the replay buffer. It selects the random samples from the replay
buffer that needs to be replaced, compares their score with new samples, and
stores the most effective samples with the highest score in the replay buffer.

Hence, using parameter gradient, this approach maximizes the diversity of
samples in the replay buffer.

3.6 Neural Dirichlet Process Mixture Model

Neural Dirichlet Process Mixture Model (CN-DPM) [20] is an architectural
expansion strategy that accommodates the new knowledge by expanding the
network without knowing task boundaries. The CN-DPM network is made
up of a group of neural network experts who are responsible for a subset of
the data. The number of experts is added by the bayesian non-parametric
framework, and able to increase the capacity of the model according to data
distributional variation.

As this method concentrates on the realistic condition where the task
boundaries are not available, it employs a task inference scheme by using a
gating strategy. The gating network is incorporated with each expert in the
form of a generative mixture model that is updated at each learning step to
avoid catastrophic forgetting. Consequently, it automatically infers the correct
expert associated with the current and previous tasks.

The training and prediction procedure of CN-DPM is shown in Fig. 6. This
approach employs a prediction criterion that can be used to train an existing
expert. The samples that were rejected are used to build a new expert. A single
sample is not preferable for training new experts as it can lead to over-fitting.
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For this purpose, it employed STM (short-term memory) that stores sufficient
data to create a new expert. Until the STM reaches a critical size, the learning
phase is referred to as the sleep phase. While during the wake phase, the new
expert is trained from data stored in STM and added to the expert pool.

This method is able to substantially control the complexity of the model
during dynamic expansion.

3.7 Uncertainty-Guided Continual Learning With
Bayesian Neural Networks

Uncertainty-Guided Continual Bayesian Neural Networks (UCB) [21] is a reg-
ularization technique that aims to retain the previous knowledge by controlling
the learning rate of the important parameters related to the previously seen
data.

This method is demonstrated for the Bayesian neural network, where the
weights are represented by the mean and variance of the shared latent prob-
ability distribution. The importance of each weight has a reciprocal relation
to its statistics (mean and variance). The weights with high variance (uncer-
tainty) are more likely to be less important and have a high capacity to learn
a new task. This phenomenon is elaborated in Fig. 7. The learning rate of each
parameter is a function of its importance factor. Thus, a higher importance
factor will result in a small learning rate.

A variant of UCB with pruning is also developed that merges pruning with
the bayesian neural network. The pruning avoids forgetting by using binary
masks over the network; thus, a single network has enough capacity to learn
all tasks without any forgetting. UCB with pruning takes more memory to
store the binary mask. In contrast, the UCB variant without pruning needs no
additional memory and allows for slight forgetting, it has a greater capacity
to learn new tasks.

3.8 Incremental Task-Agnostic Meta-learning

Incremental Task-Agnostic Meta-learning (iTAML) [22] employs a meta-
learning approach to search the generalized solution that is well-balanced
among all tasks. By using the principle of ”learning to learn”, the meta-learning
aims to obtain a generic model that can easily adapt to the new task. Although
the key obstacle of the CL methods is a fast adaptation, meta-learning is an
ideal approach for this regime.

In addition, iTAML produces a robust generalized model with the ability
to automatically classify the task identity with high precision. It exhibits both
task and model agnostic nature (i.e., independent of task information and
network architecture being used).

The training and inference process involved in iTAML are shown in Fig. 8.
It employed a momentum-based meta-learning approach during training. This
approach mitigates the catastrophic forgetting as well as the data imbalancing
effect. The generalized parameters are first used to identify the task, and then
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Figure 7 UCB [21]: The change in parameter distribution while learning two different task.
The parameter with high variance (uncertainty) has high capacity to learn a new task.

Figure 8 iTAML [22]: Training and Inference process

they are adapted to task-specific parameters to accurately predict the class.
This method learns a shared feature space that enables fast adaptation toward
desired task-specific parameters.

Hence, this method is able to learn the infinitely large scale data stream
with high adaptation and inference speed.

3.9 Online Aware Meta-Learning

Online Aware Meta-Learning (OML) [23] attempts to learn generic represen-
tations that are sequentially more efficient for online learning. With the use
of meta-objectives, this online updating strategy is more powerful than other
OCL approaches. The generic representations have enough capacity to learn
without catastrophic interference and accelerate future learning.

During the training, the whole network architecture shown in Fig. 9 is
assumed to be composed of two different parts, i.e., representation learning
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Figure 9 OML [23]: The network architecture and training process.

network (RLP) and prediction learning network (PLN). The online updates
for continual task-specific learning only modify the PLN portion, while RLN
is updated with meta-objective and retains the generalized knowledge during
online stochastic updates.

By learning online sequentially, the objective of OML is to find a generic
parameter vector that is effective for all distributions. The representations
of distinct classes have different manifolds and intersections. Positive gener-
alization is possible through parallel manifolds, making online updates more
efficient. While the representations that generate such manifolds are unlikely
to arise naturally, Instead, OML has the ability to identify these manifolds and
achieve a highly generalized solution. The main aim of OML is to optimize the
generic representations by taking the effects of OCL into account.

4 Continual Learning for Real-World
Autonomous Agents

In this section, we first explain the importance of CL for autonomous real-world
systems and then highlight the key challenges encountered by CL algorithms
under real-world scenarios.

4.1 Scope of Continual Learning for Real-world
Autonomous Systems

The autonomous agents always interact with real-world environments, where
they experience non-stationary changing data distributions. In such scenar-
ios, the frozen AI models cannot generate correct predictions as they are not
trained for all possible scenarios. An adaptive model is required that learns
and reacts to the non-stationary environment in real-time. In addition, these
embedded platforms suffer from many restrictions in terms of power or mem-
ory, and that is precisely what CL aims to optimize. On the other hand, these
agents have rich knowledge about their experiences. They monitor their con-
nection with the environment, which can help them understand the principle of
causality and extract the information from various sensor types (images, sound,
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depth, etc.). This rich knowledge allows the machines to generate powerful
representations that are essential for CL algorithms.

Many CL approaches are not directly linked to autonomous real-world
systems; instead, they concentrate on image processing experiments or virtual
environments. In the next section, we will highlight the challenges that make
CL difficult to apply in real-world environments.

4.2 Challenges for Continual Learning

4.2.1 Hardware

The main challenge while conducting real-world CL experiments is the hard-
ware. These agents are fragile and compact, the learning failures will affect its
infrastructure, causing long delays in experiments. Moreover, the autonomous
agents are an embedded platform, so they have limited memory and compu-
tation resources. Besides, these agents must exhibit energy autonomy, which
allows them to complete the long experiments of CL without manual recharging
or power failure.

4.2.2 Stability

CL learns different experiences sequentially over time. It retains the knowl-
edge of each experience through certain memory handling techniques. During
sequential learning, if only one experience is corrupted, then the whole learn-
ing system can collapse. As the previous data is not available, so it is very
difficult to restore the actual problem. Corruption of one learning experience
will lead to memory degradation and then to the deterioration of the model
while learning subsequent tasks.

4.2.3 Data Sampling

The autonomous agents must have the ability to gather useful training data
while interacting with an unknown and unlimited environment [66]. Data
serves as the base for exploring and understanding the world. This problem
is usually addressed by RL algorithms where agents generate the goals and
explore the environment [67]. The self-supervision also enables an effective ex-
ploration of the surrounding. Curiosity and self-supervision allow to search the
environment and gather data from all task [68][69]. Data aggregation is a big
challenge for lifelong learning as redundant data is highly undesirable for CL
strategies.

4.2.4 Data Labelling

The annotation or labeling of online training data is highly tedious for
autonomous systems. External expert supervision is mostly employed for
safety-critical conditions. Likewise, a reward function used in RL also helps
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the autonomous agent to automatically understand the environment [70]. Fur-
thermore, they also have the ability of self-supervision in which they exploit
the sensor’s data to define some abstract rules about the environment [71].

4.3 Learning Paradigms for Continual Learning in
Real-world Autonomous System:

Continuous learning has been extensively studied with regard to three pri-
mary machine learning paradigms in real-world autonomous systems. These
paradigms are defined based on the kind of supervision signal.

4.3.1 Supervised Learning

Supervised learning is the process of learning from labeled training data that
contains complete knowledge about input and output of the system [72].
Supervised CL allows to learn from sequential streaming data in order to map
data to labels for the entire sequence. The use of CL in supervised learning
reduced the complexity of the learning algorithm.

4.3.2 Unsupervised Learning

Unsupervised learning includes algorithms that do not require labels. The most
common example is generative models that are trained to reproduce the input
data distribution. In the CL setting, the generative model is updated when the
distributional shift occurs, resulting in the final output being generated from
the entire input distribution. The most common use of these models has been
observed in generative replay CL strategy.

Unsupervised CL may be useful in autonomous systems for creating in-
creasingly powerful representations over time, which can then be fine-tuned
with an external feedback signal from the environment. The main goal of
unsupervised learning is to develop a suitable surrogate and meaningful
self-supervised learning signals, to learn robust and adaptive representations.

4.3.3 Reinforcement Learning

Reinforcement Learning (RL) uses a reward function as a label to train an
agent that performs the sequence of actions in a specific environment. RL
complex environments do not provide access to all data at once, so it can
be viewed as a CL scenario. To assume i.i.d. data distribution, RL uses sev-
eral important components of CL models, such as the ability to learn multiple
agents in parallel or the use of a replay memory ( CL rehearsal strategy). Fur-
thermore, the Fisher Matrix used in a popular stable RL method, the TRPO
algorithm, improves the learning process, similar to the CL strategy (EWC).
The challenges of CL are the severe limitations of reinforcement learning algo-
rithms. Consequently, improving CL will also improve reinforcement learning
performance.
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5 Applications of Continual Learning in
Real-World Use Cases

5.1 Self-Driving Cars

The self-driving car uses a deep learning-based decision-making system that
maps on-board sensory data (cameras, lidar, inertial sensors, and so on) to
control output. It always interacts with evolving real-world non-stationary
environments. Moreover, safety and comfort is also an important aspect of an
autonomous vehicle. The frozen models are not sufficient to deal with such
situations as they are not trained for all possible scenarios. Therefore, they
require an efficient self-adaptive method that detects and adapts the novel
driving scenarios on the fly.

The different experimental frameworks of CL in the field of self-driving cars
are explained in this section. A brief summary of these frameworks/solutions
is also presented in Table 2.

5.1.1 Lane keeping

The visual perception-based lane-keeping system is mostly employed for au-
tonomous vehicles, as they have a better ability to understand the environment
like humans. The input of such a system is road images acquired from the
in-vehicle camera, while the output is the steering control value. The online
learning of the visual lane-keeping system enables the autonomous car to adapt
to the diverse road conditions that are not involved during its training phase.
To drive onto a new road, a few minutes of real-time learning is required
to adapt the features of the unseen road. The different incremental learning
methods for visual lane-keeping are discussed below:

• Online Learning of Convolutional Neural Network:
The lane-keeping in autonomous vehicles can be performed by using Con-
volutional Neural Network (CNN) based-control system [24]. The CNN is
able to learn the unseen road condition when the vehicle is driven by the
human driver. The steps involved during its online adaptation are shown in
Fig. 10. During the training phase, the CNN weights are updated through
back-propagation by minimizing loss function between the predicted and
desired steering control values.
This method addresses two common problems that arise during online learn-
ing. The first problem occurs when the model is modified with a small
amount of training data and is affected by noise. The second issue arises
when the same type of training data that comes in succession is used to
update the model, causing bias towards one kind of data.
The effect of noise is resolved by using mini-batch learning, Adam optimizer,
which is a weight-updating algorithm. The biasness in training data is re-
duced by using the divided buffer strategy. Instead of storing the most recent
data in the buffer, this method stores the data of each maneuver (left turn,
right turn, and straight) in a separate buffer, as shown in Fig. 11. Thus, the
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divided buffering method avoids the biasness and creates a stable, fast, and
efficient real-time learning system.

Figure 10 Online learning of CNN based steering control system [24]

Figure 11 Divided buffer strategy [24]

• Symbiotic learning
In Symbiotic Learning [25], the hebbian learning is extended for multi-
modal channel modeling technique to perform action-perception of the lane
following system, as shown in Fig. 12. This method proposes a unique
approach to real-time learning that uses supervised learning (by demon-
stration), instantaneous reinforcement learning, and unsupervised learning
(self-reinforcement learning) interchangeably.
During its real-time adaptation, the vehicle is initially learned through
demonstration provided by the human driver. After a few minutes of train-
ing, the vehicle switches to an autonomous mode, where it further improves
the performance by using internal (predictive coding) and external (hu-
man reward) feedback. Hence, this method makes use of a visual constancy
assumption about the road to allow the system to generate performance
feedback on its own, allowing for self-reinforcement learning.

• Driving as Markov Decision Process:
The continuous learning of lane following on non-stationary data can be per-
formed by using the model-free deep reinforcement learning algorithm [26],
which enables the vehicle to explore all the possible states and learn the
human level autonomy.
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Figure 12 Symbiotic learning [25]: The multi-modal channel modelling architecture that
maps the road image to the throttle and steering control value. The multi-modal input vector
is mapped to multi-modal output vector through linear transformation.

This method formulates driving as an markov decision problem in which
the reward function is defined as the distance traveled without infractions.
The deep deterministic policy gradient (DDPG) is used to learn the policy
network for lane following. The network is composed of actor-critic pairs, as
shown in Fig. 13, with the critic estimating the cumulative reward function
for each state-action pair, while the actor estimating the optimal policy.
This method performs random exploration and learns the policy network
with state-action pairs that attain maximum cumulative reward without any
infractions.
In this method, all explorations and learning are carried out on a full-
sized vehicle. With less computational complexity, the vehicle can learn the
continuous state-action space in real-time setting.

Figure 13 Markov decision process [26]: The reinforcement learning strategy of full-sized
real-world vehicle.

• Meta-policies learning through hierarchical deep reinforcement learning:
In [27], the control policy of a new task is considered as a shared or meta-
policy of previously learned policies.
This method uses hierarchical deep reinforcement learning to learn the meta-
policy network for new tasks by using previously learned policy networks.
The meta-policy can be modeled through the multi-layer perceptron (MLP)
when the MDP is fully observable and no history is involved. While in the
case of partially observable MDP, it employs RNN to model the effect of
temporal states.
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This method consumes less exploration, and the learning of the meta-policy
network will converge within a few iterations and attain high reward value as
compared to policy networks learned from other conventional RL methods.

• Deep reinforcement Learning(DRL) and Deep Finite State Machine
(DFSM):
For a realistic environment, the convergence of reinforcement learning in
autonomous driving is extremely difficult. To address this issue, a method
combining deep RL and a DFSM [28] is proposed, which adaptively restricts
the agent’s action space based on its current driving situation.
The design architecture, as shown in Fig. 14, uses the traditional Deep RL
algorithm in which the state-action pair is fed to the neural network that
estimates their corresponding values, and the maximizer is used to extract
the best action with high state-action value. The DFSM is incorporated by
a navigator that restricts the state-action pair. Thus, the state-action value
is not calculated for all the set of actions, which reduces the computations
and accelerates the training process.

Figure 14 DRL and DFSM [28]: The data flow diagram between the driving environment
and learning modules.

5.1.2 Scene Recognition

The classification of unseen scenes is highly critical for autonomous driving,
as it requires a highly accurate and reliable system that guaranteed safety un-
der diverse non-stationary settings. To address these challenges, interpretable
and explainable incremental learning algorithms are developed that allow
the detection and learning of unseen scenes without the need for external
supervision.

• Deep Rule-based classification:
Deep Rule-based (DRB) [29] is a semi-supervised non-parametric approach
based on human-understandable (IF..THEN) fuzzy rules, as shown in
Fig. 15. These rules are self-updated and self-evolved to deal with the
non-stationarity of input data. DRB is evaluated for highly challenging
classification tasks of different lighting conditions.
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The architecture of DRB is composed of a feature extractor (pre-trained
CNN) and a fuzzy rule-based (FBR) layer. The FBR layer contains fuzzy
rule subsystems for each class, which are divided into several prototypes
to represent local data density peaks. The density-based nature of these
prototypes allows for a more detailed analysis of input data distribution.
The DRB model uses fewer computation resources and much faster conver-
gence speed as compared to conventional deep neural networks. It has high
tolerance toward incorrect pseudo-labels of semi-supervised learning due to
its density-based nature.

Figure 15 Human understandable fuzzy rule (Example) [29]

5.1.3 Abnormality detection

The self-awareness capability enables the autonomous agent to detect its states
and impact on the surrounding environment. These systems can be realized by
training a predictive model through its own multi-sensory data. As the real-
world data is highly non-stationary, dynamic models must be able to detect
and incrementally learn the novel states.

For this purpose, the Dynamic Bayesian Networks (DBN) are mostly con-
sidered to model these abnormalities. The complexity control of these models
during each incremental step is the major research parameter, few DBN-based
incremental algorithms are developed to address this issue.

• Free Energy Minimization:
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Free energy minimization [30] is a process of minimizing the error between
the sensor’s input and the predicted output of the prediction model. The
advantage of energy-based optimization is to keep the previous knowledge
at a low cost of model complexity.
This method employs the clustering-based approach GNG which splits the
input data into multiple clusters. Each cluster corresponds to a dynamical
model that predicts future observations of the sensory data. Based on the
prediction error, it detects the abnormality and the new DBN is created to
incorporate the detected novelty. The overall learning process is depicted in
Fig. 16.
This method was evaluated on the ICAB benchmark dataset shown in
Fig. 17, in which three different tasks were performed, i.e., perimeter mon-
itoring (PM), PM under obstacle avoidance, and PM during u-turn. The
first task was used to train the initial predictive model while the anomalies
were tested for the former two tasks.

Figure 16 Free energy minimization [31]: The adaptive incremental learning process to
detect and learn the abnormality.

Figure 17 Abnormality detection [30][31]: ICAB dataset acquired for three different sce-
narios (a) Perimeter monitoring (b) Perimeter monitoring under obstacle avoidance (c)
Perimeter monitoring in presence of u-turn

• Guassian Process:
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Gaussian process (GP) regression [31] allows the approximate estimation of
expected vehicle motion over a large area using sparse observed data.
The data flow of the system is briefly shown in Fig. 18. The input to the
system is the position of the autonomous vehicle, which is segmented into
a finite spatial zone of motion using the GP regression. These spatial zones
are modeled by a set of Kalman filters that perform the prediction of future
instances. Based on the prediction error, the abnormality is identified and
learn incrementally by incorporating new banks of the filter.
This method is also evaluated on the iCAB dataset shown in Fig. 17 that
performed the perimeter measurement for the vehicle-pedestrian scenario.

Figure 18 The dataflow of abnormality measurement by incorporating Guassian Process
with Bayesian network [31].

5.1.4 Controllers

Vehicle controllers widely use the neural network model to map extremely
non-linear vehicle dynamics. The change in dynamics usually occurs due to
external (road condition) and internal uncertainties (weights, suspension, stiff-
ness). Such neural network-based control systems must be updated online to
deal with uncertain conditions.

• Locally Weighted Regression Pseudo-Rehearsal for Vehicle Dynam-
ics(LWPR2):
In LWPR2, neural network modeled vehicle dynamics is used by the MPC
control law application [32]. In the case of the MPC controller, the input dis-
tribution remains constant while the output target distribution changes. The
adaptation process involved in this technique is briefly explained in Fig. 19.
For input-output mapping, this method employs the LWPR technique,
which is updated online to alter target mapping. During online learning, the
pseudo-data is combined with the incoming online data to update the neural
network. The pseudo-rehearsal is used to produce the artificial input data
points while their pseudo-labels are produced from the LWPR module.



Springer Nature 2021 LATEX template

26 Continual Learning for Real-World Autonomous Systems

Consequently, the non-stationarity of input-output mapping is easily han-
dled with LWPR2. This method produces a model that can be safely
usable by the MPC controller. Instead of directly uses LWPR in the MPC
application that requires high computation per prediction, this method in-
corporates the LWPR in pseudo-rehearsal technique with a much-reduced
computational cost.

Figure 19 The online adaptation process involved in LWPR2 [32].

• Reinforcement Learning Based Adaptive Path Tracking Control System:
In [33], the neural network is used to adaptively select the optimal weights of
the conventional controllers, ensuring high smoothness and low path tracking
error.
The reinforcement learning algorithm named PPO ((Proximal Policy Op-
timization) is used to train the network. This method has performed fast
convergence through a well-designed reward function that maintains a bal-
ance between tracking error and smoothness. During the learning process,
the state and reward transitions are computed and stored in a replay buffer,
which is used for online learning of the RL model.
The architecture of the discussed control system is demonstrated in Fig. 20.
First, the data transition module computes the predicted error for finite
future time instances. Due to the predictive capability of the RL model, it
takes the error as input and computes the optimal weights for path tracking
controllers. As a result, the controller with adaptive weights performs better
than a pre-defined fixed weight controller.

5.1.5 Vehicle Tracking

The ability to predict the other vehicle’s future trajectory is important for
safe and reliable autonomous driving. This prediction is not deterministic be-
cause human driving behavior is uncertain. Under such circumstances, the
probabilistic distribution of trajectories would be estimated.
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Figure 20 Architecture of adaptive path tracking controller [33].

The generalized offlined trained trajectory prediction model is not able to
correctly predict the trajectory of a single driver, it needs to be tailored online
to a specific expected target.

• Bayesian Recurrent Neural Network:
The Bayesian Recurrent Neural Network (BRNN) [34] allows a wide range
of feasible trajectory distributions. The BRNN model is consist of a policy
and a system’s dynamic network, as shown in Fig. 21. The system model is
assumed to be known prior while the policy is adopted online. The BRNN is
initially trained by a gradient-based black box divergence minimization. The
online adaptation is performed through the particle filter-based adaptation
technique.
Hence, this method predicts feasible trajectories over a long time horizon.
The adapted BRNN has a high likelihood value of trajectory than the offline
trained model.

Figure 21 The structure of bayesian recurrent network [34].

• Generative Prediction Network
Parameter sharing generative adversarial imitation learning (PS-GAIL) [35]
learns the interactive model and effectively averages out various driving
behaviors.
To adapt the model to a specific driver, the online adaptation of PS-GAIL
is performed with a recursive least square parameter adaptation algorithm
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Figure 22 Vehicle Tracking System

(RLS-PAA). The architecture of PS-Gail is shown in Fig. 23(a). During its
online adaptation, the features extractor is taken from the offline trained
model and remained static during adaptation, while the parameters between
the last hidden layer and output layer are updated through the recursive
least square parameter adaptation algorithm (RLS-PAA). Its one-step learn-
ing method uses a linear function, resulting in fewer computations. The
multi-step prediction through the RNN feedback loop is also demonstrated
in Fig. 23(b).

5.1.6 Pedestrian Tracking

Autonomous driving in an urban environment necessitates to interact with
pedestrians and correctly anticipating their motion. This is highly challenging
task because ’rules’ are less clear or can be violated.

For this purpose, the Similarity-Based Incremental Learning Algorithm
(SILA) [36] is developed that predicts and learns the pedestrian trajectory in
urban intersections. This method primarily focused on constraining the size
of the model during incremental learning, resulting in a slower model growth
rate and less learning time.

In SILA, the trajectories are modeled as motion primitives as shown in
Fig. 24. The Gaussian process is used to model the transition between these
primitive. The motion primitives and transition are learned from features that
are transferable over the environment. In each training cycle, the new motion
primitive graph is created that consists of motion primitive and transitions.

During incremental training, the pair-wise similarity between the pre-
trained and new motion primitive graph model is computed. The similar
primitives are merged while novel primitives are added to the pre-trained mo-
tion primitive graph, illustrated in Fig. 25. As a result, the size of the model
grows at a slow rate.

5.1.7 Connected Vehicle

The classification of unexpected events is highly demanding for autonomous
driving. In an online learning framework, the labeled data of unknown events
can be effectively collected through vehicle-to-vehicle (V2V) communication.
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(a) Offline Training of policy network through PS-GAIL

(b) Online Learning of the model by using RLS-PAA

Figure 23 Generative prediction network [35]: The offline training of policy network is
performed through PS-GAIL. The online learning is performed by incorporating RLS-PAA
with PS-GAIL.The policy network is composed of GRU and fully connected last layer.

Figure 24 SILA [36](a) Motion Primitives (b) Motion Primitive Graphs

An active learning-based method [37] is developed to acquire the most diverse
labeled training data with high quality from connected vehicles.

The data flow of the active learning system is briefly discussed in Fig. 26.
Each vehicle in V2V communication has its own pre-trained model, that gen-
erates the online labels. These labels can be integrated into the ego vehicle
by using three different methods of label integration which involve majority
voting, weighted majority voting, and weighted average.
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Figure 25 Similarity Based Incremental Learning Algorithm [36].

Figure 26 Active learning based framework for V2V communication [37].

The V2V communication allows three modes of data exchange i.e. label
mode, data mode, and sample mode. In label mode, it exchanges the label only.
In data mode, it only transfers the data, while, in sample mode, it exchanges
both data and labels. There is a trade-off between accuracy and network load
bandwidth. This active learning method achieves high accuracy for sample and
data mode, while these modes require high network load.

Thus, this method provides an effective result in the situation where the
ego vehicle produces bad quality signal due to the aging of sensors.

5.1.8 Driver-monitoring

In the semi-autonomous vehicle, the driver monitoring system is an essential
component as it controls the transfer between the driver and the autonomous
system. Under uncertain conditions, the confidence level of the autonomous
system is low, the control needs to be hand-over back to the driver. But, before
this switching, the system needs to ensure that driver is ready to take control.

The driver monitoring system should have the ability to incrementally learn
the anomaly data and also needs to adapt online to a specific driver’s behavior.
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For this purpose, a ”Driving Not-Driving detection system ” [38] is developed
that monitors the driver behavior in real-time and adapts to novel scenarios.

This approach employs the cloud-based framework, shown in Fig. 27, which
consists of two separate modules, i.e., vehicle side and cloud side module, both
are connected through the network. The vehicle-side module is composed of
local storage that stores the live data temporarily until the data is offloaded to
the cloud side. The continuous learning process in the vehicle side triggers the
re-training at the cloud side by observing the performance drop due to anoma-
lous data.Consequently, the cloud-based AI system leverages the performance
of incremental learning, allowing all computational complexity to be offloaded
from the vehicle to the cloud.

Figure 27 The framework of cloud-based driving monitoring framework. The architecture
of self-driving orchestration at cloud side and self-driving AI at vehicle side [38]

5.1.9 Uncertainity Detection and Data Aggregation

The uncertain conditions in autonomous vehicles lead to infractions. The data
acquired at the uncertain states is highly useful to define robust decision
boundaries for deep learning systems.An autonomous agent must be able to
detect sub-optimal states and aggregate the most useful training data.

• Uncertainty-Aware Data Aggregation for Deep Imitation Learning (UAIL):
UAIL [39] gathers training data by estimating the output’s uncertainty at a
sub-optimal state. Monte Carlo Dropout is used for uncertainty estimation,
in which the output distribution is computed using multiple dropout masks
at each level, then the statistics of this distribution are used to calculate the
uncertainty score.When the vehicle enters the sub-optimal state, it switches
the control to the driver and collects the unknown training data.
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UAIL acquires the most useful training data and attains a high success rate.
It predicts the infraction before many time steps and avoids the series of
bad actions through human intervention.

Figure 28 The vehicle avoids the sub-optimal and uncertain zones by UAIL [39]

• Correction Based Incremental Learning (CBIL):
CBIL [40] enables the autonomous vehicle to adapt to the novel scenario by
using the least amount of training data. This algorithm gathers the most use-
ful novel data and creates an accurate deep learning model than conventional
supervised learning.
When the autonomous vehicle encounters an unseen condition, the CBIL
collects the most uncertain hard training examples (where it commits the
mistakes) in an online setting. To avoid catastrophic forgetting, all of the
collected data is subjected to offline training. This method can be preferably
employed in an autonomous vehicle development process where the online
data aggregation and testing are performed in fleed-wide periodic schedules.
In practice, the autonomous vehicle is mostly trained for the data acquired
under normal conditions. It does not cover the adverse driving scenarios like
sudden emergency stops and drifting the road off. For such situations, CBIL
is used to gather these hard examples through the safety driver intervention.
Hence, this method greatly improves MTTF (mean time to failure) because
it concentrates on examples that are highly sensitive to the decision bound-
ary. It is more scalable than supervised learning as it uses a very less amount
of training data.

5.2 Unmanned Aerial Vehicles

UAVs have been widely used in many industrial applications because of their
high speed and portability. Deep learning-based control systems are mostly
used in UAVs due to their high speed and generalization performance. How-
ever, the off-line trained DNN cannot generalize well to the unseen conditions



Springer Nature 2021 LATEX template

Continual Learning for Real-World Autonomous Systems 33

(a)

(b)

Figure 29 (a) Offline training of DNN based controller by PID controller (b) Online
training of DNN by FLS [41]

since it has been trained for limited training data. To operate the UAV in an
uncertain environment, online adaptation is required.

The CL-based approaches used in UAV applications are discussed in this
section. A brief description of these approaches is also explained in Table. 3.

5.2.1 Unseen Trajectory Tracking

In trajectory tracking, the online learning of the DNN-based controller enables
UAVs to deal with unknown trajectories [41]. The DNN-controller maps the
error signals between the desired and observed trajectory to the control output
of the system. It was initially trained offline on the data acquired from the
PID controller for a limited set of trajectories (shown in Fig. 29(a)). Then, the
pre-trained model is used to control the seen and unseen trajectories of UAVs
in real-time. Whenever an unseen trajectory is provided, the DNN-controller
starts updating its weights by using the online target information provided
from the fuzzy logic rule-based system (shown in Fig. 29(b)). The fuzzy rules,
stated in Table. 4, are defined by expert knowledge and incorporated in the
online learning system at a much low computational cost.

5.2.2 Control of unknown system dynamics

The non-linear dynamics of UAVs highly vary during their diverse operat-
ing conditions (i.e., different payloads, height, and speed). To deal with these
drastic changes, Deep Fuzzy Neural Network (DFNN)-based controller [42] is
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Figure 30 The online learning of DFNN-based controller. The DFNN controls the UAV
and also improve its perfronmance by employing expert knowledge encoded in fuzzy rule
base [42]

Table 4 Fuzzy rule base for updation of control signal [41]

error Derivative of error

Negative Zero Positive

Negative R1:Big decrease R2:Small decrease R3:No change

Zero R4:Big decrease R5:No change R6:Big increase

Positive R7:No change R8:Small increase R9:Big increase

developed to control the UAV in real-time. DFNN estimates the inverse dy-
namical model of the system, where it combines the deep neural network and
fuzzy logic into a single framework.

This method employs three parallel DFNN (one for each axis) as shown in
Fig. 30. The learning of DFNN is performed in two phases (1) Online learning
(2) Offline learning. The offline learning of DFNN is performed on the data col-
lected from the conventional controller. During online learning, the pre-trained
DFNN controls UAV and improves performance by adapting the unknown dy-
namics. The online labels are provided by expert knowledge that is encoded in
the form of fuzzy rules. FLS monitors the behavior of DFNN and, it corrects
the action of DFNN depending on the variations in the system dynamics.

DFNN is a computationally suitable choice for real-time applications as it
exhibits faster response time and reduces tracking errors effectively.

5.2.3 Online System Identification from datastreams

The UAVs require a highly efficient and accurate classification system, which
can perform online learning at much low computation cost. Such system can
be realized through an evolving intelligence system (EIS) that controls the
complexity of the network and exhibits single-pass online learning.
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In [43], a variant of EIS, i.e., Metacognitive Scaffolding Interval Type 2 Re-
current Fuzzy Neural Network (McSIT2RFNN), is used to identify and learn
the non-stationary time-series data stream in real-time. McSIT2RFNN con-
tains an internal memory structure in the form of recurrent connections that
deal with temporal dynamics. It also exhibits a single fuzzy rule layer that
classifies the incoming data and able to detect the uncertainties of the system.
This system properly addresses the issues of network complexity, as it adds the
new rule for each novel concept and eliminates the inactive rules. Moreover,
this method is sample efficient, and selects the most appropriate and uncertain
training data.

This method does not require offline pre-training. It can perform online
learning from scratch. Due to single-pass learning, it requires fewer computing
and memory resources, which makes it an ideal online learning solution for
real-time applications.

5.2.4 Deep Reinforcement Learning for Navigation and
Exploration

The exploration of the unseen environment during search and rescue operations
is highly difficult for UAVs. As it follows the shortest path for reaching the
target location and, it also requires avoiding the obstacles and cluttered areas
during the flight.

For the exploration of a partially observable environment, a deep learning-
based method is developed named Extended Double Deep Q-Network (ED-
DQN) [44] that utilizes a double state-input strategy (shown in Fig. 31),
combining the acquired knowledge from the raw images with the map con-
taining positional information. The map helps to estimate the target location,
while the images identify the cluttered areas.

This approach will boost the system’s overall performance over multiple
flights. During the SAR mission, it was evaluated on diverse unseen weather
conditions (light, heavy snow, dust, and fog) where it successfully adapted
novel scenarios.

5.2.5 Object Tracking

Visual tracking is an essential task in the field of UAVs. The tracking system
needs to be updated online for the changing visual appearance of the tracked
target under different environmental conditions.

To adapt changing appearances, an online CNN-based tracking method [45]
is proposed that learns robust features by incorporating the locally connected
layers. Moreover, this framework also employs focal loss that enables to learn
hard examples and avoids the class imbalance issue.

During the online tracking phase, the offline pre-trained network is used to
detect the target online and produce the features that separate the foreground
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Figure 31 Double State input used in online reinforcement learning. The top row is the
input raw image used by network, the middle row shows the RGB version of raw images and
bottom row is the decision map of the mission that serves as second input of the system [44].

Figure 32 Online object tracking and its adaptation process [45].

object from the background. In the subsequent online learning phase, fine-
tuning is performed to adapt to the changed appearances. The online fine-
tuning process is briefly explained in Fig. 32. Samples (green rectangles) are
collected around the target position in a single time frame. To extract features,
the CNN model is used, and the best candidates with the highest positive scores
are found. New training examples are extracted around the target location
(green rectangles and blue rectangles) in the next time frame, and the model
is modified.

This method improves the tracking performance and is also beneficial for
large-scale classification.
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5.3 Urban Robots

In urban robots, the deep learning models enable a wide range of perception
(i.e., visual, material, manipulation, traversability), so they must possess the
ability to continuously improve performance in the changing environment.

This section discusses few use cases of life-long learning in the urban robots
framework. A short description of these techniques is also discussed in Table 5.

5.3.1 Control Systems:

Deep learning-based controllers are mostly employed to model the robot dy-
namics for real-world applications. These control systems must be updated
online to maintain high performance under varied operating conditions.

• Autonomous Underwater Vehicles Dynamic Control:
The marine robot dynamic’s model interacts with a highly varying external
environment due to different payloads and disturbances. To deal with such
scenarios, the incremental support vector regression (IncSVR) algorithm [46]
is proposed, which performs online Autonomous Underwater Vehicles (AUV)
adaptation. IncSVR effectively models the input-output relationship of AUV
dynamics and learns the prediction model using only support vectors (in-
put samples that are robust to decision boundaries), resulting in lower
computational complexity.
Fig. 33 illustrates the online learning process of the SVR-based control sys-
tem. The sample selector selects the support vectors (SVs) based on the
prediction error and correlation with the current vector, thus avoids the re-
dundant training data. The batch sampler concatenates the newly extracted
SV with the vectors from the forgetting buffer and performs incremental
learning. To prevent outlier samples from being stored in the forgetting
buffer, the resulting support vector is again passed through an outlier filter.
IncSVR significantly reduces forgetting while maintaining high accuracy. It
consumes less memory and computations as it uses a small set of training
samples, i.e., support vectors.

Figure 33 Online training of SVR-based control system for AUV dynamics [46]

• Adaptive Trajectory Tracking Control for Flexible-Joint of manipulator:
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The control design of a robot manipulator is highly complicated, and track-
ing accuracy is minimal. Adaptive controllers are commonly employed to
reducing trajectory tracking error [47].
Fig. 34 depicts the architecture of an adaptive controller. The multi-layer
perceptron neural network, which describes the linear performance and non-
linear basis of robot dynamics, is used to model the unknown dynamics of
the flexible-joint robot. The weights of the output layer are updated based
on tracking error, allowing it quickly adapts to the changes of the system dy-
namics. The further update in the internal weights also reduces the tracking
error. Internal and outer weights have different update rates; the internal
weights are updated at a slower rate than outer weights, resulting in fewer
computations and faster tracking error convergence.

Figure 34 The incremental learning-based control system architecture of a flexible joint
robot [47].

5.3.2 Vision-Based Manipulation

When vision-based object grasping manipulation policy is subjected to drastic
changes (i.e., background, lightning condition, gripper shape, and new objects),
its efficiency suffers greatly. To adapt to these major changes, an end-to-end
fine-tuning-based reinforcement learning approach [48] is proposed.

Fig. 35 depicts the data flow of continuous adaptation by fine-tuning. For
exploration, a pre-trained policy network is used to gather a new training
dataset related to the target task. The new policy network is initialized with
the parameters of the pre-trained policy network. Its fine-tuning is performed
on training examples sampled from base task data and new task data with
equal probability. The new policy network’s learning is an offline process that
does not require any interaction with the real-world environment. The com-
bination of fine-tuning and reinforcement learning substantially improves the
performance of a vision-based manipulator over novel tasks.
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Figure 35 The schematic diagram of fine-tuning process for vision-based manipulation [48].

5.3.3 Web Aided Deep Open World Recognition(OWR)

Within the visual perception system, the robots always interact with novel
objects. Conventionally, visual recognition is considered as a closed world prob-
lem (in which it remembers a limited set of objects and associates every new
object to the limited known classes). While the deep OWR method [49] for-
mulates the visual perception as the open-world recognition system in which
the robots can detect the unknown classes and learn them incrementally. This
approach also solves the main problem of incremental learning (i.e., the non-
availability of labels and annotated training data) by combining the oracle
(human) with web-based monitoring.

The methodology of Deep OWR is discussed in Fig. 36. DeepOWR allows
the robot to recognize unseen objects and incorporates web mining that pro-
vides the corresponding label and additional training data. For incremental
learning, the deep learning representation is incorporated with the non-
parametric nearest non-outlier method, and trained in an end-to-end fashion.
To avoid catastrophic forgetting, the rehearsal buffer along with regularization
(distillation loss) is used to maintain the previous knowledge.

Hence, deep OWR gives a highly efficient open-world recognition system
by incorporating a web mining approach.

5.3.4 Visual-Tactile Cross-Modal Learning for Robotic
Material Perception

Material perception cannot be realized solely through tactile information in
novel and unstructured circumstances. The ability to realize human-level ma-
terial perception is enabled by cross-modality based on visual-tactile data. To
incrementally improve the ability of robotic cross-modal material perception,
a unique approach of life-long cross-modal learning [50] is developed.

The network architecture used to learn heterogenous cross-modality is
shown in Fig. 37. It is composed of task-shared and task-specific sub-networks.
The purpose of the task-shared network is to leverage the previously learned
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Figure 36 Open world recognition mechanism to incrementally learn unknown object from
web-supervision [49]

knowledge to learn the new task effectively; moreover, it also helps to learn
the cross-modal correlation over different tasks.

The optimization of the task-shared network is composed of inter-task and
intra-task cross-modal correlation learning. For intra-task learning, it employed
the end-to-end adversarial learning technique to learn the correlated represen-
tations between heterogeneous data. For inter-task learning, the distillation
loss is used to avoid catastrophic forgetting. Finally, the learned task-shared
network’s representations are fed into the task-specific network, which pro-
duces a common representation that differentiates the specific material classes.
Consequently, lifelong cross-modal correlation learning enables the robot to
learn the material properties in an unfamiliar environment.

Figure 37 The learning process and architecture of life-long visual-tactile cross-modal
system [50]
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5.3.5 Localization of human sound source in Complex Indoor
Environment

The sound source localization for the untrained and unknown environment
is highly challenging for mobile robots. Specifically, across the multiple room
environment, the localization system needs to ranks the room according to the
likelihood of the sound source and incrementally learn new experiences over
time.

In [51], an incremental learning framework is proposed that predicts the
rank of room to explore the sound source and incrementally learn the positive
experiences, as shown in Fig. 38. It employed the Hierarchical Adaptive Res-
onance Associative Map (HARAM) model that utilizes the occupancy map
(segmented) to identify the total number of candidate rooms for exploration
(the number of rooms must be equivalent to the number of labels). This model
can perform incremental learning from scratch without any prior training, and
it further improves performance by collecting more real-time data. For the first
sample, the system randomly guesses the exploration. Then afterward, it fol-
lows the rank provided by the learning model and verifies the predicted rank
through human pose detection. The negative and positive examples are col-
lected during exploration and incrementally learn the model to improve the
performance of the system.

Figure 38 Self-supervised incremental learning scheme in which audio signal along with
occupancy map is used to rank rooms [51]

5.3.6 Online Object and Task Learning via Human Robot
Interaction

The human-robot interaction [52] provides a substantial way to incrementally
learn new knowledge for the development of the robotic system.

This approach discusses a robotic system having a user interfaces that
allows to incrementally learn the system for the novel objects and their as-
sociated motion in real-time. The user interface provided by the system is
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described in Fig. 39. The teaching interface allows the user to add or remove a
new class. The detection interface detects and displays the name and location
of the new object on the screen. The task interface allows to add 3D motion
(this can be done by drawing 2D trajectory on a touch screen) and associate
that motion with one of the detected objects. Finally, the robot is able to pick
the object and perform motion learned from the user. The human-robot in-
teraction is beneficial for the acquisition of reliable and diverse training data
about the novel objects.

Figure 39 User interfaces during human robot interaction [52]

5.3.7 An Autonomous Self-Supervised Learning-Based
Navigation System

The navigation in mobile robots is purely based on the geometry of the envi-
ronment. While self-supervised system [53] formulates the navigation beyond
the geometric problem and allows the robot to learn from its own experiences.
It employed an end-to-end learning scheme that performs supervised learning
on the data gathered from off-policy exploration in a real-world environment.
This method still can improve performance for the novel scenarios by collecting
more data and fine-tune the pre-trained model on the new data.

The self-supervised reinforcement learning-based method enables the robot
to learn from its own collision-free experiences. The random control policy is
employed to gather online data from a real-world environment. The labeling
of raw data is performed in a self-supervised manner such that it uses the
observations from LIDAR and IMU under three major scenarios of navigation,
i.e., collision, bumpiness, and position.

This method outperforms the other navigation policies as it can general-
ize over a novel environment and improves performance by gathering a small
amount of training data.
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5.3.8 Personalized Online Learning of Whole-Body Motion
Classification

The online action classification is necessary for the control of wearable health-
care devices. The average user classification model is not able to accurately
predict individual motion behavior. The system utility would be enhanced by
maximizing the system-user collaboration. It is achieved by developing a per-
sonalized model that can be adapt to the personal behavior of the user in
real-time.

For personalization, an online learning algorithm [54] is developed that
allows updating the average model, as described in Fig. 40. This approach is
sample efficient as it allows to learn on the samples that have a high testing
error. To acquire the online training data, the IMU sensors are employed to
accurately observe the posture and position of the body, and the annotated
data is obtained retrospectively.

The personalized model outperforms the average user model. Moreover, it
utilizes fewer computations and attains high accuracy.

Figure 40 The online learning architecture of Whole-Body motion classifier. A seperate
model is used to retreive the ground truth, it stores the some previous history and produce
the delayed action as ground truth [54]

6 Other Applications

6.1 Anomaly Detection Using Deep Learning Real-Time
Video Surveillance

The incremental Spatio-temporal learner (ISTL) algorithm [73] is developed to
adapt the non-stationary anomalous behavior in real-time. This approach em-
ploys the auto-encoder to reconstruct the spatio-temporal data, which detects
the anomalous data based on the reconstruction error.
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This system continuously learns the evolving normal behavior through the
use of active learning (fuzzy aggregation). It selects the most appropriate sam-
ple for continual learning based on the prediction error. Moreover, human
feedback is also used to confirm the presence of anomaly in real-world scenario.
Hence, this method provides a robust anomaly detection system that adapts
the evolving normal behavior on the fly.

Figure 41 The anamoly detection performed by spatio-temporal auto-encoder. The online
learning is performed through the fuzzy aggregation and human feedback [73].

6.2 Online deep learning-based energy forecasting

The energy prediction models work in a time-sentive and varying environment.
The traditional centralized data analytics structure necessitates uploading the
entire dataset to the cloud datacenter for analysis, which consumes a lot of
network resources and causes congestion. To address these issues, a novel
method [74] is proposed that allows deep learning to be allocated at the net-
work edge and developed an online learning approach to enable small data
subset training and continuous model updating in time-sensitive environments.
In this approach, the pre-trained DNN is learned incrementally on the small
set of data acquired at a fixed time interval, as shown in Fig. 42. This strategy
employs the JANET (Just Another Network), an optimized variant of LSTM
that avoids the high computation during online learning.

6.3 Incremental Continuous Load Prediction in Energy
Management Systems

Continuous energy load prediction is highly demanding as it requires continual
learning of the novel scenarios. For the energy prediction, a novel method
based on the long short-term memory (LSTM) network [75] is developed that
predicts and incrementally learns the new forecasting situations. The LSTM
helps to retain the different temporal correlations of forecasting data.
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Figure 42 Online learning process of JANET on new incoming data [74].

The incremental learning is done by forecasting the load value and then
computing the prediction error when the exact value arrives. It learns the novel
incoming data based on the prediction error, as illustrated in Fig. 43.

Figure 43 Incremental prediction and learning process in LSTM for energy forecasting [75]

6.4 Real-time adaption for deep stereo

The online adaptation of a deep stereo network allows maintaining its perfor-
mance in an unconstraint environment. In [76], a new lightweight, Modularly
ADaptive Network (MADNet) along with a Modular ADaptation (MAD) al-
gorithm is developed, which independently trains sub-portions of the network
and keeps a high enough frame rate.

MADNet divides the network into non-overlapping horizontal segments,
each of which is referred to as a separate module, as shown in Fig. 44. At
each training iteration, one of the modules is optimized independently from
the others by using their output prediction loss and then executing the shorter
back-propagation only across the layers with high output loss. As a result, the
learning time and computation complexity are significantly reduced.

6.5 Incremental Learning for Chemical Fault Diagnosis

Incremental imbalance modified deep neural network (Incremental-
IMDNN) [77] is developed to promote the fault diagnosis for an imbalanced
data stream.

During incremental learning, the data is feed to the fault diagnosis module,
which generates the balance input fault data. The active learning module is
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Figure 44 MAD architecture: it is divided in horizontal portions, the online learning is
performed across the layers with high prediction error [76].

used in the feedback loop that will extract the most informative information
from the diagnosis data. Then, this data is feed to a hierarchical neural network
that performs incremental learning through network expansion.

Figure 45 The block diagram of incremental learning during imbalanced chemical fault
diagnosis [77]

6.6 Event-Based Incremental Broad Learning System for
Object Classification

The event-based object recognition requires a high-speed learning platform.
For this purpose, the incremental board learning system [78] is developed that
employs a flat neural network structure. It is composed of enhancement and
feature nodes, as shown in Fig. 46. These nodes are expanded dynamically to
accommodate new knowledge. Moreover, the SVD is incorporated to avoid the
addition of redundant nodes during dynamic expansion.
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u
Figure 46 Event based incremental broad learning: the network expands the feature nodes
and enhancement node when the new data arrives [78].

6.7 Incremental Learning for Wireless Big Data Feature
Learning

Big data feature learning is a critical problem for the Internet of Things service
management. To learn their features in real-time, a tensor-based deep compu-
tation auto-encoder model [79] is developed. The incremental learning of this
model is performed by incorporating regularization and dynamic expansion-
based methods. It also employs the higher-order back-propagation to achieve
high learning speed.

7 Looking Ahead

In this survey, we discuss few CL algorithms that addresses the real-world
challenges of ML-based autonomous systems. First, we define CL in the con-
text of task-based learning (Section 2), in which tasks are assigned one at a
time and offline training is performed on the corresponding training data until
convergence. Multiple passes over large batches of training data are possible
with knowledge of task boundaries. These assumptions aren’t directly appli-
cable to real-world scenarios in which an infinite stream of data is received in
task-agnostic manner. To addresses actual real-world situations, we focus on
discussing online continual learning (OCL) algorithms (Section 3) that allow
continuous learning from infinite data streams in an online fashion without the
notion of task identity.

We also discuss several practical use cases of CL in autonomous systems
(Section 5) that help us to find the proper approach to use and identifying
similarities between different real-world settings. Since, many use cases are
evaluated using image processing experiments or virtual environments, it is
important to exactly clarify what would be their expected performance under
realistic scenarios.
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We offer a set of recommendations for more concrete indications of what
we consider to be important while defining a CL framework in a real-world
setting.

• Problem Agnostic:
Continuous learning must be problem agnostic that is not limited to a
specific setting (e.g., only classification).

• Adaptivity:
CL should exhibit adaptive property that allow to learn from unlabeled data
and adapt to specific user data.

• Graceful Forgetting:
In an unbounded learning system with an infinite stream of data, selective
forgetting of trivial information is an important mechanism for achieving a
balance between stability and plasticity.

• Online Learning:
To introduce fast acquisition of new information, no offline training of large
batches or separate tasks is required.

• Network Complexity:
When performing architectural dynamic changes, the learning model com-
plexity must be kept below an upper bound of a linear growth in terms of
the number of parameters.

• Evaluation of Scalability:
We recommend evaluating algorithms on as many tasks as possible in or-
der to provide a proper evaluation of scalability and continuous learning
performance.

• Memory constraint:
Realistic CL systems should not assume unlimited memory resources.

• Ablation studies:
Ablation studies are recommended on different components of the CL algo-
rithm such as initialization (using pre-trained network or not), optimization
methods and hyper-parameters, etc.

• Distributional Shift:
The mechanism for dealing with distributional shifts must be formally de-
scribed, not only when tasks change, but also between batches where data
points conform to different distributions.

• Benchmarks:
Complex datasets with realistic and higher resolution are recommended for
robust evaluation of the CL algorithms.

8 Conclusion

In this article, we presented a comprehensive overview of current CL techniques
for real-world autonomous systems. We discussed methods for alleviating
catastrophic forgetting with limited supervision and computing resources.
Moreover, we summarized the limitations and challenges of existing CL tech-
niques for real-world systems. We also explored the practical use cases of CL
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in self-driving cars, unmanned aerial vehicles, and urban robots. We hope
that this survey will help to better categorize and compare the emerging CL
approaches for real-world autonomous systems.

Future research will focus on developing fully autonomous, secure, and
reliable learning frameworks which provide superior performance with reduced
supervision, training time, and resources. The applicability of many proposed
algorithms in a real world setting is rarely addressed. More robust evaluation
benchmarks that represent actual real-world scenarios must be investigated.
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