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1 Introduction

The paper mainly deals with the stability theory of parametric vector optimization

problems. We first give some notation and definitions.

Let f : P ×X → Y be a vector function, where X and Y are Banach spaces, and

P is a metric space. Let K ⊂ Y be a pointed, closed and convex cone with apex at

the origin.

Definition 1.1 We say that y ∈ A is an efficient point of a subset A ⊂ Y with

respect to K if and only if (y − K) ∩ A = {y}. The set of efficient points of A is

denoted by EffKA. We stipulate that EffK∅ = ∅.

We consider the following parametric vector optimization problem:

Find EffK

{
f(p, x) |x ∈ X

}
, (1.1)

where x is the unknown (decision variable) and p ∈ P a parameter.

For each p ∈ P , we put

F(p) := EffK {f(p, x) |x ∈ X}, (1.2)

S(p) :=
{
x ∈ X | f(p, x) ∈ F(p)

}
, (1.3)

and call F : P ⇒ Y and S : P ⇒ X the efficient point multifunction and efficient

solution map of (1.1) respectively. x ∈ S(p), that is, f(p, x) ∈ F(p) indicates that

x is an efficient solution of (1.1).

Stability analysis in vector optimization has attracted considerable attention of

many researchers. One of the main problems here is to find sufficient conditions

for the efficient solution map S to have certain stability properties. We refer the

reader to [1–3,5–10,12,13,23,28–30] and the references therein for more details and

discussions.

A multifunction F : P ⇒ Y from a metric space (P, d) into a Banach space

Y is calm at a given point (p̄, ȳ) of its graph (see, e.g., [24, 26]) if there exist

neighborhoods U of p̄, V of ȳ and a real number ` > 0 such that

F (p) ∩ V ⊂ F (p̄) + `d(p, p̄)BY ∀p ∈ U,

where BY denotes the closed unit ball of Y. With V := Y, calmness reduces to the

local upper Lipschitzian property of multifunctions, introduced by Robinson [27].
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Calmness of multifunctions plays an important role in many issues of mathemat-

ical programming like optimality conditions, error bounds, weak sharp minima, met-

ric subregularity, or stability of solutions. The reader is referred to [14–16,19,31,32]

and the references therein for various characterizations and applications.

In this paper we use advanced tools of modern variational analysis and gener-

alized differentiation to study the calmness of the efficient solution map S of (1.1).

More precisely, new sufficient conditions in terms of the Fréchet and limiting (Mor-

dukhovich) coderivatives [24] for the efficient solution map S to be calm at a given

point in its graph are established by using the approach of implicit multifunctions

(see [17, 21, 22]). Our approach is based on a technique of implicit multifunctions

which involves the Ekeland variational principle [11] and the fuzzy sum rule for

Fréchet subdifferentials [24].

The rest of the paper is organized as follows. In Section 2, we first provide

the basic definitions and notation from variational analysis and set-valued analysis.

Then we recall some known auxiliary results which will be useful hereafter. The

main results will be presented in Section 3 where we first provide sufficient condi-

tions for an implicit multifunction to be calm at a given point and then derive the

calmness of the efficient solution map S of (1.1) by means of exploiting these implicit

multifunction results. Moreover, examples are provided to illustrate the results.

2 Preliminaries and auxiliary results

Throughout the paper we use the standard notation of variational analysis and

generalized differentiation; see, e.g., [24, 26]. Unless otherwise stated, all spaces

under consideration are Banach spaces whose norms are always denoted by ‖ · ‖.
The canonical pairing between X and its topological dual X∗ is denoted by 〈· , ·〉.
In this setting, w∗ denotes the weak∗ topology in X∗, and A∗ denotes the adjoint

operator of a linear continuous operator A. The symbols BX and BX∗ stand for the

closed unit balls of X and X∗, respectively. The closed ball with center x and radius

ρ is denoted by Bρ(x). As usual, the distance from u ∈ X to Ω ⊂ X is denoted by

dist(u,Ω) := infx∈Ω ||x− u||.

Given a set-valued mapping F : X ⇒ X∗ between a Banach space X and its

topological dual X∗, we denote by

Lim sup
x→x̄

F (x) :=
{
x∗ ∈ X∗

∣∣∣ ∃ sequences xk → x̄ and x∗k
w∗
−→ x∗

with x∗k ∈ F (xk) for all k ∈ N
}
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the sequential Painlevé-Kuratowski upper/outer limit with respect to the norm topol-

ogy of X and the weak∗ topology of X∗, where N := {1, 2, . . .}.

Given Ω ⊂ X and ε ≥ 0, define the collection of ε-normals to Ω at x̄ ∈ Ω by

N̂ε(x̄; Ω) :=
{
x∗ ∈ X∗

∣∣∣ lim sup

x
Ω−→x̄

〈x∗, x− x̄〉
‖x− x̄‖

≤ ε
}
, (2.1)

where x
Ω−→ x̄ means that x → x̄ with x ∈ Ω. When ε = 0, the set N̂(x̄; Ω) :=

N̂0(x̄; Ω) in (2.1) is a cone called Fréchet normal cone to Ω at x̄.

The limiting (Mordukhovich) normal cone N(x̄; Ω) is obtained from N̂ε(x; Ω) by

taking the sequential Painlevé-Kuratowski upper limit in the weak∗ topology of X∗

as

N(x̄; Ω) := Lim sup

x
Ω−→x̄

ε↓0

N̂ε(x; Ω), (2.2)

where one can put ε = 0 when Ω is closed around x̄ and the space X is Asplund,

i.e., a Banach space whose separable subspaces have separable duals. Here, Ω is said

to be (locally) closed around x̄ if there is a closed neighborhood U of x̄ such that

Ω∩U is closed. It is well-known that the class of Asplund spaces is sufficiently large

containing, in particular, all reflexive spaces and all spaces with separable duals. We

refer the readers to the books [24,25] for numerous characterizations and discussions

of Asplund spaces.

Let F : X ⇒ Y be a set-valued mapping between Banach spaces with the domain

domF := {x ∈ X | F (x) 6= ∅} and graph gphF :=
{
(x, y) ∈ X × Y

∣∣ y ∈ F (x)
}
.

We will assume that X × Y is equipped with a norm compatible with the norms in

X and Y , e.g., ‖(x, y)‖ = max(‖x‖, ‖y‖).
The Fréchet and limiting (Mordukhovich) coderivatives of F at (x̄, ȳ) ∈ gphF

are defined respectively by

D̂∗F (x̄, ȳ)(y∗) := {x∗ ∈ X∗ | (x∗,−y∗) ∈ N̂((x̄, ȳ); gphF )} ∀y∗ ∈ Y ∗, (2.3)

D∗F (x̄, ȳ)(y∗) :=
{
x∗ ∈ X∗∣∣ (x∗,−y∗) ∈ N((x̄, ȳ); gphF )

}
∀y∗ ∈ Y ∗. (2.4)

In other words,

D∗F (x̄, ȳ)(y∗) =
{
x∗ ∈ X∗∣∣ (x∗,−y∗) ∈ Lim sup

(x,y)
gph F−−−→(x̄,ȳ)
ε↓0

N̂ε((x, y); gphF )
}
.
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Extending the finite dimensional definition of Ioffe and Outrata [18], we define the

outer coderivative of F at (x̄, ȳ) by the formula

D∗>F (x̄, ȳ)(y∗) :=
{
x∗ ∈ X∗∣∣ (x∗,−y∗) ∈ Lim sup

(x,y)
gph F−−−→(x̄,ȳ)

ȳ /∈F (x), ε↓0

N̂ε((x, y); gphF )
}
. (2.5)

If F is a single-valued mapping, to simplify the notation, one writes D̂∗F (x̄)(y∗),

D∗F (x̄)(y∗), and D∗>F (x̄)(y∗) instead of D̂∗F (x̄, F (x̄))(y∗)), D∗F (x̄, F (x̄))(y∗), and

D∗>F (x̄, F (x̄))(y∗) respectively.

If a single-valued mapping f : X → Y is Fréchet differentiable at x̄ (with the

derivative∇f(x̄)) then D̂∗f(x̄)(y∗) = {(∇f(x̄))∗y∗} for any y∗ ∈ Y ∗. If, additionally,

the derivative is strict, that is, (see e.g. [24])

lim
x,u→x̄

f(x)− f(u)− 〈∇f(x̄), x− u〉
‖x− u‖

= 0,

then D∗f(x̄)(y∗) = {(∇f(x̄))∗y∗}. Thus, the limiting coderivative is a generalization

of the adjoint operator to the strict derivative; see [24] for more details.

For an extended real-valued function ϕ : X → R := [−∞,∞], we define its

domain domϕ = {x ∈ X | ϕ(x) <∞} and epigraph epiϕ = {(x, µ) ∈ X × R | µ ≥
ϕ(x)}. The Fréchet and limiting subdifferentials of ϕ at x̄ with |ϕ(x̄)| < ∞ are

defined respectively by

∂̂ϕ(x̄) := {x∗ ∈ X∗ | (x∗,−1) ∈ N̂((x̄, ϕ(x̄)); epiϕ)},
∂ϕ(x̄) := {x∗ ∈ X∗ | (x∗,−1) ∈ N((x̄, ϕ(x̄)); epiϕ)}.

If |ϕ(x̄)| = ∞, then one puts ∂̂ϕ(x̄) = ∂ϕ(x̄) = ∅.
Obviously, ∂̂ϕ(x̄) ⊂ ∂ϕ(x̄), and 0 ∈ ∂̂ϕ(x̄) if x̄ is a local minimum of ϕ (the

nonsmooth version of Fermat’s rule, see, e.g., [24, Proposition 1.114]).

Extending [24, Definition 1.67 (ii)], we say that F−1 : Y → X is partially

outer sequentially normally compact at (ȳ, x̄) ∈ gph (F−1) if for any sequence

(εk, xk, yk, x
∗
k, y

∗
k) ∈ [0,∞)× (gphF )×X∗ × Y ∗ satisfying

εk ↓ 0, (xk, yk)
gph F−−−→ (x̄, ȳ), xk /∈ F−1(ȳ), (x∗k, y

∗
k) ∈ N̂εk

((xk, yk), gphF ),

||x∗k|| → 0, and y∗k
w∗
−→ 0

one has ||y∗k|| → 0 as k →∞. This property is satisfied automatically if dimY <∞.

The following fuzzy sum rule for Fréchet subdifferentials will be useful in the

sequel (see [24, Lemma 2.32 ] or [20, Rule 2.2]).
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Lemma 2.1 Let X be an Asplund space. Suppose that ϕ1 : X → R is Lipschitz

continuous around x̄ ∈ X and ϕ2 : X → R is finite at x̄ and l.s.c. around this point.

Then for any ε > 0 there are xi ∈ x̄ + εBX with |ϕi(xi)− ϕi(x̄)| ≤ ε, i = 1, 2, such

that ∂̂(ϕ1 + ϕ2)(x̄) ⊂ ∂̂ϕ1(x1) + ∂̂ϕ2(x2) + εBX∗ .

In what follows we also use the Ekeland variational principle [11].

Lemma 2.2 (Ekeland Variational Principle). Let (X, d) be a complete metric space

and f : X → R be a proper l.s.c. function bounded from below. Let ε > 0 and

x0 ∈ X be given such that f(x0) ≤ infx∈X f(x) + ε. Then for any λ > 0 there is

x̄ ∈ X satisfying

(i) f(x̄) ≤ f(x0),

(ii) d(x̄, x0) ≤ λ,

(iii) f(x̄) < f(x) + ε
λ
d(x, x̄) for all x ∈ X\{x̄}.

3 Calmness of the efficient solution map

In this section we shall provide new sufficient conditions for the efficient solution

map S of (1.1) to be calm at a reference point in its graph. To do this, we first need

to establish the calmness of an implicit multifunction at a given point.

Let X, Y and P be spaces as stated above and F : P ×X ⇒ Y be a parametric

multifunction. By means of this parametric multifunction one can define an implicit

multifunction G : P ⇒ X as follows:

G(p) := {x ∈ X | 0 ∈ F (p, x)}. (3.1)

We now give sufficient conditions for the implicit multifunction G to have the

calmness property at a given point. In what follows we use the notation Fp := F (p, ·),
p ∈ P. For (x̄, ȳ) ∈ gphFp̄ define

c[Fp̄](x̄, ȳ) := lim
δ↓0

inf
{
||x∗||

∣∣ x∗ ∈ D̂∗Fp̄(x, y)(y
∗), x ∈ Bδ(x̄) \ F−1

p̄ (ȳ),

y ∈ Fp̄(x) ∩Bδ(ȳ), ||y∗|| = 1,
∣∣〈y∗, y〉 − ||y||

∣∣ < δ
}
.

(3.2)

Theorem 3.1 Let X and Y be Asplund spaces, P be a metric space, and let F :

P × X ⇒ Y be a multifunction. Consider (p̄, x̄) ∈ P × X such that 0 ∈ F (p̄, x̄).

Suppose that the following conditions hold true:
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(i) gphFp̄ is closed around (x̄, 0), i.e., there exists δ > 0 such that the set

gphFp̄ ∩ [(x̄, 0) + δ(BX ×BY )] is closed;

(ii) there exist ` > 0 and δ > 0 such that

F (p, x) ⊂ F (p̄, x) + `d(p, p̄)BY ∀x ∈ Bδ(x̄), ∀p ∈ Bδ(p̄); (3.3)

(iii) c[Fp̄](x̄, 0) > 0.

Then for any positive c < c[Fp̄](x̄, 0), the implicit multifunction G defined in (3.1)

is calm at (p̄, x̄) with modulus `/c.

Proof. Let δ > 0 and ` > 0 be as stated in the assumptions of the theorem and

let 0 < c < c′ < c[Fp̄](x̄, 0). Based on definition (3.2), we assume without loss of

generality that

x ∈ Bδ(x̄), 0 /∈ Fp̄(x), y ∈ Fp̄(x) ∩ δBY ,

||y∗|| = 1,
∣∣〈y∗, y〉 − ||y||

∣∣ < δ, x∗ ∈ D̂∗Fp̄(x, y)(y
∗)

}
⇒ ||x∗|| > c′. (3.4)

Choose a positive ρ < min {1/2, c/(2`), 1/`}δ. We are going to show that

G(p) ∩Bρ(x̄) ⊂ G(p̄) +
`

c
d(p, p̄)BX if d(p, p̄) < ρ.

Take any p ∈ P satisfying

d(p, p̄) < ρ (3.5)

and any z ∈ G(p) ∩ Bρ(x̄). Then p ∈ Bδ(p̄), z ∈ Bδ(x̄), 0 ∈ F (p, z). To prove the

assertion we need to find a point x̂ ∈ G(p̄) such that

||x̂− z|| ≤ (`/c)d(p, p̄). (3.6)

It follows from (3.3) that there exists v ∈ F (p̄, z) such that

||v|| ≤ `d(p, p̄). (3.7)

Consider the l.s.c. on (x̄, 0) + δ(BX ×BY ) function w : X × Y → R ∪ {∞} defined

by

w(x, y) :=

||y||, if y ∈ Fp̄(x),

∞, otherwise.

Obviously, w(x, y) ≥ 0 for all x, y and w(z, v) = ||v|| ≤ `d(p, p̄). We are going to

apply the Ekeland variational principle (Lemma 2.2). The product space X×Y will
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be considered with the equivalent norm ||(x, y)||α := max {||x||, α||y||} depending

on a small parameter α > 0 such that

α < min

{
1

c
− 1

c′
,

1

2c

}
. (3.8)

By Lemma 2.2, there is some (x̂, ŷ) ∈ Bδ(x̄, 0) such that

w(x̂, ŷ) ≤ w(z, v), (3.9)

||(x̂, ŷ)− (z, v)||α ≤
`

c
d(p, p̄), (3.10)

w(x̂, ŷ) ≤ w(x, y) + c||(x, y)− (x̂, ŷ)||α, ∀(x, y) ∈ (x̄, 0) + δ(BX ×BY ). (3.11)

Recalling the definition of w, we have ŷ ∈ Fp̄(x̂), and conditions (3.9) and (3.11)

take the following form:

||ŷ|| ≤ ||v||, (3.12)

||ŷ|| ≤ ||y||+ c||(x, y)− (x̂, ŷ)||α, ∀(x, y) ∈ gphFp̄ ∩ [(x̄, 0) + δ(BX ×BY )]. (3.13)

Now we are going to show that x̂ is the sought point. Due to (3.10), it satisfies (3.6),

and we only need to show that 0 ∈ Fp̄(x̂). Assume, to the contrary, that 0 /∈ Fp̄(x̂).

Then ŷ 6= 0. Due to (3.5), (3.7), (3.10) and (3.12),

||x̂− x̄|| < `

c
ρ+ ρ <

δ

2
+
δ

2
= δ, ||ŷ|| < `ρ < δ. (3.14)

It follows from (3.13) that (x̂, ŷ) is a point of local minimum of the function ψ1 +

ψ2 + ψ3, where

ψ1(x, y) := ||y||, ψ2(x, y) := c||(x, y)− (x̂, ŷ)||α,

ψ3(x, y) :=

0, if (x, y) ∈ gphFp̄,

∞, otherwise.

Thus, 0 ∈ ∂̂(ψ1 + ψ2 + ψ3)(x̂, ŷ). Functions ψ1 and ψ2 are convex and Lipschitz

continuous. One can apply the fuzzy sum rule (Lemma 2.1). For any ε > 0 there

exist points (x1, y1), (x2, y2) ∈ X × Y, (x3, y3) ∈ gphFp̄ and elements (x∗1, y
∗
1) ∈

∂ψ1(x1, y1), (x
∗
2, y

∗
2) ∈ ∂ψ2(x2, y2), (x

∗
3, y

∗
3) ∈ ∂̂ψ3(x3, y3) such that

||xi − x̂|| < ε, ||yi − ŷ|| < ε, i = 1, 2, 3; (3.15)

||x∗1 + x∗2 + x∗3|| < ε, ||y∗1 + y∗2 + y∗3|| < ε. (3.16)
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By definitions of functions ψ1, ψ2, and ψ3, we have

x∗1 = 0, y∗1 ∈ ∂|| · ||Y (y1), (3.17)

||x∗2||+
1

α
||y∗2|| ≤ c, (3.18)

(x∗3, y
∗
3) ∈ N̂((x3, y3); gphFp̄). (3.19)

If ε is small enough, then, due to (3.15), y1 6= 0 and y3 6= 0. It follows from (3.17)

||y∗1|| = 1, 〈y∗1, y1〉 = ||y1||. (3.20)

Taking a smaller ε if necessary, we can ensure that ε < 1− cα and, by (3.14), (3.15),

and (3.17), that x3 ∈ Bδ(x̄), ||y3|| < δ. It follows from (3.16), (3.17), (3.18), and

(3.20) that

||x∗3|| < c+ ε,
∣∣||y∗3|| − 1

∣∣ < cα+ ε, (3.21)∣∣〈y∗3, y3〉+ ||y3||
∣∣ =

∣∣〈y∗1 + y∗3, y3〉+ 〈y∗1, y1 − y3〉 − ||y1||+ ||y3||
∣∣

≤ ||y∗1 + y∗3|| · ||y3||+ ||y1 − y3||+
∣∣||y3|| − ||y1||

∣∣ < (cα + ε)δ + 4ε. (3.22)

By (3.21), y∗3 6= 0 and we can define x∗ := x∗3/||y∗3||, y∗ = −y∗3/||y∗3||. Then, by (3.19),

x∗ ∈ D̂∗Fp̄(x3, y3)(y
∗) and it follows from (3.21), (3.22) that

||x∗|| < c+ ε

1− cα− ε
, ||y∗|| = 1, (3.23)∣∣〈y∗, y3〉 − ||y3||

∣∣ ≤ ∣∣〈y∗3, y3〉+ ||y3||
∣∣ +

∣∣||y∗3|| − 1
∣∣||y3|| < 2(cα + ε)δ + 4ε. (3.24)

By (3.8),
c

1− cα
=

1

1/c− α
< c′, 2cα < 1.

Taking a smaller ε again, we can ensure that

c+ ε

1− cα− ε
< c′, 2(cα + ε)δ + 4ε < δ.

Then (3.23), (3.24) imply

||x∗|| < c′, ||y∗|| = 1,
∣∣〈y∗, y3〉 − ||y3||

∣∣ < δ.

This contradicts (3.4). Hence 0 ∈ Fp̄(x̂). The proof is complete. 2

When applying Theorem 3.1, it is important to be able to verify the regularity

assumption (iii), i.e., compute constant (3.2). We consider now some special cases

when the computation of this constant can be simplified. For simplicity we limit

ourselves to the case ȳ = 0 which is needed in Theorem 3.1.
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Consider a multifunction Π : X ⇒ Y defined by

Π(x) := {y ∈ Fp̄(x) | ||y|| = dist(0, Fp̄(x))}

(the projection of 0 on Fp̄(x)). The next assertion follows directly from the defini-

tions.

Proposition 3.2 If Π(x) 6= ∅ for all x near x̄ then

c[Fp̄](x̄, 0) := lim
δ↓0

inf
{
||x∗||

∣∣ x∗ ∈ D̂∗Fp̄(x, y)(y
∗), x ∈ Bδ(x̄) \ F−1

p̄ (0),

y ∈ Π(x) ∩ δB, ||y∗|| = 1, 〈y∗, y〉 = ||y||
}
. (3.25)

The assumption of Proposition 3.2 is satisfied automatically if dimY < ∞ and

Fp̄ is closed-valued near x̄. In infinite dimensions it is a strong assumption, which

is insured, for instance, if Π is inner semicompact [24] at x̄. Another (in general

stronger!) regularity assumption for Theorem 3.1 can be formulated if one replaces

the Fréchet coderivative of Fp̄ in (3.2) (or (3.25)) with the limiting one.

To compute (3.2) or (3.25) one needs to know Fréchet coderivatives of Fp̄ at all

points (x, y) with x /∈ F−1
p̄ (ȳ) near (x̄, ȳ). In many situations it is preferable to

deal with “at the point” conditions. It would be natural to try to replace a family

of Fréchet coderivatives in definition (3.2) with a single limiting object. The outer

coderivative (2.5) seems to be a good candidate. Alongside (3.2) consider another

constant:

c2[Fp̄](x̄, ȳ) := inf
{
||x∗||

∣∣ x∗ ∈ D∗>Fp̄(x̄, ȳ)(y
∗), ||y∗|| = 1

}
. (3.26)

Proposition 3.3 Suppose F−1
p̄ is partially outer sequentially normally compact at

(ȳ, x̄). If c2[Fp̄](x̄, ȳ) > 0 then c[Fp̄](x̄, ȳ) > 0.

Proof. Let c[Fp̄](x̄, ȳ) = 0. By (3.2), there exists sequences (xk, yk) ∈ gphFp̄,

(x∗k, y
∗
k) ∈ X∗ × Y ∗ satisfying xk /∈ F−1

p̄ (ȳ), x∗k ∈ D̂∗Fp̄(xk, yk)(y
∗
k), ||y∗k|| = 1,

k = 1, 2, . . ., and ||x∗k|| → 0, 〈y∗k, ȳ〉 → ||ȳ|| as k → ∞. Without loss of generality

y∗k
w∗
−→ y∗ ∈ Y ∗. Then by definition (2.5), 0 ∈ D∗>Fp̄(x̄, ȳ)(y

∗). If y∗ = 0 then,

due to the assumption that F−1
p̄ is partially outer sequentially normally compact at

(ȳ, x̄), we would have ||y∗k|| → 0, a contradiction. Hence, y∗ 6= 0, and it follows from

(3.26) that c2[Fp̄](x̄, ȳ) = 0. 2

Proposition 3.4 The conclusion of Theorem 3.1 remains valid if its assumption

(iii) is replaced by the following one:

(iii’) F−1
p̄ is partially outer sequentially normally compact at (0, x̄) and

c2[Fp̄](x̄, 0) > 0.
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We next give sufficient conditions for the efficient solution map S defined in (1.3)

to be calm at a reference point. Observe first that this efficient solution map S can

be rewritten in the implicit multifunction form

S(p) :=
{
x ∈ X | 0 ∈ H(p, x)

}
, (3.27)

where H : P × X ⇒ Y is a multifunction constructed via the objective function f

and the efficient point multifunction defined in (1.2):

H(p, x) := −f(p, x) + F(p). (3.28)

For the sake of clarity we shall use the notation Hp := H(p, ·).

Theorem 3.5 Let X and Y be Asplund spaces, P be a metric space and let multi-

function H be defined by (3.28). Consider (p̄, x̄) ∈ gphS. Suppose that the following

conditions hold true:

(i) gphHp̄ is closed around (x̄, 0), i.e., there exists δ > 0 such that the set

gphHp̄ ∩ [(x̄, 0) + δ(BX ×BY )] is closed;

(ii) there exist ` > 0 and δ > 0 such that

H(p, x) ⊂ H(p̄, x) + `d(p, p̄)BY ∀x ∈ Bδ(x̄), ∀p ∈ Bδ(p̄);

(iii) c[Hp̄](x̄, 0) > 0.

Then for any positive c < c[Hp̄](x̄, 0) the efficient solution map S of (1.1) is calm

at (p̄, x̄) with modulus `/c.

Proof. The proof is directly derived from Theorem 3.1 by considering the multi-

function H instead of F. 2

Proposition 3.6 The conclusion of Theorem 3.5 remains valid if its assumption

(iii) is replaced by the following one:

(iii’) H−1
p̄ is partially outer sequentially normally compact at (0, x̄) and

c2[Hp̄](x̄, 0) > 0.

Remark 3.7 It is easy to verify that the property of H declared in Theorem 3.5 (ii)

is ensured by the following two conditions:

(a) there exist neighborhoods U of x̄, W of p̄, and a real number `1 > 0 such

that

||f(p, x)− f(p̄, x)|| ≤ `1d(p, p̄) ∀x ∈ U, ∀p ∈ W ; (3.29)

(b) F in (1.2) is locally upper Lipschitzian at p̄.
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The reader is referred to [2, 3] for several sufficient conditions ensuring the local

upper Lipschitzian property of F at the reference point.

The next example illustrates the importance of assumption (ii) in Theorem 3.5,

namely the calmness of S defined in (1.3) may be violated if this assumption is

omitted.

Example 3.8 Let P = X = Y = R, K = R+ := [0; +∞) and let f : R × R → R
be a function given as follows:

f(p, x) =

|x− p|+ p, if p < 0, x ∈ R,

|x−√
p|, if p ≥ 0, x ∈ R.

We consider the problem (1.1) with the efficient solution map S defined in (1.3).

For p̄ = 0, we have F(p̄) = {0}, S(p̄) = {0}. Let x̄ = 0. Then (p̄, x̄) ∈ gphS. By

simple computation, one gets

Hp̄(x) = −|x| ∀x ∈ R.

So, gphHp̄ is closed. Take any x ∈ R with 0 /∈ Hp̄(x). The last condition means that

x 6= 0. Set y := Hp̄(x) = −|x|. Then for any y∗ ∈ R we have

D̂∗Hp̄(x, y)(y
∗) =

−y∗, if x > 0,

y∗, if x < 0,

and it follows from (3.2) that c[Fp̄](x̄, ȳ) = 1. This means that condition (iii) of

Theorem 3.5 is fulfilled. It is easy to see that

H(p, x) = −f(p, x) + F(p) =

−|x− p|, if p < 0, x ∈ R,

−|x−√
p|, if p ≥ 0, x ∈ R,

and thus condition (ii) of Theorem 3.5 is not satisfied. The efficient solution map

S(p) =

p, if p < 0,
√
p, if p ≥ 0,

is not calm at (p̄, x̄).

The following corollary provides sufficient conditions for the efficient solution

map S in (1.3) to be calm at the reference point under the strict differentiability of

the objective function f.
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Corollary 3.9 Let X and Y be Asplund spaces, P be a metric space and let multi-

function H be defined by (3.28). Consider (p̄, x̄) ∈ gphS. Suppose that f is strictly

differentiable at (p̄, x̄) and the following conditions hold true:

(i) gphHp̄ is closed around (x̄, 0), i.e., there exists δ > 0 such that the set

gphHp̄ ∩ [(x̄, 0) + δ(BX ×BY )] is closed;

(ii) multifunction F defined in (1.2) is locally upper Lipschitzian at p̄;

(iii) c[Hp̄](x̄, 0) > 0.

Then the efficient solution map S of (1.1) is calm at (p̄, x̄).

Proof. Since f is strictly differentiable at (p̄, x̄), the condition (3.29) is fulfilled.

This together with the local upper Lipschitzian property of F implies by Remark 3.7

that H satisfies assumption (ii) in Theorem 3.5. The conclusion follows from this

theorem. 2

As previously, the key issue when applying Corollary 3.9, is the computation of

constants c[Hp̄](x̄, 0) or c2[Hp̄](x̄, 0) (see Proposition 3.4), which requires the knowl-

edge of the family of Fréchet coderivatives of Hp̄ at nearby points or the limiting

coderivative (under the partial outer sequential normal compactness assumption).

Taking into account definition (3.28) one can notice that Hp̄ is the sum of the strictly

differentiable function f(p̄, ·) (under the conditions of Corollary 3.9) and the con-

stant multifunction F(p̄) (it is a set in Y which does not depend on x). These

observations can significantly simplify the computation. For instance, it is easy to

see that in this situation the restriction 0 /∈ Hp̄(x) does not play any role when

defining D∗>Hp̄(x̄, 0) (see definition (2.5)). Hence,

D∗>Hp̄(x̄, 0)(y∗) = D∗Hp̄(x̄, 0)(y∗) ∀y∗ ∈ Y ∗.

Utilizing the coderivative sum rule given in [24, Theorem 1.62 (ii)], we arrive at

D∗Hp̄(x̄, 0)(y∗) = −(∇xf(p̄, x̄))∗y∗ +D∗F(p̄)(x̄, f(p̄, x̄))(y∗),

where ∇xf(p̄, x̄) denotes the Fréchet derivative of f(p̄, ·) at x̄. Taking into account

that F(p̄) is a constant multifunction we have

x∗ ∈ D∗F(p̄)(x̄, f(p̄, x̄))(y∗) ⇔ x∗ = 0, −y∗ ∈ N(f(p̄, x̄);F(p̄)),

and consequently,

c2[Hp̄](x̄, 0) = inf
{
||(∇xf(p̄, x̄))∗y∗||

∣∣ y∗ ∈ N(f(p̄, x̄);F(p̄)), ||y∗|| = 1
}
.
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It is not difficult to establish a similar representation for constant c[Hp̄](x̄, 0). For

this purpose a “fuzzy” analog of [24, Theorem 1.62 (ii)] is needed which can be

established along the lines of [20, Proposition 1.6]

We finish this section by a example which is designed to show how Theorem 3.5

can be applied to concrete problems.

Example 3.10 Let P = X = R, Y = R2, K = R2
+, let R2 be equipped with the

Euclidean norm, and let f : R× R → R2 be given as follows:

f(p, x) = (|p− x|+ p, |p− x|+ p) ∀x ∈ R, ∀p ∈ R.

We consider the problem (1.1) with the efficient solution map S defined in (1.3).

For p̄ = 0, we have F(p̄) = {(0, 0)}, S(p̄) = {0}. Let x̄ = 0. Then (p̄, x̄) ∈ gphS.

By simple computation, one gets

Hp̄(x) = Π(x) = −(|x|, |x|) ∀x ∈ R.

So, gphHp̄ is closed. Take any x ∈ R with 0 /∈ Hp̄(x). The last condition means

that x 6= 0. Set y := Hp̄(x) = −(|x|, |x|) and consider y∗ := (y∗1, y
∗
2) ∈ R2 satisfying

〈y∗, y〉 = ||y||. Obviously, y∗1 + y∗2 = −
√

2, and we have

D̂∗Hp̄(x, y)(y
∗) =

−y∗1 − y∗2 =
√

2, if x > 0,

y∗1 + y∗2 = −
√

2, if x < 0.

Condition ||y∗|| = 1 can be easily satisfied if one takes y∗1 = y∗2 = −
√

2/2. It follows

from (3.25) that c[Fp̄](x̄, ȳ) =
√

2. This means that the condition (iii) of Theorem 3.5

is fulfilled. It is easy to see that H(p, x) = −f(p, x) +F(p) = −(|p− x|, |p− x|) for

all p ∈ P , all x ∈ X, and thus

||H(p, x)−H(0, x)|| =
√

2
∣∣|x| − |x− p|

∣∣ ≤ √
2|p| ∀p ∈ P, ∀x ∈ X

which verifies condition (ii) of Theorem 3.5. Hence, S is calm at (p̄, x̄).
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