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Abstract A new decomposition optimization algorithm, calledpath-following gradient-
based decomposition, is proposed to solve separable convex optimization problems. Unlike
path-following Newton methods considered in the literature, this algorithm does not requires
any smoothness assumption on the objective function. This allows us to handle more gen-
eral classes of problems arising in many real applications than in the path-following Newton
methods. The new algorithm is a combination of three techniques, namely smoothing, La-
grangian decomposition and path-following gradient framework. The algorithm decomposes
the original problem into smaller subproblems by using dualdecomposition and smooth-
ing via self-concordant barriers, updates the dual variables using a path-following gradient
method and allows one to solve the subproblem in parallel. Moreover, the algorithmic pa-
rameters are updated automatically without any tuning strategy as in augmented Lagrangian
approaches. We prove the global convergence of the new algorithm and analyze its local
convergence rate. Then, we modify the proposed algorithm byapplying Nesterov’s accel-
erating scheme to get a new variant which has a better local convergence rate. Finally, we
present preliminary numerical tests that confirm the theorydevelopment.

Keywords Path-following gradient method· dual fast gradient algorithm· separable convex
optimization· smoothing technique· self-concordant barrier· parallel implementation.

1 Introduction

Many optimization problems arising in engineering and economics can conveniently be for-
mulated asSeparable Convex Programming Problems(SepCPs). Particularly, optimization
problems related to a networkN (V,E) of M agents, whereV denotes the set of nodes and
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E denotes the set of edges in the network, can be cast into separable convex optimization
problems. Several applications can be found in the literature such as distributed control,
network utility maximization, resource allocation, machine learning and multistage stochas-
tic convex programming [1,2,17,21,22]. Problems of moderate size or possessing a sparse
structure can be solved by standard optimization methods ina centralized setup. However,
in many real applications we meet problems, which may not be suitable to solve by standard
optimization approaches or exploiting problem structures, e.g. nonsmooth separate objective
functions, dynamic structure or distributed information.In those situations, decomposition
methods can be considered as an appropriate framework to tackle those problems. Particu-
larly, Lagrangian dual decomposition techniques are widely used to decompose a large-scale
separable convex optimization problem into smaller subproblem components, which can si-
multaneously be solved in aparallel manneror in aclosed form.

Various approaches have been proposed to solve (SepCP) in decomposition framework.
One class of algorithms is based on Lagrangian relaxation and subgradient-type methods of
multipliers [1,5,12]. It has been observed that subgradient methods are usually slow and nu-
merically sensitive to the choice of step sizes in practice [13]. The second approach relies on
augmented Lagrangian functions, see e.g. [6,18]. Many variants were proposed to process
the inseparability of the crossproduct terms in the augmented Lagrangian function in differ-
ent ways. Another research direction is based on alternating direction methods which were
studied, for example, in [2,7]. Alternatively, proximal point-type methods were extended to
the decomposition framework, see, e.g. [3,10]. Other researchers employed interior point
methods in the framework of decomposition such as [8,11,19,22].

In this paper, we follow the same line of the dual decomposition framework but in
a different way. First, we smooth the dual function by using self-concordant barriers. By
an appropriate choice of the smoothness parameter, we show that the dual function of the
smoothed problem is an approximation of the original dual function. Then, we develop a
new path-following gradient method for solving the smoothed dual problem. By strong du-
ality, we can also recover an approximate solution for the original problem. Compared to the
previous related methods mentioned above, the new approachhas the following advantages.
First, since a self-concordant barrier function only depends on its barrier parameter, this al-
lows us to avoid a dependency on the diameter of the feasible set as in prox-function smooth-
ing techniques [10,19]. Second, the proposed method is a gradient-type scheme which al-
lows to handle more general classes of problems than in path-following Newton methods [9,
19,22], in particular the nonsmoothness of the objective function. Third, by smoothing via
self-concordant barrier functions, if the objective function is smooth then instead of solving
the primal subproblems as general convex programs we can treat them by using optimality
conditions which are equivalent to solving nonlinear systems. Finally, by convergence anal-
ysis, we provide an adaptive update for all the algorithmic parameters which still ensure the
convergence of the new methods.

Contribution. The contribution of the paper can be summarized as follows:

(a) We propose to use a smoothing technique via barrier function to smooth the dual func-
tion of (SepCP) as in [8,9,22]. However, we provide a new estimate for the dual func-
tion, see Lemma 1.

(b) We propose a new path-following gradient-based decomposition algorithm, Algorithm
1, to solve (SepCP). This algorithm allows one to solve the subproblem of each com-
ponent in parallel. Moreover, all the algorithmic parameters are updated automatically
without using any tuning strategy.

(c) We prove the convergence of the algorithm and estimate its local convergence rate.



Path-Following Gradient-Based Decomposition AlgorithmsFor Separable Convex Optimization 3

(d) We modify the algorithm by applying Nesterov’s accelerating scheme to obtain a new
variant, Algorithm 2, which possesses a convergence rate, i.e.O(1/ε), whereε is a given
accuracy.

Let us emphasize the following points. The new estimate of the dual function considered
in this paper is different from the one in [19] which does not depend on the diameter of
the feasible set of the dual problem. The worst case complexity of the second algorithm is
O(1/ε) which is much higher than in subgradient-type methods of multipliers [1,5,12]. We
notice that this convergence rate is optimal in the sense of Nesterov’s optimal schemes [13,
14] for this class of algorithms. Moreover, we can choose smoothness parameter to adjust
this convergence rate. All the algorithms can be implemented in aparallel manner.

Outline. The rest of this paper is organized as follows. In the next section, we state the
problem formulation and review the Lagrangian dual decomposition framework. Section
3 considers a smoothing technique via self-concordant barriers and provides an estimate
for the dual function. The new algorithms and their convergence analysis are presented in
Sections 4 and 5. Preliminarily numerical results are shownin the last section to verify our
theoretical results.

Notation and Terminology.Throughout the paper, we work on the Euclidean spaceR
n

endowed with an inner productxTy for x,y∈ R
n and the norm‖x‖2 :=

√
xTx. For a proper,

lower semi-continuous convex functionf , ∂ f (x) denotes the subdifferential off at x. If
f is concave then we also use∂ f (x) for its super-differential atx. For anyx ∈ dom( f )
such that∇2 f (x) is positive definite, the local norm of a vectoru with respect tof at x is

defined as‖u‖x :=
[

uT∇2 f (x)u
]1/2

and its dual norm is‖u‖∗x := max
{

uTv | ‖v‖x ≤ 1
}

=
[

uT∇2 f (x)−1u
]1/2

. It is obvious thatuTv≤ ‖u‖x‖v‖∗x. The notationR+ andR++ define the
sets of nonnegative and positive numbers, respectively. The functionω : R+ → R is defined
by ω(t) := t − ln(1+ t) and its dual functionω∗ : [0,1)→ R is ω∗(t) :=−t − ln(1− t).

2 Separable Convex Programming Problems and Lagrangian Dual Decomposition

A Separable Convex Programmingproblem (SepCP) is typically written as follows:

φ ∗ :=



























max
x

φ(x) :=
N

∑
i=1

φi(xi),

s.t.
N

∑
i=1

(Aixi −bi) = 0,

xi ∈ Xi , i = 1, · · · ,N,

(SepCP)

where the decision variablex := (x1, . . . ,xN) with xi ∈ R
ni , the functionφi : Rni → R is

concave and the feasible set is described by the setX := X1 × ·· · × XN, with Xi ∈ R
ni

nonempty, closed, convex sets for alli = 1, · · · ,N. Matrix A := [A1, . . . ,AN], with Ai ∈R
m×ni

for i = 1, . . . ,N, b := ∑N
i=1 bi ∈ R

m and n1 + · · ·+ nN = n. The constraintAx− b = 0 in
(SepCP) is calledcoupling linear constraint, while xi ∈ Xi is referred to aslocal constraints
of the i-th component (agent).

Let L (x,y) := φ(x)+yT(Ax−b) be the partial Lagrangian function associated with the
coupling constraintAx−b= 0 of (SepCP). The dual problem of (SepCP) is written as:

g∗ := min
y∈Rm

g(y), (1)
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whereg is the dual function defined by:

g(y) := max
x∈X

L (x,y) = max
x∈X

{

φ(x)+yT(Ax−b)
}

. (2)

Due to the separability ofφ , the dual functiong can be computedin parallel as:

g(y) =
N

∑
i=1

gi(y), gi(y) := max
xi∈Xi

{

φi(xi)+yT(Aixi −bi)
}

, i = 1, . . . ,N. (3)

Throughout this paper, we make the following assumptions:

Assumption A.1 The following assumptions hold, see [18]:

(a) The solution set X∗ of (SepCP)is nonempty.
(b) Either X is polyhedral or the following Slater qualificationcondition holds:

ri(X)∩{x | Ax−b= 0} 6= /0, (4)

whereri(X) is the relative interior of X.
(c) The functionsφi , i = 1, . . . ,N, are proper, upper semicontinuous and concave and A is

full-row rank.

AssumptionA.1 is standard in convex optimization. Under this assumption,strong duality
holds, i.e. the dual problem (1) is also solvable andg∗ = φ ∗. Moreover, the set of Lagrange
multipliers,Y∗, is bounded. However, under AssumptionA.1, the dual functiong may not
be differentiable. Numerical methods such as subgradient-type and bundle methods can be
used to solve (1). Nevertheless, these methods are in general numerically intractable and
slow.

3 Smoothing via self-concordant barrier functions

In many practical problems, the feasible setsXi , i = 1, . . . ,N are usually simple, e.g. box,
polyhedra and ball. Hence,Xi can be endowed with aself-concordant barrier(see, e.g. [16,
13]) as in the following assumption.

Assumption A.2 Each feasible set Xi , i = 1, . . . ,N, is bounded and endowed with a self-
concordant barrier function Fi with the parameterνi > 0.

Note that the assumption on the boundedness ofXi can be removed by assuming that the set
of sample points generated by the new algorithm described below is bounded.

Remark 1The theory developed in this paper can be easily extended to the caseXi given as
follows (see [15]) for somei ∈ {1, · · · ,N}:

Xi := Xc
i ∩Xa

i , Xa
i := {xi ∈ R

ni : Dixi = di} , (5)

by applying the standard linear algebra routines, where thesetXc
i has nonempty interior and

associated with aνi-self-concordant barrierFi .
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Let us denote byxc
i the analytic center ofXi , i.e.:

xc
i := arg min

xi∈int(Xi)
Fi(xi) ∀i = 1, . . . ,N, (6)

where int(Xi) is the interior ofXi . SinceXi is bounded,xc
i is well-defined [13]. Moreover,

the following estimates hold:

Fi(xi)−Fi(x
c
i )≥ ω(‖xi −xc

i ‖xc
i
) and‖xi −xc

i ‖xc
i
≤ νi +2

√
νi , ∀xi ∈ Xi , i = 1, . . . ,N. (7)

Without loss of generality, we can assume thatFi(xc
i ) = 0. Otherwise, we can replaceFi by

F̃i(·) := Fi(·)−Fi(xc
i ) for i = 1, . . . ,N. SinceX is separable,F := ∑N

i=1 Fi is a self-concordant
barrier ofX with the parameterν := ∑N

i=1 νi .
Let us define the following function::

g(y; t) :=
N

∑
i=1

gi(y; t), (8)

where

gi(y; t) := max
xi∈int(Xi)

{

φi(xi)+yT(Aixi −bi)− tFi(xi)
}

, i = 1, . . . ,N, (9)

with t > 0 being referred to as a smoothness parameter. Note that the maximum problem in
(9) has a unique optimal solution, which is denoted byx∗i (y; t), due to the strict concavity
of the objective function. We call this problem theprimal subproblem. Consequently, the
functionsgi(·, t) andg(·, t) are well-defined and smooth onRm for anyt > 0. We callgi(·; t)
andg(·; t) thesmoothed dual functionof gi andg, respectively.

The optimality condition for (9) is:

0∈ ∂ φi(x
∗
i (y; t))+AT

i y− t∇Fi(x
∗
i (y; t)), i = 1, · · · ,N. (10)

Let us define the full optimal solutionx∗(y; t) := (x∗1(y; t), · · · ,x∗N(y; t)). Since problem (9) is
convex, this condition (10) is necessary and sufficient for optimality. Moreover, the gradients
of gi(·; t) andg(·; t) are given by:

∇gi(y; t) = Aix
∗
i (y; t)−bi , ∇g(y; t) = Ax∗(y; t)−b. (11)

If fi is differentiable for somei ∈{1, · · · ,N} then the condition (10) collapses to∇φi(x∗i (y; t))+
AT

i y− t∇Fi(x∗i (y; t)) = 0, which is indeed asystem of nonlinear equations. First, we prove
thatg(·; t) is an approximation of the dual functiong(·) for sufficiently smallt > 0.

Lemma 1 Suppose that AssumptionsA.1 andA.2 are satisfied. Let̄x be a strictly feasible
point to(SepCP), i.e. x̄∈ int(X)∩{x | Ax= b}. Then, for any t> 0, we have:

g(y)−φ(x̄)≥ 0 and g(y; t)−φ(x̄)+ tF(x̄)≥ 0. (12)

Moreover, it holds that:

g(y; t)≤ g(y)≤ g(y; t)+ t(ν +F(x̄))+2
√

tν [g(y; t)+ tF(x̄)−φ(x̄)]1/2 . (13)
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Proof The first two inequalities in (12) are trivial due to the definitions of g(·), g(·; t) and
the feasibility ofx̄. We only prove (13). Indeed, since ¯x∈ int(X) andx∗(y) ∈ X, if we define
x∗τ (y) := x̄+ τ(x∗(y)− x̄), thenxτ(y) ∈ intX if τ ∈ [0,1). By applying the inequality [16,
2.3.3] we have:

F(xτ(y))≤ F(x̄)−ν ln(1− τ).

Using this inequality together with the definition ofg(·; t), the concavity ofφ andAx̄ = b,
we deduce:

g(y; t) = max
x∈int(X)

{

φ(x)+yT(Ax−b)− tF(x)
}

≥ max
τ∈[0,1)

{

φ(xτ(y))+yT(Axτ(y)−b)− tF(xτ(y))
}

(14)

≥ max
τ∈[0,1)

{(1− τ)φ(x̄)+ τg(y)+ tν ln(1− τ)}− tF(x̄).

By solving the maximization problem on the right hand side of(14) and then rearranging
the results, we obtain:

g(y)≤ g(y; t)+ t[ν +F(x̄)]+ tν
[

ln
(g(y)−φ(x̄)

tν

)]

+
, (15)

where[·]+ := max{·,0}. Moreover, it follows from (14) that:

g(y)−φ(x̄)≤ 1
τ

[

g(y; t)−φ(x̄)+ tF(x̄)+ tν ln(1+
τ

1− τ
)
]

≤ 1
τ

[

g(y; t)−φ(x̄)+ tF(x̄)
]

+
tν

1− τ
.

If we minimize the right hand side of this inequality in[0,1), then we getg(y)− φ(x̄) ≤
[(g(y; t)−φ(x̄)+ tF(x̄))1/2+

√
tν ]2. Finally, we plug this inequality into (15) to obtain:

g(y)≤ g(y; t)+ tν +2tν ln

(

1+

√

[g(y; t)−φ(x̄)+ tF(x̄]
tν

)

+ tF(x̄)

≤ g(y; t)+ tν + tF(x̄)+2
√

tν [g(y; t)−φ(x̄)+ tF(x̄)]1/2 ,

which is indeed (13). �

Remark 2 (Approximation of g(y)) It follows from (13) thatg(y) ≤ (1+ 2
√

tν)g(y; t) +
t(ν +F(x̄))+2

√
tν(tF(x̄)−φ(x̄)). Hence,g(y; t)→ g(y) ast → 0+. Moreover, this estimate

is different from the one in [19], since we do not assume thatY is bounded.

Next, we consider the following minimization problem, calledsmoothed dual problem:

g∗(t) := g(y∗(t); t) = min
y∈Rm

g(y; t). (16)

We denote byy∗(t) the solution of (16). The following lemma shows the main properties of
the functionsg(y; ·) andg∗(·).

Lemma 2 Suppose that AssumptionsA.1 andA.2 are satisfied. Then:

(a) The function g(y; ·) is convex and nonincreasing inR++ for a given y∈ R
m. Moreover,

we have:
g(y; t̂) ≥ g(y; t)− (t̂ − t)F(x∗(y; t)). (17)
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(b) The function g∗(·) defined by(16) is differentiable and nonincreasing inR++. Moreover,
g∗(t) ≤ g∗, limt↓0+ g∗(t) = g∗ = φ ∗ and x∗(y∗(t); t) is feasible to the original problem
(SepCP).

Proof We only prove (17), the proof of the remainders can be found in[9,19]. Indeed,
sinceg(y; ·) is convex and differentiable anddg(y;t)

dt = −F(x∗(y; t)) ≤ 0, we haveg(y; t̂) ≥
g(y; t)+(t̂ − t) dg(y;t)

dt = g(y; t)− (t̂− t)F(x∗(y; t)). �

The statement (b) of Lemma 2 shows that if we find an approximate solutionyk for (16)
for sufficiently smalltk, theng∗(tk) approximatesg∗ (recall thatg∗ = φ ∗) andx∗(yk; tk) is
approximately feasible to (SepCP).

4 Path-following gradient method

In this section we design a path-following gradient algorithm to solve the dual problem (1),
analyze the convergence of the algorithm and estimate the local convergence rate.

4.1 The path-following gradient scheme

Sinceg(·; t) is strictly convex and smooth, we can write the optimality condition of (16) as:

∇g(y; t) = 0. (18)

This equation has a unique solutiony∗(t).
Now, for any givenx ∈ int(X), ∇F(x) is positive definite. We introduce a local matrix

norm:
|‖A‖|∗x := ‖A∇2F(x)−1AT‖2, (19)

The following lemma shows a main property of the functiong(·; t).

Lemma 3 Suppose that AssumptionsA.1 and A.2 are satisfied. Then, for all t> 0 and
y, ŷ∈ R

m, one has:

[∇g(y; t)−∇g(ŷ; t)]T(y− ŷ)≥ t‖∇g(y; t)−∇g(ŷ; t)‖2
2

cA [cA+‖∇g(y, t)−∇g(ŷ; t)‖2]
, (20)

where cA := |‖A‖|∗x∗(y;t). Consequently, it holds that:

g(ŷ; t)≤ g(y; t)+∇g(y; t)T(ŷ−y)+ tω∗(cAt−1‖ŷ−y‖2), (21)

provided that cA‖ŷ−y‖2 < t.

Proof For notational simplicity, we denote byx∗ := x∗(y; t) and x̂∗ := x∗(ŷ; t). From the
definition (11) of∇g(·; t) and the Cauchy-Schwarz inequality we have:

[∇g(y; t)−∇g(ŷ; t)]T(y− ŷ) = (y− ŷ)TA(x∗− x̂∗). (22)

‖∇g(ŷ; t)−∇g(y; t)‖2 ≤ |‖A‖|∗x∗‖x̂∗−x∗‖x∗ . (23)
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It follows from (10) thatAT(y− ŷ) = t[∇F(x∗)−∇F(x̂∗]− [ξ (x∗)− ξ (x̂∗)], whereξ (·) ∈
∂ φ(·). By multiplying this relation withx∗− x̂∗ and then using [13, Theorem 4.1.7] and the
concavity ofφ we obtain:

(y− ŷ)TA(x∗− x̂∗) = t[∇F(x∗)−∇F(x̂∗)]T(x∗− x̂∗)− [ξ (x∗)−ξ (x̂∗)]T(x∗− x̂∗)
concavity ofφ

≥ t[∇F(x∗)−∇F(x̂∗)]T(x∗− x̂∗)

≥ t‖x∗− x̂∗‖2
x∗

1+‖x∗− x̂∗‖x∗

(23)
≥ t [‖∇g(y; t)−∇g(ŷ; t)‖2]

2

|‖A‖|∗x∗
[

|‖A‖|∗x∗ +‖∇g(y; t)−∇g(ŷ; t)‖2
] .

Substituting this inequality into (22) we obtain (20).
By the Cauchy-Schwarz inequality, it follows from (20) that‖∇g(ŷ; t)−∇g(y; t)‖ ≤

c2
A‖ŷ−y‖2

t−cA‖ŷ−y‖ , provided thatcA‖ŷ−y‖ ≤ t. Finally, by using the mean-value theorem, we have:

g(ŷ; t) = g(y; t)+∇g(y; t)T(ŷ−y)+
∫ 1

0
(∇g(y+s(ŷ−y); t)−∇g(y; t))T(ŷ−y)ds

≤ g(y; t)+∇g(y; t)T(ŷ−y)+cA‖ŷ−y‖2

∫ 1

0

cAs‖ŷ−y‖2

t −cAs‖ŷ−y‖2
ds

= g(y; t)+∇g(y; t)T(ŷ−y)+ tω∗(cAt−1‖ŷ−y‖2),

which is indeed (21) provided thatcA‖ŷ−y‖2 < t. �

Now, we describe one step of the path-following gradient method for solving (16). Let
us assume thaty∈ R

m andt > 0 are the values at the current iteration, the valuesy+ andt+
at the next iteration are computed as:

{

t+ := t −∆ t,

y+ := y−α∇g(y, t+),
(24)

whereα := α(y; t)> 0 is the current step size and∆ t is the decrement of the parametert. In
order to analyze the convergence of the scheme (24), we introduce the following notation:

x∗1 := x∗(y; t+), cA1 = |‖A‖|∗x∗(y;t+)
andλ1 := ‖∇g(y; t+)‖2. (25)

First, we prove an important property of thepath-following gradient scheme(24).

Lemma 4 Under AssumptionsA.1 andA.2, the following inequality holds:

g(y+; t+)≤ g(y; t)−
[

αλ 2
1 − t+ω∗(cA1t

−1
+ αλ1)−∆ tF(x∗1)

]

, (26)

where cA1 andλ1 are defined by(25).

Proof Sincet+ = t −∆ t, by using (17) witht andt+, we have:

g(y; t+) ≤ g(y; t)+∆ tF(x∗(y; t+)). (27)

Next, by (21) we havey+−y=−α∇g(y; t+) andλ1 := ‖∇g(y; t+)‖2. Hence, we can derive:

g(y+; t+)≤ g(y; t+)−αλ 2
1 + t+ω∗(cA1αλ1t

−1
+ ). (28)

By plugging (27) into (28), we obtain (26). �
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Lemma 5 For any y∈ R
m and t > 0, the constant cA := |‖A‖|∗x∗(y;t+)

is bounded. More

precisely, cA ≤ c̄A := κ |‖A‖|∗xc < +∞. Furthermore,λ := ‖∇g(y; t)‖2 is also bounded, i.e.:
λ ≤ λ̄ := κ |‖A‖|∗xc +‖Axc−b‖2, whereκ := ∑N

i=1[νi +2
√

νi ].

Proof For anyx∈ int(X), from the definition of|‖ · ‖|∗x, we have:

|‖A‖|∗x = sup
{

[vTA∇2F(x)−1ATv]1/2 : ‖v‖2 = 1
}

= sup
{

‖u‖∗x : u= ATv, ‖v‖2 = 1
}

≤ sup
{

(ν +2
√

ν)‖u‖∗xc : u= ATv, ‖v‖2 = 1
}

= (ν +2
√

ν)sup
{

[

vTA∇2F(xc)−1ATv
]1/2

, ‖v‖2 = 1
}

= (ν +2
√

ν)|‖A‖|∗xc.

Here, the inequality in this implication follows from [13, Corollary 4.2.1]. By substituting
x = x∗(y; t) into the above inequality, we obtain the first conclusion. Inorder to prove the
second bound, we note that∇g(y; t)=Ax∗(y; t)−b. Therefore, by using (7), we can estimate:

‖∇g(y; t)‖2 = ‖Ax∗(y; t)−b‖2 ≤ ‖A(x∗(y; t)−xc)‖2+‖Axc−b‖2

≤ |‖A‖|∗xc‖x∗(y; t)−xc‖xc +‖Axc−b‖2

(7)
≤ κ |‖A‖|∗xc +‖Axc−b‖2,

which is the second conclusion. �

Next, we show how to choose the step sizeα and the decrement∆ t such thatg(y+; t+)<
g(y; t) in Lemma 4. We note thatx∗(y; t+) is obtained by solving the subproblem (9) and the
quantitycF := F(x∗(y; t+)) is nonnegative and computable. By Lemma 5, we see that:

α(t) :=
t

cA1(cA1+λ1)
≥ α0(t) :=

t

c̄A(c̄A+ λ̄ )
, (29)

which shows thatα(t) is bounded away from zero. We have the following estimate.

Lemma 6 The step sizeα(t) defined by(29)satisfies:

g(y+; t+)≤ g(y; t)− t+ω
(

λ1

cA1

)

+∆ tF(x∗1). (30)

Proof Let ϕ(α) := αλ 2
1 − t+ω∗(cA1t

−1
+ αλ1)− t+ω(λ1c−1

A1 ). We can simplify this function
asϕ(α)= t+[u+ ln(1−u)], whereu := t−1

+ λ 2
1 α+t−1

+ cA1λ1α−c−1
A1 λ1. The functionϕ(α)≤

0 for all u andϕ(α) = 0 atu= 0 which leads toα := t
cA1(cA1+λ1)

. �

Sincet+ = t −∆ t, if we choose∆ t :=
tω(c−1

A1 λ1)

2[ω(c−1
A1 λ1)+F(x∗1)]

then:

g(y+; t+)≤ g(y; t)− t
2

ω(c−1
A1 λ1). (31)

Therefore, the update rule fort can be written as:

t+ := (1−σ )t, whereσ :=
ω(c−1

A1 λ1)

2[ω(c−1
A1 λ1)+F(x∗1)]

∈ (0,1). (32)
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4.2 The algorithm

Combing the above analysis, we can describe the path-following gradient decomposition
method is follows:
Algorithm 1 . (Path-following gradient decomposition).
Initialization:

1. Choose an initial valuet0 > 0 and tolerancesεt > 0 andεg > 0.
2. Take an initial pointy0 ∈ R

m and solve (3)in parallel to obtainx∗0 := x∗(y0; t0).
3. Computec0

A := |‖A‖|∗x∗0 , λ0 := ‖∇g(y0; t0)‖2, ω0 := ω(λ0/c0
A) andc0

F := F(x∗0).

Iteration: For k= 0,1, · · · , perform the following steps:

Step 1:Update the barrier parameter:tk+1 := tk(1−σk), whereσk := ωk
2(ωk+ck

F )
.

Step 2:Solve (3)in parallel to obtainx∗k := x∗(yk, tk+1). Then, form the gradient vector
∇g(yk; tk+1) := Ax∗k −b.
Step 3:Computeλk+1 := ‖∇g(yk; tk+1)‖2, ck+1

A := |‖A‖|∗x∗k , ωk+1 := ω(λk+1/ck+1
A ) and

ck+1
F := F(x∗k).

Step 4:If t ≤ εt andλk ≤ ε , then terminate.
Step 5:Compute the step sizeαk+1 := tk+1

ck+1
A (ck+1

A +λk+1)
.

Step 6:Updateyk+1 as:
yk+1 := yk−αk+1∇g(yk, tk+1).

End.
The main step of Algorithm 1 is Step 2, where we need to solve inparallel the primal
subproblems. To form the gradient vector∇g(·, tk+1), one can compute in parallel by mul-
tiplying column-blocksAi of A by the solutionx∗i (y

k, tk+1). This task only requires local
information to be exchanged between the current node and itsneighbors.

From the update rule (32) oft we can see thatσk → 0+ asF(x∗k) → ∞. This happens
when the barrier function is approaching the boundary of thefeasible setX. Hence, the
parametert is not decreased. Let ¯cF be a sufficiently large positive constant. We can modify
the update rule oft as:

tk+1 :=

{

tk(1− ωk
2(ωk+ck

F )
) if ck

F ≤ c̄F ,

tk otherwise,
(33)

In this case, the sequence{tk} generated by Algorithm 1 might not converge to zero. More-
over, the step sizeαk computed at Step 5 depends on the parametertk. If tk is small then
Algorithm 1 makes short steps toward a solution of (1).

4.3 Convergence analysis

Let us assume thatt = infk≥0 tk > 0. Then, the following theorem shows the convergence of
Algorithm 1.

Theorem 1 Suppose that AssumptionsA.1 and A.2 are satisfied. Suppose further that the
sequence{(yk, tk,λk)}k≥0 generated by Algorithm 1 satisfies t:= infk≥0{tk}> 0. Then:

lim
k→∞

‖∇g(yk, tk+1)‖2 = 0. (34)

Consequently, there exists a limit point y∗ of {yk} such that y∗ is a solution of(16)at t = t.
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Proof It is sufficient to prove (34). Indeed, from (31) we have:

k

∑
i=0

tk
2

ω(λk+1/ck+1
A )≤ g(y0; t0)−g(yk+1; tk+1)≤ g(y0; t0)−g∗.

Sincetk ≥ t > 0 andck+1
A ≤ c̄A due to Lemma 5, the above inequality leads to:

t
2

∞

∑
i=0

ω(λk+1/c̄A)≤ g(y0; t0)−g∗ <+∞.

This inequality implies limk→∞ ω(λk+1/c̄A) = 0, which leads to limk→∞ λk+1 = 0. By defi-
nition of λk we have limk→∞ ‖∇g(yk; tk+1)‖2 = 0. �

Remark 3From the proof of Theorem 1, we can fixck
A ≡ c̄ := κ |‖A‖|∗xc in Algorithm 1. This

value can be computed a priori.

4.4 Local convergence rate

Let us analyze the local convergence rate of Algorithm 1. Lety0 be an initial point of Algo-
rithm 1 andy∗(t) be the unique solution of (16). We denote by:

r0(t) := ‖y0−y∗(t)‖2. (35)

For simplicity of discussion, we assume that the smoothnessparametertk is fixed att > 0
sufficiently small for allk ≥ 0 (see Lemma 1). The convergence rate of Algorithm 1 in the
casetk = t is stated in the following lemma.

Lemma 7 (Local convergence rate) Suppose that the initial point y0 is chosen such that
g(y0; t)−g∗(t)≤ 3c̄A

2r0(t)
. Then:

g(yk; t)−g∗(t)≤ 12c̄2
Ar0(t)2

16c̄Ar0(t)+3tk
. (36)

Consequently, the local convergence rate of Algorithm 1 is at least O
(

4c̄2
Ar0(t)

2

tk

)

.

Proof Let ∆k := g(yk; t)− g∗(t) andy∗ := y∗(t). Then∆k ≥ 0. First, by the convexity of
g(·; t) we have:

∆k = g(yk; t)−g∗(t)≤ ‖∇g(yk, t)‖2‖yk−y∗‖2 = λ k‖y0−y∗‖2 ≤ λ kr0(t).

This inequality implies:
λ k ≥ r0(t)

−1∆k. (37)

Sincetk = t > 0 is fixed for allk≥ 0, it follows from (26) that:

g(yk+1; t)≤ g(yk; t)− tω(λk/ck
A),

whereλ k := ‖∇g(yk; t)‖2 andck
A := |‖A‖|∗

x∗(yk;t)
. By using the definition of∆k, the last in-

equality is equivalent to:
∆k+1 ≤ ∆k− tω(λ k/ck

A). (38)
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Next, sinceω(τ)≥ τ2/2− τ3/3≥ τ2/4 for all 0≤ τ ≤ 3/4 andck
A ≤ c̄A due to Lemma 5,

it follows from (37) and (38) that:

∆k+1 ≤ ∆k− (t∆2
k )/(4r0(t)

2c̄2
A), (39)

for all ∆k ≤ 3c̄Ar0(t)/4.
Let η := t/(4r0(t)2c̄2

A). Since∆k ≥ 0, (39) implies:

1
∆k+1

≥ 1
∆k(1−η∆k)

=
1

∆k
+

η
(1−η∆k)

≥ 1
∆k

+η .

By induction, this inequality leads to1∆k
≥ 1

∆0
+ηk which is equivalent to∆k ≤ ∆0

1+η∆0k

provided that∆0 ≤ 3c̄Ar0(t)/4. Sinceη := t/(4r0(t)2c̄2
A), this inequality is indeed (36). The

last conclusion follows from (36). �

5 Fast gradient decomposition algorithm

Let us fix t = t > 0. The functiong(·; t) is convex and differentiable but its gradient is not
Lipschitz continuous, we can not apply Nesterov’s fast gradient algorithm [13] to solve (16).
In this section, we modify Nesterov’s fast gradient method in order to obtain an accelerating
gradient method for solving (16).

One step of the modified fast gradient method is described as follows. Lety andv be
given points in∈ R

m, we compute new pointsy+ andv+ as follows:

{

y+ := v−α∇g(v; t),

v+ = β1y++β2y+β3v,
(40)

whereα := t/(c̄A(c̄A+λ )) is the step size,β1, β2 andβ3 are three parameters which will be
chosen appropriately. First, we prove the following estimate.

Lemma 8 Let θ ∈ (0,1) be a given parameter andρ := t/(2θ c̄2
A). We define two vectors:

r := θ−1[v− (1−θ)y] and r+ = r −ρ∇g(v; t). (41)

Then the new point y+ generated by(40)satisfies:

θ−2(g(y+; t)−g∗
)

+ t−1c̄2
A‖r+−y∗‖2

2 ≤ θ−2(1−θ)
(

g(y; t)−g∗
)

+ t−1c̄2
A‖r −y∗‖2

2, (42)

provided that‖∇g(v; t)‖2 ≤ 3c̄A/4, where y∗ := y∗(t) and g∗ := g(y∗; t).

Proof Sincey+ = v−α∇g(v; t) andα = t
c̄A(c̄A+λ ) , it follows from (21) that:

g(y+; t)≤ g(v; t)− tω(‖∇g(v; t)‖2/c̄A). (43)

Now, sinceω(τ)≥ τ2/4 for all 0≤ τ ≤ 3/4, the inequality (43) implies:

g(y+; t)≤ g(v; t)− t

4c̄2
A

‖∇g(v; t)‖2
2, (44)
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provided that‖∇g(v; t)‖2 ≤ 3c̄A/4. For anyu := (1−θ)y+θy∗ andθ ∈ (0,1) we have:

g(v; t)≤ g(u; t)+∇g(v; t)T(v−u) ≤ (1−θ)g(y; t)+θg(y∗; t)

+∇g(v; t)T(v− (1−θ)y−θy∗). (45)

By substituting (45) and the relationv− (1−θ)y= θ r into (44) we obtain:

g(y+; t)≤ (1−θ)g(y; t)+θg∗+θ∇g(v; t)T(r −y∗)− t

4c̄2
A

‖∇g(v; t)‖2
2

= (1−θ)g(y; t)+θg∗+
θ2c̄2

A

t

[

‖r −y∗‖2
2−‖r − t

2θ c̄2
A

∇g(v; t)−y∗‖2
2

]

= (1−θ)g(y; t)+θg∗+
θ2c̄2

A

t

[

‖r −y∗‖2
2−‖r+−y∗‖2

2

]

. (46)

Since 1/θ2 = (1−θ)/θ2+1/θ , by rearranging (46) we obtain (42). �

Next, we consider the update rule ofθ . We can see from (42) that ifθ+ is updated such that
(1−θ+)/θ2

+ = 1/θ2 theng(y+; t)< g(y; t). The above condition implies:

θ+ = 0.5θ(
√

θ2+4−θ).

The following lemma provides an estimate fork≥ 0.

Lemma 9 The sequence{θk}k≥0 generated byθk+1 := 0.5θk[(θ2
k +4)1/2−θk] andθ0 = 1

satisfies:
1

2k+1
≤ θk ≤

2
k+2

, ∀k≥ 0. (47)

Proof We note thatθk+1 =
2√

1+4/θ2+1
. If we definesk := 2/θk then the last relation implies

2
sk+1

= 2
√

s2
k+1+1

, which leads to 2
sk+2 < 2

sk+1
< 2

sk+1 . Hence,sk + 1 < sk+1 < sk + 2. By

induction, we haves0+k < sk < s0+2k. More over,θ0 = 1, we haves0 = 2. Substituting
s0 = 2 into the last inequalities and then using the relationsk = 2/θk we obtain (47). �

By Lemma 8, we haver+ = r −ρ∇g(v; t) andr+ = θ−1
+ (v+− (1−θ+)y+). From these

relations, we deduce that:

v+ = (1−θ+)y++θ+(r −ρ∇g(v; t)). (48)

Note that if we combine (48) and (40) then:

v+ = (1−θ+−α−1ρθ+)y+−θ−1θ+(1−θ)y+
(

θ−1+α−1ρ
)

θ+v.

This is the second line of (40), whereβ1 := 1−θ+ −ρθ+α−1, β2 := −(1−θ)θ+θ−1 and
β3 := (θ−1+ρα−1)θ+. By combining all the above analysis, we can describe the modified
fast gradient algorithm in detail as follows:
Algorithm 2 . (Fast gradient decomposition algorithm).
Initialization: Perform the following steps:

1. Given a toleranceε > 0. Fix the parametert at a certain valuet > 0.
2. Find an initial pointy0 ∈ R

m such thatλ0 := ‖∇g(y0; t)‖2 ≤ 3c̄A
4 .

3. Setθ0 := 1 andv0 := y0.
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Iteration: For k= 0,1, · · · , perform the following steps:

Step 1:If λk ≤ ε then terminate.
Step 2:Computerk := θ−1

k [vk− (1−θk)yk].
Step 3:Updateyk+1 as:

yk+1 := vk−αk∇g(vk, t),

whereαk =
t

c̄A(c̄A+λk)
.

Step 4:Updateθk+1 := 1
2θk[(θ2

k +4)1/2−θk].
Step 5:Update

vk+1 := (1−θk+1)y
k+1+θk+1(r

k−ρk∇g(vk)),

whereρk := t
2c̄2

Aθk
.

Step 6:Solve (9)in parallel to obtainx∗k+1 := x∗(vk+1; t). Then form a gradient vector
∇g(vk+1; t) := Ax∗k+1−b and computeλk+1 := ‖∇g(vk+1; t)‖2.

End.
The core step of Algorithm 2 is Step 6, where we need to solveM primal subproblems

in parallel. Algorithm 2 differs from Nesterov’s fast gradient algorithm [13] at Step 5, where
vk+1 not only depends onyk+1 andvk but also on∇g(vk; t).

The following theorem shows the convergence of Algorithm 2.

Theorem 2 Let y0 ∈ R
m be an initial point of Algorithm 2 such that‖∇g(y0; t)‖2 ≤ 3c̄A

4 .
Then the sequence{(yk,vk)}k≥0 generated by Algorithm 2 satisfies:

g(yk; t)−g∗(t)≤ 4c̄2
A

t(k+1)2‖y0−y∗(t)‖2. (49)

Proof From (42) and the update rule ofθk, we have:

θ−2
k (g(yk+1; t)−g∗)+ c̄2

At−1‖rk+1−y∗‖2
2 ≤ θ−2

k (1−θk)(g(y
k; t)−g∗)+ c̄2

At−1‖rk−y∗‖2
2

≤ θ−2
k−1(g(y

k; t)−g∗)+ c̄2
At−1‖rk−y∗‖2

2

By induction, we obtain from this inequality that:

θ−2
k−1(g(y

k; t)−g∗)≤ θ−2
0 (g(y1; t)−g∗)+ c̄2

At−1‖r1−y∗‖2
2

≤ (1−θ0)θ−2
0 (g(y0; t)−g∗)+ c̄2

At−1‖r0−y∗‖2
2,

for k≥ 1. Sinceθ0 = 1 andy0 = v0, we haver0 = y0 and the last inequality impliesg(yk; t)−
g∗ ≤ c̄2

Aθ2
k−1t−1‖y0− ȳ‖2

2. Sinceθk−1 ≤ 2
k+1 due to Lemma 9, we obtain (49). �

Let us denote by:

R(c̄A; t) :=

{

y0 ∈ R
m | ‖∇g(y0; t)‖2 ≤

3c̄A

4

}

. (50)

It is obvious thaty∗(t) ∈ R(c̄A; t). This set is a neighbourhood of the solutiony∗(t) of the
problem (16).

Remark 4Let ε > 0 be a given accuracy. If we fix the barrier parametert := ε then the
worst-case complexity of Algorithm 2 in the neighbourhoodR(c̄A; t) is O( 2c̄Ar0

ε ), where
r0 := r0(t).
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Remark 5(Switching strategy) We can combine Algorithms 1 and 2 to obtain a switching
variant:

– First, we apply Algorithm 1 to find a point ˆy0 ∈ R
m andt > 0 such that‖∇g(ŷ0; t)‖2 ≤

3c̄A
4 .

– Then, we switch to use Algorithm 2.

We can also replace the constant ¯cA in Algorithm 2 by any upper bound ˆcA of ck. For in-
stance, we can choose ˆcA := max

{

c̄A,4‖∇g(y0; t)‖2/3
}

.

6 Numerical tests

In this section, we test the switching variant of Algorithms1 and 2 proposed in Remark 5
which we name byPFGDA for solving the following convex programming problem:

min
x∈Rn

γ‖x‖1+ f (x)

s.t. Ax= b, l ≤ x≤ u,
(51)

where f (x) := ∑n
i=1 fi(xi), and fi : R → R is a convex function,A ∈ R

m×n, b ∈ R
m and

l ,u∈ R
n such thatl ≤ 0< u.

We note that the feasible setX := [l ,u] can be decomposed inton intervalsXi := [l i ,ui ]
and each interval is endowed with a 2-self concordant barrier Fi(xi) :=− ln(xi − l i)− ln(ui −
xi)+2ln((ui − l i)/2) for i = 1, . . . ,n. Moreover, if we defineφ(x) := −∑n

i=1[ fi(xi)+ γ |xi |]
thenφ is concave and separable. Problem (51) can be reformulated equivalently to (SepCP).

The smoothed dual function componentsgi(y; t) of (51) can be written as:

gi(y; t) = max
li<xi<ui

{

− fi(xi)− γ |xi |+(AT
i y)xi − tFi(xi)

}

−bTy/n,

for i = 1, . . . ,n. This one-variable minimization problem is nonsmooth but it can be solved
easily. In particular, iffi is affine then this problem can be solved in aclosed form. In case
fi is smooth, we can reformulate (51) into a smooth convex program by addingn slack
variables and 2n additional inequality constraints to handle the‖x‖1 part.

We have implementedPFGDA in C++ running on a 16 cores IntelR©Xeon 2.7GHz work-
station with 12 GB of RAM. The algorithm was parallelized by usingOpenMP. We termi-
natedPFGDA if:

optim := ‖∇g(yk; tk)‖2/max
{

1,‖∇g(y0; t0)‖2
}

≤ 10−3 andtk ≤ 10−2.

We have also implemented two algorithms, namelydecomposition algorithm with two pri-
mal steps[20, Algorithm 1] anddecomposition algorithm with two dual stepsin [19, Algo-
rithm 1] which we named2pDecompAlg and2dDecompAlg, respectively, for solving prob-
lem (51) and compared them withPFGDA. We terminated2pDecompAlg and2dDecompAlg
by using the same conditions as in [19,20] with the tolerances εfeas= εfun = εobj = 10−3

and jmax= 3. We also terminated all three algorithms if the maximum number of iterations
maxiter := 10,000 was reached. In the last case we clarify that the algorithm is failed.

a. Basis pursuit problem. If the function f (x) ≡ 0 for all x then problem (51) becomes a
bound constrained basis pursuit problem to recover the sparse coefficient vectorx of given
signals based on a transform operatorA and a vector of observationsb. We assume that
A∈ R

m×n, b∈ R
m andx∈ R

n, wherem< n andx hask nonzero elements (k≪ n).
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In this case, we only illustratePFGDA by applying it to solve some small size test prob-
lems. In order to generate a test problem, we generate a random orthogonal matrixA and a
random vectorx0 which hask nonzero elements. Then we define vectorb asb := Ax0.

We testPFGDA on the four problems such that[m,n,k] are [50,128,14], [100,256,20],
[200,512,30] and[500,1024,50]. The results reported byPFGDA are plotted in Figure 1.
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Fig. 1 Illustration ofPFGDA via the basis pursuit problem

As we can see from these figures that the vector of recovered coefficientsx matches very
well the vector of original coefficientsx0 in these four problems. Moreover,PFGDA requires
376,334,297 and 332 iterations, respectively in the four problems.

b. Nonlinear separable convex problems.In order to test the performance ofPFGDA, we
generate in this case a large test-set of problems and compare the performance ofPFGDA
with 2pDecompAlg and2dDecompAlg.

The test problems were generated as follows. We chose the objective functionfi(xi) :=
e−γi xi −1, whereγi > 0 is a given parameter fori = 1, . . . ,n. Matrix A was generated ran-
domly in [−1,1] and then was normalized byA/‖A‖∞. We generated a sparse vectorx0 ran-
domly in [−2,2] with the density 2% and defined a vectorb := Ax̄. Vectorγ := (γ1, · · · ,γn)

T

was sparse and generated randomly in[0,0.5]. The lower boundl i and the upper boundsui

were set to−3 and 3, respectively for alli = 1, . . . ,n.
We benchmarked three algorithms with performance profiles [4]. Recall that a perfor-

mance profile is built based on a setS of ns algorithms (solvers) and a collectionP of
np problems. Suppose that we build a profile based on computational time. We denote by
Tp,s := computational time required to solve problem p by solver s. We compare the perfor-
mance of algorithms on problemp with the best performance of any algorithm on this
problem; that is we compute the performance ratiorp,s := Tp,s

min{Tp,ŝ | ŝ∈S } . Now, letρs(τ) :=
1
np

size
{

p∈ P | rp,s ≤ τ
}

for τ ∈ R+. The functionρs : R → [0,1] is the probability for
solvers that a performance ratio is within a factorτ of the best possible ratio. We use the
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term “performance profile” for the distribution functionρs of a performance metric. We plot-
ted the performance profiles in log-scale, i.e.ρs(τ) := 1

np
size

{

p∈ P | log2(rp,s)≤ log2 τ
}

.
We tested three algorithms on a collection of 50 random problems withm from 200 to

1,500 andn from 1,000 to 15,000. The profiles are plotted in Figure 2. Based on this test, we
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Fig. 2 Performance profiles in log2 scale of three algorithms.

can make the following observations. Both algorithms,PDGDA and2dDecompAlg, can solve
all the test problems, while2pDecompAlg can only solve 46/50 (92%) problems.PFGDA
requires a significantly fewer iterations than2pDecompAlg and2dDecompAlg, and it has
the best performance on 100% problems in terms of number of iterations.2dDecompAlg
is the best in terms of computational time where it reaches 100% the test problem with
the best performance. However, the number of nonzero elements of the obtained solution
in PFGDA matches very well the vector of original coefficientsx0, while it is rather bad
in 2pDecompAlg and 2dDecompAlg as we can see from the last figure. In other words,
2dDecompAlg is not good at finding a sparse solution in this example.

7 Concluding remarks

In this paper we have proposed two new dual gradient-based decomposition algorithms for
solving large-scale separable convex optimization problems. We have analyzed the conver-
gence of these to schemes and derived the rate of convergence. The first property of these
methods is that they can handle general convex objective functions. Therefore, they can be
applied to a wide range of applications compared to second order methods. Second, the new
algorithms can implemented in parallel and all the algorithmic parameters are updated au-
tomatically without using any tuning strategy.Third, the convergence rate of Algorithm 2 is
O(1/k) which is optimal in the dual decomposition framework. Finally, the complexity esti-
mates of the algorithms do not depend on the diameter of the feasible set as in proximal-type
methods, they only depend on the parameter of the barrier functions.
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