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Semi-Lagrangian Runge-Kutta exponential integrators
for convection dominated problems

Elena Celledoni and Bawfeh Kingsley Kometa

Abstract. In this paper we consider the case of nonlinear convection-

diffusion problems with a dominating convection term and we pro-

pose exponential integrators based on the composition of exact pure
convection flows. The main reason for developing this type of meth-

ods is that as it turns out they can be applied to the numerical inte-
gration of the considered PDEs in a semi-Lagrangian fashion. Semi-

Lagrangian methods perform well on convection dominated problems

[Pi], [HE], [RM], [Ba].
In these methods linear convective terms are integrated exactly

by first computing the characteristics corresponding to the gridponts

of the adopted discretization, and then producing the numerical ap-
proximation via an interpolation procedure.

Key words Additive Runge–Kutta methods, commutator-free meth-
ods, convection-diffusion equations, semi-Lagrangian methods

1. Introduction

The subject of this work is nonlinear convection-diffusion problems
with a dominating convection term:

(1.1)
∂

∂t
u(x, t) + V · ∇u(x, t) = ν∇2u+ f(x),

with x ∈ Ω ⊂ Rd and V : Rd × [0, T ] → R is a given vector field, u :
Rd × [0, T ]→ Rd, and u(x, 0) = u0(x).

One of the popular models for the simulation of internal wave phenom-
ena occurring between layers of stratified flow, consists of the Navier-Stokes
equations with Boussinesq approximation. In this model the Navier-Stokes
equations (which are themselves a suitable generalization of (1.1)) are cou-
pled to a simpler convection-diffusion problem of the type (1.1), with u
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a conserved passive scalar, and f(x) = 0. The unknown u can represent
temperature, or salt concentration in water, V is the velocity field of the
fluid coming from the numerical solution of the Navier-Stokes equations.
In order to simulate properly the transport phenomena and the waves it is
important to achieve the right balance between convection and diffusion,
tuning appropriately ν over several experiments.

The case when the parameter ν is very small is particularly interesting
and very challenging from the numerical point of view. In the Navier-Stokes
equations this corresponds to the presence of high Reynolds numbers, as
for example in the simulation of turbulent flows.

If we semidiscretize (1.1) in space with a finite element or finite differ-
ence method we obtain a system of ordinary differential equations of the
type

(1.2) yt − C(y)y = Ay + f, y(0) = y0.

Here C is the discretized convection operator, A corresponds to the linear
diffusion term, often negative definite.

A typical approach for solving numerically the semidiscretized equa-
tions is to treat convection and diffusion separately, the diffusion (as it
might be stiff) with an implicit approach and the convection with an ex-
plicit integrator possibly of higher order, see for example [ARW], [CHQZ],
[KC]. This approach has a big advantage, as most of the spatial discretiza-
tions of the diffusion operator give rise to matrices which are symmetric
and negative definite, and implicit integration of the diffusion would require
the solution of only symmetric positive definite linear algebraic systems.

When ν is small enough the diffusion term could in principle be treated
explicitly as the CFL condition imposes the use of small time step-sizes
anyway. In [XK] the authors point out that the use of low order semi-
implicit methods in the direct numerical simulation of turbulent flows leads
to prohibitive time step restrictions. In fact the time-step dictated by
the CFL condition can be of several orders of magnitude smaller than
the intrinsic temporal scale of the problem predicted by the theory. The
CFL condition restrictions can be alleviated by the use of semi-Lagrangian
schemes. In this case implicit integration for the diffusion term is usually
adopted.

We present a new class of integration methods for convection-diffusion
problems. These methods are exponential integrators and their peculiarity
is that they allow for the computation of exponentials of the linearized
convection term of (1.2). This means that terms of the form W (h) · g =
exp(γhC(w))·g, where w and g are fixed vectors in Rn, and γ is a parameter
of the integration method, appear as buliding blocks for the methods.

A simple example is the following first order integrator for (1.2),

(1.3) yn+1 = exp(hC(yn))yn + hAyn+1 + hf.
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The goal here is to present and analyse higher order methods which
share some of the features of (1.3). The methods in general need not be
implicit in the diffusion part, but all the examples given in section 2 have
this feature. The main reason for developing this type of methods is that
as it turns out they can be applied to the numerical integration of the con-
sidered PDEs in a semi-Lagrangian fashion. In semi-Lagrangian methods
[Pi], [HE], [RM], [Ba], linear convective terms are integrated exactly by
first computing the characteristics corresponding to the gridponts of the
adopted discretization, and then producing the numerical approximation
via an interpolation procedure.

The exponential exp(γhC(w)) · g is the solution of the semidiscretized
equation

(1.4) v′ = C(w)v, v(0) = g, in [0, γh],

which corresponds to the pure convection problem

(1.5)
ϕt + V · ∇ϕ = 0, ϕ(xi, 0) = gi, in [0, γh]× Ω, i.e.
Dϕ
Dt = 0, ϕ(xi, 0) = gi, in [0, γh]× Ω,

where xi are the nodes of the space discretization, V = V(xi) = wi, and
D·
Dt is the total derivative. If we apply (1.3) directly to the problem (1.1)
before discretizing in space, and we make the exponential exp(hC(yn))yn
correspond to the exact integration of a pure convection problem, we obtain
the following transport-diffusion algorithm studied in [Pi],

(1.6)

Dũ
n+ 1

2
Dt = 0, ũn+ 1

2
(x, tn) = un(x), on [tn, tn + h]

un+ 1
2
(x) := ũn+ 1

2
(x, tn + h)

un+1 = un+ 1
2

+ hν∇2un+1 + hf,

the convecting vector field is V(x) = un(x). The accurate integration
of the pure convection problem in (1.6) can be obtained by introducing
characteristics, we get

(1.7)
un+ 1

2
(x) = ũn+ 1

2
(x, tn + h) = un(X(tn))

dX
dτ = un(X(τ)), X(tn + h) = x,

and the equation for the characteristics X(τ) must be integrated back-
wards in time, either exactly or with a suitable numerical integrator. Now
substituting the result in the second equation of (1.6) we have

(1.8)
dX
dτ = un(X(τ)), X(tn + h) = x,

un+1 = un(X(tn)) + hν∇2un+1 + hf.
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The outlined correspondence between (1.3) and (1.8) motivates the use
of exponentials of C (the semidiscrete convection operator of (1.2)) in the
integrators.

The presented methods are of additive type. We derive methods up to
and including order three. The convection part is treated by a commutator-
free explicit method requiring the composition of exponentials of C [CMO],
the linear diffusion with a Runge-Kutta (implicit) method. Additive Runge-
Kutta methods can be cast into the class of partitioned Runge-Kutta
method and their order conditions can be studied in this setting [HW],
[KC]. In particular applying two Runge-Kutta methods of order p to two
different parts of the vector field of the problem, does not guarantee order
p overall, extra coupling conditions must be satisfied by the coefficients of
the two methods.

In [O] the order theory for commutator free methods is derived: these
methods are a generalization of Runge-Kutta methods based on composi-
tion of simplified exact flows, see also [CG], and require additional order
conditions compared to the classical case. In principle one should expect
that the combination of commutator-free methods and Runge-Kutta meth-
ods in an additive fashion could bring to extra (coupling) order conditions.
Our preliminary analysis shows however that under some standard assump-
tions on the coefficients of the partitioned method, this is not the case for
order one, two and three. For low order the conditions are a subset of the
union of classical order conditions for partitioned Runge-Kutta methods
and commutator-free methods. As a consequence it is quite easy to derive
examples of methods in the new class by taking known IMEX methods as
a starting point. New coupling conditions, involving the coefficients of the
commutator free methods, do appear at order four, [CK].

The semi-Lagrangian methods here presented are based on Runge–
Kutta one step strategies and are for this reason an alternative to the semi-
Lagrangian multistep approaches proposed for example in [XK]. Previous
preliminary work has also been presented in [Ce].

In section 2 we present the new methods, discuss the order conditions
and give some concrete examples. In section 3 we illustrate the performance
of the methods implementing them as semi-Lagrangian schemes.

2. Presentation of the new class of methods

We consider the semidiscretized ordinary differential equation

(2.1) ẏ − C(y)y = Ay, y(0) = y0,

where for the sake of simplicity, but without loss of generality we have
dropped the forcing term f of (1.2). Here A is a n×n matrix with constant
coefficients and C(y) is a matrix valued function, also n× n.

The general format for the methods here studied is
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for i = 1 : s do

Yi = ϕiyn + h
∑s
j=1 ai,jϕi,jAYj ,

ϕi = exp(h
∑
k α

k
i,JC(Yk)) · · · exp(h

∑
k α

k
i,1C(Yk)),

ϕi,j := ϕiϕ
−1
j

end
yn+1 = ϕn+1yn + h

∑s
i=1 biϕn+1,iAYi,

ϕn+1 = exp(h
∑
k β

k
JC(Yk)) · · · exp(h

∑
k β

k
1C(Yk)),

ϕn+1,i := ϕn+1ϕ
−1
i

In the study of the order conditions it is convenient to treat the numerical
solution yn+1 as an extra stage value

Ys+1 := ϕs+1yn + h
s∑
j=1

as+1,jϕs+1,jAYj , as+1,j := bj ,

with

ϕs+1 = exp(h
∑
k

αks+1,JC(Yk)) · · · exp(h
∑
k

αks+1,1C(Yk)), αks+1,J−l := βkJ−l,

and with ϕs+1,j = ϕs+1ϕ
−1
j .

For reasons of computational ease in the implementation of the meth-
ods, we are particularly interested in the case where the coefficients ai,j
define a diagonally implicit method (DIRK), so that ai,j = 0 when j > i.
In this case the methods require the solution of only one linear system per
stage. The discussion on order conditions is not affected by this choice.

The presented methods can be directly interpreted as transport-diffusion
algorithms for convection-diffusion equations.

2.1. Order conditions. Let us define the Runge-Kutta coefficients

(2.2) âi,j :=
J∑
l=1

αji,l, b̂j :=
J∑
l=1

βjl ,

for i = 1, . . . , s.
The new methods are then associated to the two Butcher tableaus,

(2.3)
c A

b
,

ĉ Â
b̂
,

the coefficients of the first tableau are used for the linear vector field Ay
while the coefficients of the second tableau, via (2.2), are used for the
nonlinear vector field C(y)y.



6 ELENA CELLEDONI AND BAWFEH KINGSLEY KOMETA

Assuming enough regularity of the solution of (2.1), expanding the
exact and the numerical solution with Taylor series and matching the terms
one obtains the order conditions reported in tables 4, 5.

In the tables we report the elementary differentials appearing in the
Taylor expansions, and the corresponding bicoloured binary trees, related
to each order condition. Black nodes ( ) refer to the vector field C(y)y
and white nodes ( ) to Ay.

Remark 2.1. Let us consider the following change of variables in (2.1)

(2.4) y(t) = W (t) · z(t),

with

(2.5) Wt = C(Wz)W, W (0) = I.

After differentiation and substituting for yt in the right hand side of (2.1),
we obtain the following system of equations equivalent to (2.1)

(2.6)

{
zt = W−1AWz, z(0) = y0,

Wt = C(Wz)W, W (0) = I.

We apply a partitoned Runge-Kutta approach to this system combining
an implicit Runge-Kutta method for the equation for z and an explicit
commutator-free method for the equation for W , to obtain

for i = 1 : s do

Zi = zn + h
∑i
j=1 ai,jQ

−1
j AQjZj

Qi = exp(
∑
k α

k
iJC(QkZk)) · · · exp(

∑
k α

k
i1C(QkZk)) ·Wn

end
zn+1 = zn +

∑s
i=1 biW

−1
i AQiZi

Wn+1 = exp(
∑
k β

k
JC(QkZk)) · · · exp(

∑
k β

k
1C(QkZk)) ·Wn

Using the following transformation
(2.7)
Yi := QiZi, ϕi := QiW

−1
n , yn+1 = Wn+1zn+1, ϕn+1 = Wn+1W

−1
n ,

we obtain the original format of the methods. Since QiQ−1
j = ϕiϕ

−1
j than

ϕi,j := ϕiϕ
−1
j arises naturally in the expression for Yi.

2.2. Derivation of the order conditions.
2.2.1. Derivatives of the exact solution. The derivatives of the exact

solution can be written in the form

y(q) =
q−1∑
k=0

(
q − 1
k

)(
dq−1−k

dhq−1−k (C(y) +A)
)
y(k),
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and therefore
y(1)

∣∣∣
h=0

= ẏ|h=0 = C(y0)y0 +Ay0,

y(2)
∣∣∣
h=0

= C ′(y0)(ẏ(0))y0 + (C(y0) +A)2y0.

Here we have used the matrix C ′(y)(w) obtained by differentiating C(y),

(C ′(y)(w))i,j :=
N∑
k=1

∂ci,j
∂xk

(y)wk,

and ci,j := (C(y))i,j , and N is the number of components of y.
In short we will write C, C ′(·) for C(y0), C ′(y0)(·) respectively.
2.2.2. Derivatives of the numerical solution. We assume without loss

of generality that n = 0.
We obtain

Ẏs+1

∣∣∣
h=0

= ϕ̇s+1|h=0 y0 +
s∑
j=1

as+1,jAy0

In general we have
(2.8)
Y

(q)
i

∣∣∣
h=0

= ϕ
(q)
i

∣∣∣
h=0

y0 + q dq−1

dhq−1

(∑
j ai,jϕiϕ

−1
j AYj

)∣∣∣
h=0

= ϕ
(q)
i

∣∣∣
h=0

y0 + q
∑
j

ai,j

q−1∑
k=0

(
q − 1
k

)
ϕ

(q−1−k)
i,j AY

(k)
j

∣∣∣
h=0

,

where ϕi,j := ϕi ϕ
−1
j , i, j = 1, . . . , s.

The equations

Y
(q)
s+1

∣∣∣
h=0

= y(q)
∣∣∣
h=0

, q = 0, 1 . . . , p

give the order conditions for order p, and for p = 1, 2, 3 are reported in
table 4 and table 5.

The recursive computation of the derivatives of Yi requires the use of
ϕi and ϕi,j and their derivatives which we will now discuss. Consider the
following matrix-valued functions,

Ci,J−l := h
∑
k

αki,J−lC(Yk), l = 0, . . . J − 1,

and
C̃i,J−l := −h

∑
k

αki,l+1C(Yk), l = 0, . . . J − 1.

We will denote with Bi,J−l, l = 0, . . . J − 1 either of Ci,J−l or C̃i,J−l, and
consider

ψi := exp(Bi,J) · exp(Bi,J−1) · · · exp(Bi,1).
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For the two choiches of Bi,J−l we have

ψi =


ϕi, Bi,J−l = Ci,J−l, l = 0, . . . , J − 1

and
ϕ−1
i Bi,J−l = C̃i,J−l, l = 0, . . . , J − 1,

respectively. We will also make use of

ψli := exp(Bi,J) · exp(Bi,J−1) · · · exp(Bi,J−l).

We obtain1

ψ̇i =
J−1∑
l=0

Adψl
i

(
dexp−Bi,J−l

(Ḃi,J−l)
)
· ψi,

so

ψ̇i = Si(h)ψi, Si(h) :=
J−1∑
l=0

Adψl
i

(
dexp−Bi,J−l

(Ḃi,J−l)
)
,

and as a direct consequence we have

(2.9) ψ
(r)
i =

r−1∑
k=0

(
r − 1
k

)(
dr−1−k

dhr−1−k Si(h)
)
ψ

(k)
i .

The following proposition will be used to find the derivatives of Si(h).

Proposition 2.2. Given Z0 = Z0(h), W = W (h) two matrix-valued
differentiable functions then

(2.10)
dm

dhm
AdWZ0 = AdWZr,

with

(2.11) Zr = [W−1Ẇ , Zr−1] + Żr−1.

Proof. By induction. �

From (2.11) by differentiation we obtain

(2.12) Żr = [ ˙W−1Ẇ +W−1Ẅ , Zr−1] + [W−1Ẇ , Żr−1] + Z̈r−1,

1We recall that dexpw(u) := ez−1
z

˛̨̨
z=adw

(u) = u+ 1/2![w, u] + 1/3![w[w, u]] + . . .

and adw(u) := [w, u] (matrix commutator between w and u), Adψ(u) := ψ uψ−1.
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and using (2.11) and (2.12) and assuming W (0) = I, we obtain
(2.13)

d
dhAdWZ0

∣∣
h=0

= Z1(0) = [Ẇ (0), Z0(0)] + Ż0(0)
Ż1(0) = [−Ẇ (0)2 + Ẅ (0), Z0(0)] + [Ẇ (0), Ż0(0)] + Z̈0(0)

d2

dh2 AdWZ0
∣∣∣
h=0

= Z2(0) = [Ẇ (0), Z1(0)] + Ż1(0)

Ż2(0) = [−Ẇ (0)2 + Ẅ (0), Z1(0)] + [Ẇ (0), Ż1(0)] + Z̈1(0)
d3

dh3 AdWZ0
∣∣∣
h=0

= Z3(0) = [Ẇ (0), Z2(0)] + Ż2(0)
...

Further assuming Z0 = dexp−B(Ḃ) for some matrix-valued differen-
tiable function B = B(h), expanding the right hand side and differentiating
we obtain

(2.14)

Z0(0) = Ḃ(0)
Ż0(0) = B̈(0)
Z̈0(0) =

...
B(0)− 1

2 [Ḃ(0), B̈(0)]...
Z

0(0) = BIV (0)− [Ḃ(0),
...
B(0)] + 1

2 [Ḃ(0), [Ḃ(0), B̈(0)]]
...

We can now obtain the derivatives of Si and ψi. By setting W = ψli and
B = Bi,J−l we can calculate the derivatives of Si using (2.10). We obtain
(2.15)

Si(0) =
∑J−1
l=0 Ḃi,J−l,

d
dhSi

∣∣
h=0

=
∑J−1
l=0

∑J−l−1
r=0 [Ḃi,J−r(0), Ḃi,J−l(0)] + B̈i,J−l(0),

d2

dh2Si

∣∣∣
h=0

= 2
∑J−1
l=0

∑J−l−1
r=0 [Ḃi,J−r(0), B̈i,J−l(0)]+∑J−1

l=0

∑J−l−1
r=0 [B̈i,J−r(0), Ḃi,J−l(0)]+∑J−1

l=0

(...
Bi,J−l(0)− 1

2 [Ḃi,J−l(0), B̈i,J−l(0)]
)
,

analogously the derivarives of Sli =
∑J−l−1
r=0 Adψr

i
(dexp−Bi,J−r

Ḃi,J−r) are
obtained as in the previous formulae but substituting J − 1 as upper index
in the external summation with J − l − 1.

In table 1 we report the values of the derivatives of ϕi and ϕ−1
j at

h = 0, these are obtained from (2.9) using (2.15). In table 2 we report the
derivatives at 0 of ϕi,j , which are obtained using table 1 and

ϕ
(m)
i,j =

m∑
r=0

(
m
r

)
ϕ

(m−r)
i (ϕ−1

j )(r).

The derivatives of Yi are reported in table 3 and are obtained using tables 1
and 2 and the recursion formula (2.8).
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q ϕ
(q)
i (0)

(
ϕ−1
j

)(q)
(0)

0 I I

1 Cĉi −Cĉj

2 2
∑
k âi,kC

′(ĉkCy0 + ckAy0) + ĉ2iC
2 −2

∑
k âj,kC

′(ĉkCy0 + ckAy0) + ĉ2jC
2

Table 1. Derivatives of ϕi and its inverse.

q ϕ
(q)
i,j (0)

0 I

1 C(ĉi − ĉj)

2 2
∑
k(âi,k − âj,k)C ′(ĉkCy0 + ckAy0) + (ĉi − ĉj)2C2

Table 2. Derivatives of ϕi,j .

q Y
(q)
i (0)

0 y0

1 (
∑
j âi,j)Cy0 + (

∑
j ai,j)Ay0

2 2
∑
j âi,jC

′(ĉjC + cjA) + ĉ2iC
2 + 2ĉiciCA− 2(

∑
j ai,j ĉj)CA+ 2

∑
j ai,jA(ĉjC + cjA)

Table 3. Derivatives of Yi at 0.

We here derive the first few rows of table 1, table 2 and table 3. From
(2.9) we obtain that
(2.16)

ϕ̇i(0) =
J−1∑
l=0

Ḃi,J−l(0) =
J−1∑
l=0

Ċi,J−l(0) =
J−1∑
l=0

∑
k

αki,J−lC = (
∑
k

âi,k)C,
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analogously one can compute ˙ϕ−1
j (0). These expressions are reported in

table 1 and can be used in (2.8) to obtain

(2.17) Ẏi

∣∣∣
h=0

= (
s∑

k=1

âi,k)C y0 + (
s∑
j=1

ai,j)Ay0 = ĉiC y0 + ciAy0,

see table 3. Imposing Ẏs+1

∣∣∣
h=0

= ẏ(0), where ẏ(0) = Cy0 +Ay0 we obtain
the following order conditions for order 1,

s∑
k=1

âs+1,k = 1,
s∑
j=1

as+1,j = 1.

These correspond to requiring consistency of the two Runge-Kutta methods
(2.3).

For deriving the conditions for order two we use (2.8) and we get

Ÿi

∣∣∣
h=0

= ϕ
(2)
i

∣∣∣
h=0

y0 + 2
∑
j

ai,j

(
ϕ

(1)
i,j (0)AYj(0) + ϕi,j(0)AẎj(0)

)
with ϕi,j(0) = I and ϕ

(1)
i,j (0) = ϕ̇i(0) − ϕ̇j(0) = (ĉi − ĉj)C. Using Ẏj(0)

form table 3 we obtain
(2.18)
Ÿi

∣∣∣
h=0

= ϕ
(2)
i

∣∣∣
h=0

y0 + 2
∑
j ai,j((ĉi − ĉj)CAy0 + ĉjACy0 + cjA

2y0).

From (2.9) and (2.15) we obtain
(2.19)
ϕ

(2)
i

∣∣∣
h=0

= d Si(h)
d h ϕi(h)

∣∣∣
h=0

+
(
Si(h)2ϕi(h)

)∣∣
h=0

= 2
∑
k âi,k ĉkC

′(Cy0) + 2
∑
k âi,kckC

′(Ay0) +
(∑s

j=1 âi,j

)2

C2,

which is reported in table 1. Substituting the results in (2.18) we obtain
(2.20)

Ÿi

∣∣∣
h=0

= (2
∑
k âi,k ĉkC

′(Cy0) + 2
∑
k âi,kckC

′(Ay0) + ĉ2iC
2)y0+

2
∑
j ai,j((ĉi − ĉj)CAy0 + ĉjACy0 + cjA

2y0),

and report it in table 3.
Taking i = s+1 and matching this result with y(2)

∣∣
h=0

= C ′(ẏ(0))y0 +
(C +A)2y0, we obtain the four conditions for order two∑

j as+1,j ĉj = 1
2 ,

∑
j âs+1,jcj = 1

2 ,∑
j as+1,jcj = 1

2 ,
∑
j âs+1,j ĉj = 1

2 .

The conditions for order 3 are obtained in a similar way, see [CK].
It is easy to check, see for example [HW], that the conditions for order

two coincide with the conditions of partitioned Runge-Kutta methods of the
same order for the tableaus (2.3). Under the assumption that ck = ĉk, the
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condition trees elementary differential
order 1∑
i b̂i = 1 C∑
i bi = 1 A

order 2

2
∑
i b̂iĉi = 1 C ′(C)

2
∑
i b̂ici = 1 C ′(A)

2
∑
i biĉi = 1 AC

2
∑
i bici = 1 A2

Table 4. Conditions of order 1 and 2.

conditions for order three (see also [CK]) include a subset of the classical
conditions of order 3 for partitioned RK methods for (2.3). Due to the
linearity of A one of the classical elementary differentials does not appear.
If we assume ck = ĉk the remaining conditions of order three (the first two
in table 5) coincide with the conditions for commutator-free methods of
order three, [CMO] and [O].

In the tables we have associated to each order condition its correspond-
ing elementary differential and its corresponding bicolored rooted tree. We
have used trees τ with |τ |+1 nodes for representing the differentials of order
|τ | in order to include the commutators between lower order differentials,
as done in [O]1.

Remark 2.3. We consider the system (2.4). Xiu et al. in [XK] con-
sidered splittings of the Navier-Stokes equations into a convection and a
diffusion problem and studied a semi-Lagrangian version of the partitioned
combination: the second order Adams-Basforth and the Crank-Nicolson
scheme (midpoint rule) (AB2-CN). This method does not achieve second
order as a time integrator. Instead they proposed and proved numerically
that combining a semi-Lagrangian scheme for the nonlinear convection term
(linearized via a second order extrapolation scheme) together with the im-
plicit midpoint rule for the remaining terms, would result in a scheme with
overall second order accuracy in time. We have verified their observations
in our framework by applying a CF version of the second order Adams-
Bashforth to the first equation of (2.4) (convection part) and the implicit
trapezoidal rule to the second equation of (2.4) (diffusion part) of the non-
linear convection-diffusion problem. Assuming that Wn−1,Wn are known,

1Recall the notation: if τ is a rooted tree |τ | is the number of nodes of the tree.
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condition trees elementary differential
4
∑J−1
l=0

∑l
r=0

∑
k β

k
J−r

∑
m β

m
J−lĉm+

−2
∑J−1
l=0

∑l
r=0

∑
k β

k
J−r

∑
m β

m
J−lĉk+

−
∑J−1
l=0

∑
k β

k
J−l

∑
r β

r
J−lĉr = 0

− [C ′(C), C]

4
∑J−1
l=0

∑l
r=0

∑
k β

k
J−r

∑
m β

m
J−lcm+

−2
∑J−1
l=0

∑l
r=0

∑
k β

k
J−r

∑
m β

m
J−lck+

−
∑J−1
l=0

∑
k β

k
J−l

∑
r β

r
J−lcr = 0

− [C ′(A), C]

3
∑
k b̂k ĉ

2
k = 1 C ′′(C,C)

3
∑
k b̂k ĉkck = 1 C ′′(C,A)

3
∑
k b̂kc

2
k = 1 C ′′(A,A)

6
∑
k b̂k

∑
j âk,j ĉj = 1 C ′(C ′(C))

6
∑
k b̂k

∑
j âk,jcj = 1 C ′(C ′(A))

6
∑
k b̂k

∑
j ak,j ĉj = 1 C ′(AC)

6
∑
k b̂k

∑
j ak,jcj = 1 C ′(A2)

6
∑
j bjcj − 6

∑
j bj ĉjcj = 1 CA2

6
∑
j bj

∑
m âj,mĉm = 1 AC ′(C)

6
∑
j bj

∑
m âj,mcm = 1 AC ′(A)

3
∑
j bj ĉ

2
j = 1 AC2

6
∑
j bj

∑
m aj,mĉm = 1 A2C

6
∑
j bj

∑
m aj,mcm = 1 A3

Table 5. Conditions of order 3.

from the first equation of (2.4) we get

(2.21) Wn+1 = exp(
h

2
(3C(yn)− C(yn−1)))Wn

which agrees with the semi-Lagrangian method used in [XK], but in place
of the midpoint rule, we apply the implicit trapezoidal rule for the diffusion
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term to obtain

(2.22) zn+1 = zn +
h

2
(W−1

n AWnzn +W−1
n+1AWn+1zn+1).

Transforming back to the variable y = Wz and assuming yn−1 and yn are
known apriori we have the following scheme
(2.23)

yn+1 = Enyn+
h

2
(EnAyn+Ayn+1),where En = exp(

h

2
(3C(yn)−C(yn−1)))

which is tested numerically to be second order accurate in time. This has
also been verified directly by Taylor expansion. A direct translation of the
AB2-CN scheme into our semi-Lagrangian method results in

(2.24) yn+1 = Enyn +
h

2
A(Enyn + yn+1)

which is tested to be only first order accurate in time. Further investi-
gations on exponential integrators based on explicit multi-step formulae,
combining the ideas of the present paper to the results of [CG] will give rise
to a systematic order theory for methods like (2.23) and will be addressed
elsewhere.

The incompressibility constraint of the Navier-Stokes equations leads
to further complications in the design of high order numerical integrators,
the reason being that after discretization in space these equations are not
ordinary differential equations, but index 2 differentail algebraic equations.
For a discussion on these issues see for example [ZP].

2.3. Methods of order 2 and 3. The preliminary analysis of the
order conditions reported in the previous section leads to the following
conclusions:

• Any couple of classical RK methods of order 1 gives a new method
of order 1.

• A couple of partitioned RK methods of order 2. gives a new
method of order 2 .

• If we take a pair of PRK of order 3 (explicit + implicit ) and
construct a commutator-free method out of the explicit method
in such a way that

(2.25) b̂k =
J∑
l=0

βkJ , âk,j =
J∑
l=0

αjJ,k,

the resulting method satisfies the conditions for order 3 for the
new class of methods.

We will use these observations to obtain methods up to and included
order three in the new class of methods proposed in this paper. Our starting
point are the IMEX methods of [ARW] and other partitioned Runge-Kutta
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method (additive) methods reported in [HW]. In all these methods bi = b̂i
and ci = ĉi for i = 1, . . . , s.

In particular it is advantageous to consider methods requiring a min-
imal number of exponentials per stage, i.e. minimal J , [CMO]. It is
possible to obtain methods of order one and two with J = 1. For order
three J must be at least 2. This implies that the methods of order one
and two proposed in [ARW] can be used directly to obtain methods of the
same order within the new class, while for order three we need to split up
the coefficients of the explicit method according to (2.25) and also consider
the extra (commutator-free) order condition form table 5 (first and second
row, coinciding when we assume ck = ĉk).

From the first two conditions of order three in table 5, setting J = 2
and using the conditions of order 1 and 2 one obtains

(2.26)
s∑

k=1

(βk2 + 2βk1 ck) =
2
3
.

Example 2.4. The couple of methods with tableaus

0
1
2 0 1

2

0 1
,

0
1
2

1
2 0

0 1
,

[ARW], gives raise to the new method of order two

ϕ 1
2

= exp(h2C(y0)) Y 1
2

= ϕ 1
2
y0 + h

2AY 1
2

ϕ1 = exp(hC(Y 1
2
)) y1 = ϕ1y0 + hϕ1ϕ

−1
1
2
AY 1

2

.
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The corresponding transport-diffusion algorithm for convection-diffusion
problems of type (1.1) has the form

(2.27)

Dũ0
Dt = 0, ũ0(x, 0) = u0(x), on [0, h2 ],

V(x) = u0(x),

ũ0(x) = ũ0(x, h2 ),

u 1
2

= ũ0 + h
2 ν∇

2u 1
2
,

Dũ 1
2

Dt = 0, ũ 1
2
(x, 0) = ν∇2u 1

2
(x), on [−h2 , 0],

V(x) = u0(x),

u 1
2
(x) = ũ 1

2
(x,−h2 ),

Dũ1
Dt = 0, ũ1(x, 0) = u0(x) + hu 1

2
(x), on [0, h],

V(x) = u 1
2
(x),

u1(x) = ũ1(x, h).

Example 2.5. In the next example we consider a second order IMEX
method from [ARW], we implement this method in the numerical experi-
ments as an IMEX or a DIRK commutator-free method obtaining in both
cases order 2:

0
γ γ
1 δ 1− δ

0 1− γ γ

,

0 0
γ 0 γ
1 0 1− γ γ

0 1− γ γ

with γ = 2−
√

2
2 and δ = −2

√
2

3 . The implicit method is stiffly accurate and
L-stable.

Example 2.6. For obtaining order 3 we consider as starting point the
partitioned Runge-Kutta methods proposed by Griepentrog [HW],

0
1
2

1
2

1 −1 2
1
6

2
3

1
6

,

0 0
1
2 −β2

1+β
2

1 3+5β
2 −(1 + 3β) 1+β

2
1
6

2
3

1
6

.

The implicit method on the right is A-stable for β =
√

3/3. Starting from
the explicit Runge-Kutta method on the left we can derive a commutator
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free method of order 3 using (2.25) and (2.26), we obtain

0
1
2

1
2

1 −1 2
1
12

1
3 − 1

4
1
12

1
3

5
12

,

this method coupled with the implicit method gives approximations of order
three for (2.6).

Example 2.7. In the next example we have considered a third order
IMEX method from [ARW] as a starting point and, using (2.25) and (2.26),
we have obtained the following pair of Commutator-Free DIRK methods
of order 3:

0
γ γ

1− γ γ − 1 2(1− γ)

0 1
2 − ϕ

1
2 + ϕ

0 ϕ −ϕ

,

0 0
γ 0 γ

1− γ 0 1− 2γ γ

0 1
2

1
2

with γ = 3+
√

3
6 and ϕ = 1

6(2γ−1) .

Alternatively one could have considered the following commutator-free
method:

0
γ γ

1− γ γ − 1 2(1− γ) 0
α β σ
−α 1

2 − β
1
2 − σ

where σ = (α + β(1 − 2γ) − 1
3 )/(1 − 2γ), α = 1/2, β = 1/6, and the same

value of γ as above.
We have not found substantial difference in the numerical experiments

between these two explicit commutator-free methods.

3. Numerical tests

3.1. Order test. We consider the KdV equation

ut + uux = νuxxx, x ∈ [0, 2π], t ∈ [0, 1]

with periodic boundary conditions, discretized by

Ut = D(U.2) +AU
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where D and A are obtained applying central differences for the first and
third derivative in space on a uniform grid, with periodic boundary con-
ditions, Ui ≈ u(xi, t), U.2 = diag(U)U denotes the component-wise square
of U . The operator C(U) := Ddiag(U). The spatial discretization is such
that ∆x = 2π/31, and we consider a range of h = 1/(24), . . . , 1/(29).
In this experiment we verify that the order of the various methods pre-
dicted by the theory is observed also in practice, figure 1 (a). We consider
u0 = 1.5 + cos(x).

The methods considered are

DIRK-CF1 tranport diffusion algorithm (by Pironneau)
IMEX2 based on the midpoint , example (2.4)
DIRK-CF2 based on the midpoint, example (2.4)
IMEX2L IMEX based on an L-stable implicit DIRK method,

example (2.5)
DIRK-CF2L partitioned RK commutator-free method with L-stable

DIRK method, example (2.5)
IMEX3G partitioned RK method due to Griepentrog,

example (2.6)
DIRK-CF3G partitioned RK commutator-free method due to

Griepentrog, example (2.6)
IMEX3 IMEX method, example (2.7)
DIRK-CF3 partitioned RK commutator-free method, example (2.7)

The numbers refer always to the order of the method. All the DIRK-
CF method have a semi-Lagrangian counterpart which we denote with SL1,
SL2, SL2L, SL3G and SL3 respectively. The exponentials of the DIRK-CF
methods are simply computed by using the built-in Matlab function expm.

In this experiment the IMEX methods of order 2 and 3 produce a bigger
error compared to the corresponding DIRK-CF methods. The advantage
of the DIRK-CF3 on the IMEX3 is clearly seen in figure 1 (b), where the
two numerical solutions are compared to the reference solution (denoted
exact in the figure). The reference solution is computed with the same
discretization in space (∆x = 2π/63), and the time-integration is carried
out by the Matlab function ode15s (with tolerances 10−10). The time
interval is [0, 8] and the time-step is h = 0.0312 for both IMEX3 and
DIRK-CF3. Doubling the size of the time-step the IMEX3 method becomes
unstable.

3.2. 1D Viscous Burgers’ equation. In figure 2, and 3 we consider

ut + uux = ν∇2u,
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(a) (b)

Figure 1. KdV equation: space discretization by central
differences. (a) Order test: global error at t = 1, for dif-
ferent values of the time step h. ν = 0.05, x ∈ [0, 2π],
∆x = 2π

31 . (b) Comparison of IMEX3 and DIRK-CF3 for
the KdV equation: numerical solution at t = 8 as a func-
tion of x ∈ [0, 2π], ν = 0.01, ∆x = 2π

63 , h = 1
25 .

on [0, 1] with homogeneous Dirichlet BCs, integrated on [0, 1]. We plot the
relative error in the ∞ norm versus the viscosity. The error is computed
as follows:

‖U − Uref‖∞
‖Uref‖∞

.

We discretize in space with a step ∆x = 1/81 and in time with h = 1.8∆x.
The reference solution, Uref , is obtained discretizing in space with ∆̃x =
1/2592 while the time integration of the discrete problem is performed in
Matlab by the built-in function ode15s with absolute and relative tol-
erances 10−8. For small viscosity values the semi-Lagrangian methods
perform better than their DIRK-CF and IMEX counterparts. Some of
the Eulerian methods perform very unstably for low viscosities and some
break down. Figure 2 considers cubic spline interpolation for the convect-
ing vector field and the evaluation of the initial solution at the depar-
ture points of the characteristics, while in figure 3 we used the built in
Matlab function interp1 performing piecewise cubic, monotonic interpo-
lation. The choice of the interpolation method in the implementation of
semi-Lagrangian methods is crucial for optimizing the performance at low
viscosities, but this issue will not be discussed in detail in this paper.
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Figure 2. u(x, 0) = sin(πx), ∆x = 1/81, t = 2, h =
1.8∆x: relative error against viscosity for IMEX, DIRK-
CF and semi-Lagrangian methods with cubic spline inter-
polation, (a) ν ∈ [0.0001, 0.001] and (b) ν ∈ [0.001, 0.01].
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Figure 3. u(x, 0) = sin(πx), ∆x = 1/81, t = 2, h =
1.8∆x: relative error against viscosity for IMEX, DIRK-
CF and semi-Lagrangian methods with piecewise cubic
monotonic interpolation, (a) ν ∈ [0.0001, 0.001] and (b)
ν ∈ [0.001, 0.01].

3.3. Linear convection and convection-diffusion in 2D. We firstly
consider a pure convection problem on the square with Dirichlet bound-
ary conditions and with a convecting vector field tangent to the bound-

ary of the square, V =
[

π sin(πx) cos(πy)
−π cos(πx) sin(πy)

]
. The initial condition is
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Figure 4. Pure convection with spectral methods in two
dimensions. Semi-Lagrangian versus Eulerian method: (a)
approximation of the characteristics trajectories with an
accurate time-stepping procedure and interpolation of the
initial condition; (b) semidiscretization in space and accu-
rate solution of the linear system of odes in time.

u(x, y, 0) = e(−45(y− 3
4 )2−15(x− 1

2 )2). We discretize in space with a spectral
Galerkin method based on the Gauss-Lobatto-Legendre (GLL) points. We
seek the solution at time t = 1.2 and we use a restarted Krylov subspace
method for the approximation of the matrix exponential, [CM], to solve
accurately the linear system of ODEs arising from the space discretiza-
tion. This approach is compared to the use of an integration method for
computing fairly accurately the characteristics (the ode23 Matlab routine
with tolerances set at 10−3) and the interpolation on the GLL nodes of the
initial condition on the arrival points of the characteristics. The results
are shown in figure 4. The semi-Lagrangian method does not produce any
substantial numerical dispersion compared to the Eulerian approach.

In the next experiment we consider linear convection-diffusion on the
square Ω = [−1, 1]2 with viscosity ν = 10−4. We compare the performance
of the Eulerian DIRK-CF3 method and of its semi-Lagrangian version SL3
integrating on the time interval [0, 2π] using 40 time-steps (i.e. with step-
size h = 0.1571). The same test case has been considered in [XK].

The initial data is

u(x, y, 0) = e−[(x−x0)
2+(y−y0)2]/2λ2

,

with (x0, y0) = (−0.5, 0), λ = 1/8. The solution of this PDE is

u(x, y, t) =
λ2

λ2 + 2νt
e[x̂

2+ŷ2]/2(λ2+2νt),

where x̂ = x− x0 cos t− y0 sin t, ŷ = y + x0 sin t− y0 cos t.
We use a spectral Galerkin discretization in space based on polynomials

of degree p = 16 on Gauss-Lobatto-Legendre nodes. In figure 5 one can
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Figure 5. Linear convection-diffusion with spectral
methods in two dimensions. Semi-Lagrangian versus
Eulerian method: (a) SL3 integration in time, the diffu-
sion is discretized on the GLL grid and the pure convection
problems are approximated by the exact computation of
the characteristics trajectories and the interpolation on the
GLL nodes of the initial condition; (b) semi-discretization
in space with a spectral Galerkin method and time inte-
gration performed with the DIRK-CF3 method, the expo-
nentials of the convection operator are computed using the
Matlab built in function expm.

observe that the Eulerian approach has a tendency of introducing spurious
oscillations in the numerical solution compared to the semi-Lagrangian
method. The values of the relative error computed in the L2 norm are of
comparable size for the two approaces. We have an error of 0.0124 for the
semi-Lagrangian method and of 0.0263 for its Eulerian counterpart . The
maximum and minimum values of the numerical approximation are 0.8164
and −0.0239 for the SL3 and 0.8324 and −0.0500 for the DIRK-CF3. The
maximum and minimum values of the exact solution are 0.9225 and 0.

4. Conclusions

We presented a new class of integrators for convection dominated prob-
lems with a nonlinear convection term. The methods have good properties
when applied in a semi-Lagrangian fashion. They require the solution of
only one linear system per stage. The methods have been tested prelim-
inarly on the viscous Burgers’ equation, and the KdV equation and with
a linear two dimensional convection-diffusion equation. The results are
encouraging. A preliminary study of the order conditions has also been
presented.
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A more general setting for the methods would consider

ϕi,j := exp(h
∑
k

αki,j,JC(Yk)) · · · exp(h
∑
k

αki,j,1C(Yk)),

in the formulae of section 2. We have not fully explored this possibility
yet, but we believe that in such setting one should be able to design meth-
ods involving a smaller number of exponentials per stage compared to the
present case.
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