
HAL Id: hal-01620749
https://hal.science/hal-01620749

Submitted on 20 Oct 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A Well-Balanced Finite Volume Scheme for a Mixed
Hyperbolic/Parabolic System to Model Chemotaxis

Christophe Berthon, Anaïs Crestetto, Françoise Foucher

To cite this version:
Christophe Berthon, Anaïs Crestetto, Françoise Foucher. A Well-Balanced Finite Volume Scheme for
a Mixed Hyperbolic/Parabolic System to Model Chemotaxis. Journal of Scientific Computing, 2015,
67, pp.618-643. �hal-01620749�

https://hal.science/hal-01620749
https://hal.archives-ouvertes.fr


A WELL-BALANCED FINITE VOLUME SCHEME FOR A MIXED
HYPERBOLIC/PARABOLIC SYSTEM TO MODEL CHEMOTAXIS
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Abstract. This work is concerned by the numerical approximation of the weak solutions of a
system of partial differential equations arising when modeling the movements of cells according to a
chemoattractant concentration. The adopted PDE system turns out to couple a hyperbolic system
with a diffusive equation. The solutions of such a model satisfy several properties to be preserved at
the numerical level. Indeed, the solutions may contain vacuum, satisfy steady regimes and asymptotic
regimes. By deriving a judicious approximate Riemann solver, a finite volume method is designed
in order to exactly preserve the steady regimes of particular physical interest. Moreover, the scheme
is able to deal with vacuum regions and it preserves the asymptotic regimes. Numerous numerical
experiments illustrate the relevance of the proposed numerical procedure.

1. Introduction. The present work concerns the derivation of a finite volume
scheme to approximate the weak solutions of the following system of partial differential
equations:











∂tρ+ ∂x (ρu) = 0,

∂t (ρu) + ∂x
(

ρu2 + p(ρ)
)

= χρ∂xφ− αρu,

∂tφ−D∂xxφ = aρ− bφ,

(1.1)

where the unknown vector w = t(ρ, ρu, φ) belongs to the following convex set of
admissible states:

Ω =
{

w = t(ρ, ρu, φ) ∈ R
3; ρ ≥ 0, u ∈ R, φ ≥ 0

}

. (1.2)

This model is clearly in a close relationship with the so-called shallow-water
model, or the isentropic Euler equations with friction [17, 23], or autogravitational
flow models [14, 15, 7, 15]. Here, the system (1.1) enters the modelling of the chemo-
taxis [40, 51, 31] where ρ (x, t) denotes the density of endothelial cells, u (x, t) the
velocity of the cells and φ (x, t) the concentration of chemoattractant. Formally, it
models the shifting of the cells according to the gradient of the chemical attractor.
Simultaneously, the displacement of the cells is decelerated by friction forces with
the substratum. The movement due to the chemoattractant is weighted by the non
negative constant χ while α ≥ 0 represents the strength of the friction forces.

Concerning the evolution of the chemoattractant concentration φ, the positive
constants a and b are respectively the production and the consumption rate. Here,
since the chemoattractant is produced by the cells, the production term is proportional
to the density. The positive constant D stands for the chemoattractant diffusion
coefficient.
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†École Centrale de Nantes, 1 rue de la Noë, BP 92101, 44321 Nantes cedex 3, France.

1



2 C. Berthon, A. Crestetto, F. Foucher

The model is now closed by selecting a pressure law. In order to avoid overcrowd-
ing of the cells, an isentropic gas pressure law [51] is here adopted:

p(ρ) = δργ , (1.3)

where δ > 0 and γ > 1 are given parameters.
The main objective of the present work is to design a finite volume scheme to

approximate the weak solutions of (1.1)-(1.3) with a particular attention to the steady
states. Non trivial steady states are of prime importance in the numerical simulations.
Indeed, most of the numerical experiments of real interest are expected to converge
for large time enough to steady states. As a consequence, the derived scheme must
accurately approximate these particular solutions.

After the work by Greenberg and LeRoux [39] (see also [13, 33, 43]), the derivation
of well-balanced schemes turns out to be a relevant technique to avoid some failures
in the correct capture of the steady regimes. During the two last decades, numer-
ous papers were devoted to well-balance strategies with a particular attention to the
shallow-water model (see [39, 1, 10, 21, 25, 53, 57, 16] and references therein for a non
exhaustive bibliography). The well-balance property is now well-understood as long
as the non trivial steady states do not involve strongly nonlinear formulation. For
instance, the well-known hydrostatic reconstruction by Audusse et al. [1] is perfectly
adapted to exactly capture the celebrate lake at rest for the Saint-Venant system (see
[2, 44, 10] for related works).

Now, the steady states issuing from (1.1) are very severe and usual well-balance
strategies fail. Indeed, the steady states associated to (1.1), exhibited in [51] by
Natalini et al., are governed by the following PDE system:











∂x (ρu) = 0,

∂x
(

ρu2 + p(ρ)
)

= χρ∂xφ− αρu,

−D∂xxφ = aρ− bφ.

Because of some chemical arguments, we are concerning with steady states at rest,
i.e. u = 0. As a consequence, steady states of interest are now solutions of











u = 0,

∂xp(ρ) = χρ∂xφ,

−D∂xxφ = aρ− bφ.

Since the pressure is given by (1.3), we obtain the following definition of the steady
states:

u = 0 and e(ρ)− χφ = cst, (1.4a)

−D∂xxφ = aρ− bφ, (1.4b)

where we have set

e(ρ) =
γ

γ − 1
δργ−1. (1.5)

Before we detail the stationary behavior of φ, let us comment the relation (1.4a).
Indeed, by enforcing γ = 2, we get a steady state defined by u = 0 and 2δρ−χφ = cst,
which coincides with the famous lake at rest. As a consequence, as soon as γ = 2,
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usual well-balanced procedures [1, 13, 33] can be considered in order to correctly
preserve solution satisfying (1.4a). However, the situation turns out to be drastically
distinct when considering γ 6= 2. In the particular case γ = 1, Natalini and Ribot
[50] have introduced numerical techniques to increase the order of accuracy for large
time simulations and thus to accurately approximate non obvious steady states given
by (1.4a) (see also the work by Gosse [34, 35, 37] or by Filbet and Shu [28]). More
recently, in [51], Natalini and coauthors have suggested a suitable extension of the
hydrostatic reconstruction [1] to deal with nonlinear steady states given by (1.4a)
independently of the choice of γ > 1.

Moreover, the numerical scheme introduced in [51] is relevant to approximate
vacuum regions. Indeed and similarly to the shallow-water model, vacuum is a natural
solution of (1.1)-(1.3). With a positive initial density, vacuum may appear in a finite
time. From a numerical point of view, vacuum stays a very delicate problem, which
must be carefully considered.

The challenging objective of this paper is to derive a numerical scheme relevant
for vacuum but also well-balanced for C1(R) steady states given by both relation (1.4)
and not only (1.4a). Now, to consider (1.4), we have to solve (1.4b) with

ρ = e−1(χφ+K), K a given constant.

Because of the nonlinear form of e−1, the equation (1.4b) can be explicitly solved
only with γ = 2. The reader is referred to [51] where the system (1.4) is studied.
In particular, with γ = 2, Natalini et al. [51] proposed a solution of (1.4b) over a
bounded domain. For the sake of simplicity in the forthcoming developments, we give
the solution of (1.4b) over R. After an easy derivation, the solution of (1.4b) reads,
over the domain of non negative chemoattractant concentration φ, as follows:











ρ(x) = 0,

φ (x) = A cosh

(

x

√

b

D

)

+B sinh

(

x

√

b

D

)

,
(1.6)

or, within the domain of positive density ρ and non negative φ:











ρ (x) =
1

2δ
(χφ (x) +K) ,

φ (x) = A cos
(

x
√

|C|
)

+B sin
(

x
√

|C|
)

− Ka

2δb− aχ
with C < 0,

(1.7)

or











ρ (x) =
1

2δ
(χφ (x) +K) ,

φ (x) = A cosh
(

x
√
C
)

+B sinh
(

x
√
C
)

− Ka

2δb− aχ
with C > 0,

(1.8)

where A, B and K denote some given constants and

C =
1

D

(

b− aχ

2δ

)

.

Equipped with these steady states, the aim of the paper is to derive a well-
balanced scheme able to exactly preserve the relation (1.4a) independently of γ > 1.
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Moreover, as soon as γ = 2, the scheme must exactly capture the full definition of
the steady states, namely (1.6) or (1.7) or (1.8). To address such an issue, we suggest
to consider Godunov-type methods [41, 32, 54]. In the next section, we derive an
approximate Riemann solver to correctly mimic the Riemann solutions associated to
(1.1). At this level, two main difficulties must be considered. The first one comes
from the parabolic equation. We adopt a reformulation of the chemoattractant evo-
lution equation by introducing a suitable discretization of the space variation of φ.
The second one comes from the source terms. Indeed, we propose to enter the source
terms within the definition of the approximate Riemann solver. As a consequence,
the well-known Harten, Lax and van Leer Theorem [41] cannot be directly applied
(see [39, 46, 30, 29]). However, adopting suitable approximations, we exhibit an ap-
proximate Riemann solver able to exactly capture the steady states given by (1.4a)
for all γ > 1. Moreover, introducing a judicious limitation technique, the developed
approximate Riemann solver turns out to be relevant for vacuum solutions. Arguing
the obtained approximate Riemann solver, in Section 3 we derive the Godunov-type
scheme and we prove its main properties. We establish the robustness and the exact
preservation of states according to (1.4a). In addition, we introduce a judicious for-
mula to approximate the independent space variation of φ in order to also enforce the
exact capture of the steady states (1.6), (1.7) and (1.8) as soon as γ = 2. Let us em-
phasize that the steady state solutions are not fully characterized when γ is not equal
to 2 because of equation (1.4b). As a consequence, enforcing γ 6= 2, it is not possible
to propose an exact capture of the steady states but just a (1.4a)-capturing scheme.
Then, the designed scheme will not be fully well-balanced with γ 6= 2 but it will give a
very good approximation of steady states since it exactly preserves (1.4a). Moreover,
the derived scheme satisfies an additional property detailed in Section 4. Indeed, after
[11, 36, 52] (see also [17, 8, 12, 50, 38]), as long as the friction phenomenon is domi-
nant, and for a long time, the system (1.1) admits a particular asymptotic behavior.
At least formally, one can show that the solutions of the initial PDE problem (1.1)
asymptotically coincide with the solutions of a parabolic diffusive equation. We prove
that the here proposed scheme admits a similar asymptotic behavior. More precisely,
we establish that, in the limit of an asymptotic parameter to govern the friction co-
efficient and the long time, the asymptotic behavior of the scheme corresponds to a
discretization of the asymptotic parabolic diffusive equation. Section 5 is devoted to
illustrate the developed numerical approach and several numerical experiments are
performed. A brief conclusion achieves the paper.

2. An approximate Riemann solver. To derive the required numerical scheme,
we first introduce a suitable approximate Riemann solver according to the definition
proposed by Harten, Lax and van Leer [41]. Let us recall that an approximate Rie-
mann solver, denoted w̃(x/t;wL, wR), is a self-similar function to mimic the exact
solution wR(x, t;wL, wR) of the Riemann problem associated to (1.1), i.e. with an
initial datum given by

w(x, t = 0) =

{

wL if x < 0,

wR if x > 0,

where wL ∈ Ω and wR ∈ Ω are two given constant states.

We adopt an approximate Riemann solver made of four constant states separated
by three discontinuities, respectively propagating with velocities λL < 0, 0 and λR >
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0. This approximate Riemann solver thus reads as follows:

w̃(x/t;wL, wR) =



















wL if x < λLt,

w⋆
L if λLt < x < 0,

w⋆
R if 0 < x < λRt,

wR if x > λRt.

(2.1)

From now on, the velocities λL and λR must be chosen large enough in order to
enforce some robustness properties (see [41]).

In order to evaluate relevant intermediate states, we propose to adopt the integral
consistency condition introduced by Harten, Lax and van Leer [41] (for instance, see
also [13, 29, 48, 55]). As a consequence, we would like w̃ to satisfy

1

∆x

∫ ∆x/2

−∆x/2

w̃
( x

∆t
, wL, wR

)

dx =
1

∆x

∫ ∆x/2

−∆x/2

wR (x,∆t;wL, wR) dx. (2.2)

From the definition of w̃, given by (2.1), we immediately deduce

1

∆x

∫ ∆x/2

−∆x/2

w̃
( x

∆t
, wL, wR

)

dx =
1

2
(wL + wR)+

∆t

∆x
(λL (wL − w⋆

L) + λR (w⋆
R − wR)) .

(2.3)
The challenging objective is now to correctly evaluate the average of the exact

Riemann solution. From now on, let us underline that the exact evaluation of the
average of wR will be unreachable because of the source term. Therefore, in (2.2),
the exact Riemann solution wR will be substituted by a relevant approximation.

For the sake of simplicity in the notations, let us introduce

f(w) =





ρu
ρu2 + p(ρ)
−D∂xφ



 and S(w) =





0
χρ∂xφ− αρu

aρ− bφ



 ,

so that the system (1.1) rewrites as follows:

∂tw + ∂xf(w) = S(w). (2.4)

Let us note that we have left χρ∂xφ within the source term and we have decided that
this term does not participate to the flux function f . In fact, this is natural since φ is
given by a diffusion equation. Moreover, the source term will be taken into account
within the approximate Riemann solver derivation. As a consequence, the product
ρ∂xφ will be relevantly coupled.

Now, to evaluate the right hand side in (2.2), we integrate (2.4) over (−∆x/2,∆x/2)×
(0,∆t) to get

1

∆x

∫ ∆x/2

−∆x/2

wR (x,∆t;wL, wR) dx =
1

2
(wL + wR)

− 1

∆x

∫ ∆t

0

f (wR (∆x/2, t;wL, wR)) dt

+
1

∆x

∫ ∆t

0

f (wR (−∆x/2, t;wL, wR)) dt

+
1

∆x

∫ ∆x/2

−∆x/2

∫ ∆t

0

S (wR (x, t;wL, wR)) dx dt.

(2.5)
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At the main discrepancy with usual approximate Riemann solver derivation [41,
32, 54], because of the source term and the coupling with the diffusion equation, we
cannot ensure

wR (−∆x/2, t;wL, wR) = wL and wR (∆x/2, t;wL, wR) = wR.

Such a property here turns out to be wrong independently of ∆t and ∆x (see [4, 6,
5, 24]). As a consequence, we adopt the following approximations:

∫ ∆t

0

f (wR (−∆x/2, t;wL, wR)) dt ≃ ∆t





ρLuL

ρLu
2
L + p(ρL)

−D(∂xφ)L



 ,

∫ ∆t

0

f (wR (∆x/2, t;wL, wR)) dt ≃ ∆t





ρRuR

ρRu
2
R + p(ρR)

−D(∂xφ)R



 ,

where both (∂xφ)L and (∂xφ)R will be defined later on.

Moreover, we suggest to substitute the source term integral associated to ρ∂xφ
by a consistent approximation as follows:

1

∆x

∫ ∆x/2

−∆x/2

(ρR∂xφR) (x,∆t;wL, wR) dx ≃ {ρ∂xφ}(∆x,∆t;wL, wR).

This approximation will find a precise definition according to the required well-balance
property.

Equipped with these approximations, we propose to consider a suitable approxi-
mation, denoted w̃R(x, t;wL, wR) of the exact Riemann solution. This approximation
is determined by considering the averaged relations (2.5) where the above integral
approximations are adopted [29, 30]. As a consequence, we get

1

∆x

∫ ∆x/2

−∆x/2

ρ̃R (x,∆t;wL, wR) dx =
1

2
(ρL + ρR)−

∆t

∆x
(ρRuR − ρLuL), (2.6)

1

∆x

∫ ∆x/2

−∆x/2

(ρ̃u)R (x,∆t;wL, wR) dx =
1

2
(ρLuL + ρRuR)

− ∆t

∆x
(ρRu

2
R + p(ρR)− ρLu

2
L − p(ρL)) + χ∆t{ρ∂xφ}(∆x,∆t;wL, wR)

− α

∆x

∫ ∆t

0

∫ ∆x/2

−∆x/2

(ρ̃u)R (x, t;wL, wR) dxdt,

(2.7)

1

∆x

∫ ∆x/2

−∆x/2

φ̃R (x,∆t;wL, wR) dx =
1

2
(φL + φR) +

∆t

∆x
D ((∂xφ)R − (∂xφ)L)

+
a

∆x

∫ ∆t

0

∫ ∆x/2

−∆x/2

ρ̃R (x, t;wL, wR) dxdt−
b

∆x

∫ ∆t

0

∫ ∆x/2

−∆x/2

φ̃R (x, t;wL, wR) dxdt.

(2.8)

In fact, it is possible to exhibit explicit formulae for these integrals of interest.

Lemma 2.1. Let us assume that the approximation {ρ∂xφ}(∆x,∆t;wL, wR) does
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not depend on ∆t. Then we have

1

∆x

∫ ∆x/2

−∆x/2

(ρ̃u)R (x,∆t;wL, wR) dx =
e−α∆t

2
(ρLuL + ρRuR)

− 1− e−α∆t

α∆x

(

ρRu
2
R + p(ρR)− ρLu

2
L − p(ρL)

)

+ χ
1− e−α∆t

α
{ρ∂xφ},

(2.9)

1

∆x

∫ ∆x/2

−∆x/2

φ̃R (x,∆t;wL, wR) dx =
e−b∆t

2
(φL + φR) +

a

2

1− e−b∆t

b
(ρL + ρR)

+D
1− e−b∆t

b∆x
((∂xφ)R − (∂xφ)L) +

a

b∆x

(

1− e−b∆t

b
−∆t

)

(ρRuR − ρLuL).

(2.10)

Proof. To evaluate the first integral, momentarily let us introduce the following
smooth function:

F(t) =
1

∆x

∫ ∆x/2

−∆x/2

(ρ̃u)R (x, t;wL, wR) dx,

so that the identity (2.7) rewrites

F (∆t) =
1

2
(ρLuL + ρRuR)−

∆t

∆x

(

ρRu
2
R + p(ρR)− ρLu

2
L − p(ρL)

)

+∆tχ {ρ∂xφ} − α

∫ ∆t

0

F (t) dt.

(2.11)

Now, we solve this integral equation. Since {ρ∂xφ} does not depend on ∆t, the
derivative with respect to ∆t of the above function gives:

F ′ (∆t) = − 1

∆x

(

ρRu
2
R + p(ρR)− ρLu

2
L − p(ρL)

)

+ χ {ρ∂xφ} − αF (∆t) .

We easily get

F (∆t) = Γe−α∆t+
1

α

(

− 1

∆x

(

ρRu
2
R + p(ρR)− ρLu

2
L − p(ρL)

)

+ χ {ρ∂xφ}
)

, (2.12)

where Γ is a constant directly determined by plugging (2.12) inside (2.11). The first
integral (2.9) is thus obtained.

Concerning the second integral, we adopt the same technique. We set

G(t) = 1

∆x

∫ ∆x/2

−∆x/2

φ̃R (x, t;wL, wR) dx,

to rewrite (2.8) as follows:

G(∆t) =
1

2
(φL + φR) +

∆t

∆x
D ((∂xφ)R − (∂xφ)L)

+
a

∆x

∫ ∆t

0

∫ ∆x/2

−∆x/2

ρ̃R (x, t;wL, wR) dx dt− b

∫ ∆t

0

G(t)dt.
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But, arguing the identity (2.6), we have

1

∆x

∫ ∆t

0

∫ ∆x/2

−∆x/2

ρ̃R (x, t;wL, wR) dx dt =

∫ ∆t

0

(

1

2
(ρL + ρR)−

t

∆x
(ρRuR − ρLuL)

)

dt,

=
∆t

2
(ρL + ρR)−

∆t2

2∆x
(ρRuR − ρLuL).

As a consequence, G is solution of the following integral equation:

G (∆t) =
1

2
(φL + φR) +D

∆t

∆x
((∂xφ)R − (∂xφ)L)

+ a

(

∆t

2
(ρL + ρR)−

∆t2

2∆x
(ρRuR − ρLuL)

)

− b

∫ ∆t

0

G (t) dt,

which is straightforwardly solved to obtain (2.10). The proof is thus completed.
With these approximations of averages of the exact Riemann solution, we now

evaluate the approximate Riemann solver w̃. It is made of six unknowns; namely
w⋆

L = t(ρ⋆L, ρ
⋆
Lu

⋆
L, φ

⋆
L) and w⋆

R = t(ρ⋆R, ρ
⋆
Ru

⋆
R, φ

⋆
R). As a consequence, we need six

independent relations to solve this problem.
Instead of the exact consistency condition (2.2), we impose the following approx-

imate consistency relation:

1

∆x

∫ ∆x/2

−∆x/2

w̃
( x

∆t
;wL, wR

)

dx =
1

∆x

∫ ∆x/2

−∆x/2

w̃R (x,∆t;wL, wR) dx,

to obtain the following system made of three equations:

λR (ρ⋆R − ρR)− λL (ρ⋆L − ρL) = ρLuL − ρRuR, (2.13)

λR (ρ⋆Ru
⋆
R − ρRuR)− λL (ρ⋆Lu

⋆
L − ρLuL) =

e−α∆t − 1

α∆t

(

(

ρRu
2
R + p(ρR)− ρLu

2
L − p(ρL)

)

− χ∆x {ρ∂xφ}+
α∆x

2
(ρRuR + ρLuL)

)

(2.14)

λR(φ
⋆
R − φR)− λL(φ

⋆
L − φL) = E0, (2.15)

where, to simplify the notations, we have set

E0 =

(

1− e−b∆t

b∆t

)(

D ((∂xφ)R − (∂xφ)L)−
b∆x

2
(φL + φR) +

a∆x

2
(ρL + ρR)

)

+
a

b

(

1− e−b∆t

b∆t
− 1

)

(ρRuR − ρLuL).

(2.16)
At this level, we notice that three equations are missing. Moreover, the definition

of {ρ∂xφ}must be specified. Actually, we select additional relations in order to enforce
the well-balance property.

Concerning the definition of {ρ∂xφ}(∆x,∆t;wL, wR), we have the following result:
Lemma 2.2. Assume wL and wR such that the steady state definition (1.4a) holds

true:

uL = uR = 0 and e(ρL)− χφL = e(ρR)− χφR,
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where e(ρ) is given by (1.5).

To enforce the approximate Riemann solver to be stationary, i.e. w⋆
L = wL and

w⋆
R = wR, necessarily we have

{ρ∂xφ}(∆x,∆t;wL, wR) =
1

χ∆x
(p(ρR)− p(ρL)) . (2.17)

Proof. Since we enforce the approximate Riemann solver w̃ to be stationary, we
have

ρ⋆L = ρL, ρ⋆R = ρR, u⋆
L = u⋆

R = uL = uR = 0.

As a consequence, (2.14) now reads

χ∆x{ρ∂xφ}(∆x,∆t;wL, wR)− (p(ρR)− p(ρL)) = 0,

and the proof is achieved.

Arguing the above result, a possible definition of {ρ∂xφ} is given as follows:

{ρ∂xφ}(∆x,∆t;wL, wR) =
p(ρR)− p(ρL)

e(ρR)− e(ρL)

φR − φL

∆x
. (2.18)

This formula is obviously consistent with ρ∂xφ since we have

lim
ρL,R→ρ

p(ρR)− p(ρL)

e(ρR)− e(ρL)
= ρ ∀ρ > 0.

Moreover, according to Lemma 2.1, this discretization of the source term is free from
the time step ∆t.

In addition, as soon as wL and wR satisfy (1.4a), we get

χ(φR − φL) = e(ρR)− e(ρL),

and then the condition (2.17) holds true.

Next, concerning the three missing equations, we first notice that ρu and e(ρ)−χφ
are natural invariant accross the stationary wave (see [13, 39, 45]). As a consequence,
we suggest to impose the continuity of the momentum across the stationary wave:

ρ⋆Lu
⋆
L = ρ⋆Ru

⋆
R. (2.19)

Concerning the second invariant, because of the nonlinear function e, we propose to
consider the following linearization:

e (ρL)
ρ⋆L
ρL

− χφL = e (ρR)
ρ⋆R
ρR

− χφR. (2.20)

According to the diffusion equation, the last missing relation is obtained by preserving
the variations of φ as follows:

φL − φ⋆
L = φR − φ⋆

R. (2.21)
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By solving the system (2.13)-(2.14)-(2.15)-(2.19)-(2.20)-(2.21), the intermediate states
are given by

ρ⋆L = ρL − e(ρR)/ρR
λRe(ρL)/ρL − λLe(ρR)/ρR

(ρRuR − ρLuL)

+
λR

λRe(ρL)/ρL − λLe(ρR)/ρR

(

(e(ρR)− e(ρL))− χ(φR − φL)
)

,

(2.22)

ρ⋆R = ρR − e(ρL)/ρL
λRe(ρL)/ρL − λLe(ρR)/ρR

(ρRuR − ρLuL)

+
λL

λRe(ρL)/ρL − λLe(ρR)/ρR

(

(e(ρR)− e(ρL))− χ(φR − φL)
)

,

(2.23)

q⋆ = ρ⋆Lu
⋆
L = ρ⋆Ru

⋆
R =

λRρRuR − λLρLuL

λR − λL

+
e−α∆t − 1

α∆t(λR − λL)

((

ρRu
2
R + p(ρR)− ρLu

2
L − p(ρL)

)

− χ∆x {ρ∂xφ}+
α∆x

2
(ρRuR + ρLuL)

)

,

(2.24)

φ⋆
L = φL +

E0
λR − λL

and φ⋆
R = φR +

E0
λR − λL

, (2.25)

where E0 is defined by (2.16).
In fact, the derived intermediate states are not fully adapted to perform all the

simulations of physical interest. Indeed, the vacuum turns out to be a natural solution
of (1.1). As a consequence, the proposed approximate Riemann solver must be relevant
to deal with vanishing density and/or chemoattractant. To address such an issue,
several strategies are based on a suitable choice of λL and λR (for instance, see
[13, 1, 10, 49, 18]). Unfortunately, such an approach is not relevant here. In order to
convince the reader, let us consider densities ρL and ρR in a neighbourhood of zero.
Then, the intermediate densities are governed by φR − φL. As a consequence, the
positiveness of the intermediate densities must be imposed in a strong way. We thus
adopt a recent consistent cut-off introduced in [3]. First, let us introduce

ρHLL =
λRρR − λLρL

λR − λL
− 1

λR − λL
(ρRuR − ρLuL). (2.26)

Since λL < 0 < λR, it is always possible to chose λL and λR such that ρHLL ≥ 0.
Next, we remark that the equation (2.13) rewrites

λR(ρ
⋆
R − ρHLL)− λL(ρ

⋆
L − ρHLL) = 0. (2.27)

As soon as both ρ⋆L and ρ⋆R are non negative, necessarily we have

0 ≤ ρ⋆L ≤ λR − λL

−λL
ρHLL and 0 ≤ ρ⋆R ≤ λR − λL

λR
ρHLL.

Hence, we suggest to modify the intermediate densities (2.22)-(2.23) as follows:

ρ⋆⋆L = min

(

max (0, ρ⋆L) ,
λR − λL

−λL
ρHLL

)

, (2.28a)

ρ⋆⋆R = min

(

max (0, ρ⋆R) ,
λR − λL

λR
ρHLL

)

, (2.28b)
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where ρHLL ≥ 0 is defined by (2.26).

From now on, let us emphasize that such a cut-off does not perturb the conser-
vation of the density since (2.13), or equivalently (2.27), holds true.

Concerning the chemoattractant concentration, let us set

φ̄ =
λRφR − λLφL

λR − λL
+

1

λR − λL
E0, (2.29)

where E0 is given by (2.16). Let us notice that φ̄ stays non negative. Indeed, we have
the following statement:

Lemma 2.3. Let wL and wR be two constant states in Ω, defined by (1.2). Assume
that the momentum vanishes within the vacuum regions:

ρLuL = 0 if ρL = 0 and ρRuR = 0 if ρR = 0.

Moreover, we impose the following convention: if φL = φR = 0 then

(∂xφ)L ≤ 0 and (∂xφ)R ≥ 0. (2.30)

Then, as soon as ∆t > 0 is small enough, there exists λL < 0 and λR > 0 such that
φ̄ ≥ 0.

Let us underline that the condition (2.30) to be put on both left and right variation
of φ is very natural. It will be detailed in the next section when deriving a precise
discrete formula for (∂xφ)L and (∂xφ)R.

Proof. Since E0 is independent of both λL and λR, we directly obtain the required
positiveness of φ̄ as long as φL or φR is non zero, by imposing large enough |λL| and
λR.

Next, let us assume φL = φR = 0, then we have to prove that E0 stays non
negative. We have

E0|{φL=φR=0} =

(

1− e−b∆t

b∆t

)(

D ((∂xφ)R − (∂xφ)L) +
a∆x

2
(ρL + ρR)

)

+
a

b

(

1− e−b∆t

b∆t
− 1

)

(ρRuR − ρLuL).

In vacuum regions, where ρL = ρR = 0, we get

E0|{φL=φR=0} = D

(

1− e−b∆t

b∆t

)

(

(∂xφ)R − (∂xφ)L
)

≥ 0.

Next, for non empty domain, we have

D ((∂xφ)R − (∂xφ)L) +
a∆x

2
(ρL + ρR) > 0 and lim

∆t→0

1− e−b∆t

b∆t
= 1,

to deduce E0 > 0 as soon as ∆t is small enough. The proof is thus achieved.

Arguing the non negativeness of φ̄, since φ⋆
L and φ⋆

R satisfy (2.15), by considering
φ⋆
L ≥ 0 and φ⋆

R ≥ 0, we have

0 ≤ φ⋆
L ≤ λR − λL

−λL
φ̄ and 0 ≤ φ⋆

R ≤ λR − λL

λR
φ̄.
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We thus propose the following modification of the intermediate concentration of
chemoattractant:

φ⋆⋆
L = min

(

max (0, φ⋆
L) ,

λR − λL

−λL
φ̄

)

, (2.31a)

φ⋆⋆
R = min

(

max (0, φ⋆
R) ,

λR − λL

λR
φ̄

)

, (2.31b)

where φ̄ ≥ 0 is defined by (2.29).
To summarize the present section, we have derived an approximate Riemann

solver in the following form:

w̃(x/t;wL, wR) =























wL = t(ρL, ρLuL, φL) if x < λLt,

w⋆
L = t(ρ⋆⋆L , q⋆, φ⋆⋆

L ) if λLt < x < 0,

w⋆
R = t(ρ⋆⋆R , q⋆, φ⋆⋆

R ) if 0 < x < λRt,

wR = t(ρR, ρRuR, φR) if x > λRt,

(2.32)

where the intermediate states are defined by (2.24), (2.28) and (2.31).
Once again, let us underline that this approximate Riemann solver is not fully

determined since (∂xφ)L and (∂xφ)R do not yet admit precise definition. These two
quantities will be defined in the next section according to properties to be satisfied
by the designed scheme.

To conclude this section, we establish the main properties satisfied by the obtained
approximate Riemann solver.

Theorem 2.4. Let wL and wR be two constant states given in Ω, where Ω is
defined by (1.2). Consider the approximate Riemann solver w̃(x/t;wL, wR) defined by
(2.32). Assume that the definition of (∂xφ)L and (∂xφ)R satisfies (2.30). Moreover,
assume ∆t > 0 small enough and λL < 0 and λR > 0 such that both ρHLL, defined by
(2.26), and φ̄, defined by (2.29), are non negative. Then we have the two following
properties:

(i) w̃(x/t;wL, wR) belongs to Ω for all t > 0 and x ∈ R.
(ii) Assume that wL and wR satisfy, in addition, the steady state condition (1.4a):

uL = uR = 0 and e(ρL)− χφL = e(ρR)− χφR. (2.33)

Then t(ρ̃, ρ̃u)(x/t;wL, wR) stays at rest: for all t > 0 we have

t(ρ̃, ρ̃u)(x/t;wL, wR) =

{

t(ρL, 0) if x < 0,
t(ρR, 0) if x > 0.

Proof. Concerning the first property, since we have ρHLL ≥ 0 and φ̄ ≥ 0, the
definitions of ρ⋆⋆L,R and φ⋆⋆

L,R, given by (2.28) and (2.31), immediately imply ρ⋆⋆L,R ≥ 0
and φ⋆⋆

L,R ≥ 0. As a consequence, w̃(x/t;wL, wR) belongs to Ω for all t > 0 and x ∈ R.
Concerning the second property, we have to establish that ρ⋆⋆L = ρL, ρ

⋆⋆
R = ρR and

q⋆ = 0 as soon as wL and wR satisfy (2.33). Since q⋆ is given by (2.24) and {ρ∂xφ}
is given by (2.18), we obviously obtain q⋆ = 0. Next, we evaluate the intermediate
density given by (2.28). By using (2.22)-(2.23) and (2.26), we easily get

ρ⋆L = ρL, ρ⋆R = ρR, and ρHLL =
λRρR − λLρL

λR − λL
.

As a consequence, by definition of ρ⋆⋆L and ρ⋆⋆R , given by (2.28), we immediately deduce
the expected equalities: ρ⋆⋆L = ρL and ρ⋆⋆R = ρR. The proof is completed.
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3. The Godunov-type scheme. Equipped with this approximate Riemann
solver w̃, defined by (2.32), we now derive a numerical finite volume scheme of
Godunov-type. To address such an issue, we first consider a uniform mesh discretiza-
tion in space and time made of cells (xi−1/2, xi+1/2) and time intervals (tn, tn+1). For
the sake of simplicity, we adopt constant time and space increments, ∆t and ∆x, so
that xi+1/2 = (i+ 1/2)∆x for all i in Z and tn = n∆t for all n in N.

Let be given an initial datum x 7→ w0(x) approximated over each cell (xi−1/2, xi+1/2)
by a constant w0

i defined by (see [32, 47]):

w0
i =

1

∆x

∫ xi+1/2

xi−1/2

w0(x)dx, ∀i ∈ Z.

Next, at time tn, we assume known an approximation wn(x, tn) of the solution
w(x, tn) of the system (1.1) with an initial data w0. This approximation is piecewise
constant over each cell:

wn(x, tn) = wn
i , if x ∈ (xi−1/2, xi+1/2).

Now, we evolve in time this approximation to define the updated sequence (wn+1
i )i∈Z.

This time evolution is obtained by adopting a Godunov-type strategy. We consider
the juxtaposition of the approximate Riemann solvers set at each interface xi+1/2.
We thus define

wn(x, tn + t) = w̃

(

x− xi+1/2

t
;wn

i , w
n
i+1

)

, ∀x ∈ (xi, xi+1), ∀t ∈ (0,∆t),

where w̃ is defined by (2.32). As soon as ∆t is small enough, the successive approxi-
mate Riemann solvers do not interact. The time step is thus restricted according to
the following CFL-like condition:

∆t

∆x
max
i∈Z

(

|λL
i+1/2|, λR

i+1/2

)

≤ 1

2
, (3.1)

where, with clear notations, λL,R
i+1/2 denote the left and right wave velocities involved

in the approximate Riemann solver stated at the interface xi+1/2.

The expected updated state wn+1
i is then defined by the usual L2-projection over

piecewise constant functions as follows:

wn+1
i =

1

∆x

∫ xi+1/2

xi−1/2

wn(x, tn +∆t)dx

=
1

∆x

∫ ∆x/2

0

w̃

(

x− xi−1/2

∆t
;wn

i−1, w
n
i

)

dx+
1

∆x

∫ 0

−∆x/2

w̃

(

x− xi+1/2

∆t
;wn

i , w
n
i+1

)

dx,

= wn
i − ∆t

∆x

(

λR
i−1/2(w

n
i − w⋆,R

i−1/2)− λL
i+1/2(w

n
i − w⋆,L

i+1/2)
)

, (3.2)

where w⋆,L,R
i+1/2 denote the left and right intermediate states for the approximate Rie-

mann solver w̃(x/∆t;wn
i , w

n
i+1), according to (2.24), (2.28) and (2.31).

In fact, to achieve the full characterization of the scheme, we have to propose
a suitable definition for (∂xφ)

n
i . Of course, this definition must be consistent with

∂xφ(xi, t
n). Multiple choices can be suggested. The first proposition will yield to
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easy developments and will ensure the required well-balance property for positive φ.
However, the transition with regions of vanishing φ will not be possible by adopting
this first choice to discretize ∂xφ. Next, we will show an admissible strategy to deal
with such transitions.

The first formula to approximate ∂xφ(xi, t
n) is fixed as follows:

(∂xφ)
n
i =

1

2∆x

(

φn
i+1 − φn

i−1

)

(1 + ε(∆x)), (3.3)

where ε(∆x) is a smooth function of ∆x, consistent with zero. Then ε(∆x) must tend
to zero as ∆x goes to zero. Moreover, the assumption (2.30) can be now commented.
Indeed, if φn

i = φn
i+1 = 0 then (∂xφ)

n
i = −φn

i−1(1 + ε(∆x))/2∆x ≤ 0, while if
φn
i−1 = φn

i = 0 we get (∂xφ)
n
i = φn

i+1(1 + ε(∆x))/2∆x ≥ 0. In fact, (2.30) mimics a
natural condition to be put on the derivative of φ to enforce φ ≥ 0.

The objective is now to exhibit a relevant function ε such that the required well-
balance property is satisfied. More precisely, as soon as γ = 2, the numerical scheme
must exactly capture the steady states given by (1.6), or (1.7), or (1.8). First, we
establish a sufficient condition to be put on ε(∆x) to enforce such a property.

Lemma 3.1. Assume γ = 2. Let φn+1
i be given by the numerical scheme (3.2)-

(3.3). Let us set A, B and K some given constants and C = 1
D (b − aχ

2δ ).
(i) Assume (ρni , φ

n
i ) be given by

ρni = 0,

φn
i = A cosh

(

xi

√

b

D

)

+B sinh

(

xi

√

b

D

)

> 0.
(3.4)

We obtain φn+1
i = φn

i , if we choose

ε(∆x) =
∆x2

2

b
D

cosh

(

√

b
D∆x

)

− 1

− 1. (3.5)

(ii) Assume C < 0 and (ρni , φ
n
i ) be given by

2δρni − χφn
i = K,

φn
i = A cos

(

xi

√

|C|
)

+B sin
(

xi

√

|C|
)

− Kaχ

2δb− aχ
> 0.

(3.6)

We obtain φn+1
i = φn

i , if we choose

ε(∆x) =
∆x2

2

C

cos
(

√

|C|∆x
)

− 1
− 1. (3.7)

(iii) Assume C > 0 and (ρni , φ
n
i ) be given by

2δρni − χφn
i = K,

φn
i = A cosh

(

xi

√
C
)

+B sinh
(

xi

√
C
)

− Kaχ

2δb− aχ
> 0.

(3.8)

We obtain φn+1
i = φn

i , if we choose

ε(∆x) =
∆x2

2

C

cosh
(√

C∆x
)

− 1
− 1. (3.9)
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From now on, let us emphasize that, for each definition (3.5), (3.7) and (3.9), we
have a function ε(∆x) consistent with zero since

lim
∆x→0

ε(∆x) = 0.

Proof. Concerning the establishment of (3.5), to enforce φn+1
i = φn

i , it is sufficient
to impose for all i in Z:

E0|{φL=φn
i ,φR=φn

i+1
} = 0, (3.10)

where E0 is defined by (2.16). Indeed, from (2.25) such a condition enforces the
intermediate states to be at rest, to get

φ⋆
L|{φL=φn

i ,φR=φn
i+1

} = φn
i > 0 and φ⋆

R|{φL=φn
i ,φR=φn

i+1
} = φn

i+1 > 0.

As a consequence, the updated chemoattractant φn+1
i , given by (3.2)-(3.3), stays at

rest and we obtain φn+1
i = φn

i .
Now, by imposing ρni = 0, we have

E0|{φL=φn
i ,φR=φn

i+1
} =

(

1− e−b∆t

b∆t

)(

D
(

(∂xφ)
n
i+1 − (∂xφ)

n
i

)

− b∆x

2
(φn

i + φn
i+1)

)

,

with (∂xφ)
n
i defined by (3.3) and φn

i given by (3.4). The relation (3.10) turns out to
be an equation with unknown ε(∆x). By solving this equation, we straightforwardly
recover the expected definition (3.5).

Adopting the same strategy, we establish both statements (ii) and (iii) to complete
the proof.

We are now able to give the main result of this section, where we state the
properties satisfied by the derived numerical scheme.

Theorem 3.2. Let (wn
i )i∈Z be a sequence in Ω. Assume wn+1

i be given by the
scheme (3.2), where (∂xφ)i is given by (3.3) and the function ε(∆x) is defined by
(3.5) if ρni = 0, or (3.7) if ρni > 0 and C < 0, or (3.9) if ρni > 0 and C > 0.

The scheme is non negative preserving:

ρn+1
i ≥ 0 and φn+1

i ≥ 0 for all i ∈ Z.

Moreover, if wn
i satisfies (1.4a) for all i ∈ Z:

un
i = 0 and e(ρni )− χφn

i = e(ρni+1)− χφn
i+1, (3.11)

then both updated density and velocity stay at rest:

ρn+1
i = ρni and (ρu)n+1

i = 0 for all i ∈ Z. (3.12)

In addition, with γ = 2, the scheme is well-balanced. Indeed, assume the initial
datum (w0

i )i∈Z and the function ε(∆x) respectively be given by (3.4)-(3.5), or (3.6)-
(3.7), or (3.8)-(3.9), then the updated states stay at rest:

wn+1
i = wn

i for all i ∈ Z.
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Before we establish this result, let us remark that the definition of ε(∆x) can
be unified by adopting some relevant convex combinations such that the definition of
ε(∆x) coincides with (3.5), (3.7), (3.9) according to the constraints (3.4), (3.6), (3.8).

Proof. Concerning the robustness of the scheme, since ρn+1
i and φn+1

i are given by
(3.2), both updated density and concentration of chemoattractant are positive sum
integrals of the approximate Riemann solver (2.32). Because of (2.28) and (2.31),
ρn+1
i and φn+1

i are positive sum of non negative quantities. As a consequence, we
immediately obtain ρn+1

i ≥ 0 and φn+1
i ≥ 0.

Next, we establish the preservation of both density and velocity as soon as (3.11)
is satisfied. Once again, we apply a property satisfied by the associated approximate
Riemann solver. Indeed, from Theorem 2.4, since (3.11) holds, we get

(ρ̃, ρ̃u)(x/t;wn
i−1, w

n
i ) =

{

(ρni−1, 0) if x < 0,

(ρni , 0) if x > 0,

and

(ρ̃, ρ̃u)(x/t;wn
i , w

n
i+1) =

{

(ρni , 0) if x < 0,

(ρni+1, 0) if x > 0.

From (3.2), we immediately obtain the required preservation (3.12).

To conclude the proof, we have to establish the well-balance property with γ = 2.
By induction, we have just to prove wn+1

i = wn
i as soon as wn

i satisfies a rest condition
(3.4), or (3.6), or (3.8).

First, let us assume (3.4) so that we are considering a vacuum domain. By
definition of the scheme (3.2), we immediately get ρn+1

i = 0. Adopting ε(∆x) given
by (3.5), from Lemma 3.1 we easily deduce that φn+1

i = φn
i .

Now, let us assume that wn
i satisfies (3.6). Then wn

i satisfy (3.11) and we have
proved ρn+1

i = ρni and (ρu)n+1
i = 0. Concerning the preservation of the chemoattrac-

tant φn+1
i = φn

i , once again, the result directly comes from Lemma 3.1 where we have
fixed ε(∆x) given by (3.7) and φn

i given by (3.6). The last well-balance property com-
ing from (3.8) is proved by adopting the same strategy. The proof is thus achieved.

4. Asymptotic preserving property. In fact, the derived numerical scheme
(3.2) satisfies an additional property. Indeed, it preserves asymptotic regimes con-
tained within the system (1.1).

First, we formally exhibit asymptotic regimes satisfied by the solutions of (1.1)
for long time and dominant friction. For such a regime, the velocity remains in a
neighborhood of zero. We introduce velocity, time and friction rescaling as follows:

u = νuν , t =
tν

ν
and α =

αν

ν
, (4.1)

where ν is a positive parameter devoted to tend to zero. The system (1.1) now reads:











ν∂tνρ
ν + ν∂x (ρ

νuν) = 0,

ν2∂tν (ρ
νuν) + ∂x

(

ν2ρν(uν)2 + p(ρν)
)

= χρν∂xφ
ν − ανρνuν ,

ν∂tνφ
ν −D∂xxφ

ν = aρν − bφν .

(4.2)
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We adopt a formal Chapman-Enskog expansion (see [22] and references therein):

ρν = ρ0 +O(ν),

ρνuν = ρ0u0 +O(ν),

φν = φ0 +O(ν).

We consider the evolution of t(ρ0, ρ0u0, φ0), which is easily seen to be governed by























∂tνρ
0 + ∂x

(

χ

α
ρ0∂xφ

0 − 1

α
∂xp(ρ

0)

)

= 0,

D∂xxφ
0 = bφ0 − aρ0,

ρ0u0 = − 1

α
∂xp(ρ

0) +
χ

α
ρ0∂xφ

0.

(4.3)

Now, we want that such an asymptotic behavior is preserved by the here derived
scheme (3.2). Such a property, called asymptotic preserving property, was introduced
by Jin [42]. Several papers [27, 8, 12, 9, 26, 34, 38, 19, 20] concern the establish-
ment of this property, which turns out to be delicate to be satisfied. Indeed, the
natural numerical viscosity implied by the scheme, in general, does not coincide with
the asymptotic viscosity regime. Specific numerical procedures are derived to address
such an issue. Here, the originality of the source term discretization makes the numer-
ical strategy naturally to imply the required asymptotic preserving property. More
precisely, it comes from the integral equation (2.9) and (2.10), adopted to characterize
the average of the approximate Riemann solver.

In order to exhibit the asymptotic preserving property, let us assume that the ap-
proximate solution belongs to the positive domain; namely with positive intermediate
densities (2.22) and (2.23) and positive chemoattractant (2.25). Moreover, we assume
that the wave velocities involved in the approximate Riemann solver are symmetric:

λR = −λL = λ.

Let us emphasize that such an assumption is required to expect a relevant asymptotic
diffusion regime (for instance, see [11]).

Now, we consider the scheme (3.2) but for the rescaling (4.1):

∆t =
∆tν

ν
, α =

αν

ν
and un

i = ν(uν)ni . (4.4)

For the sake of simplicity in the notation, we omit the exponent ν to write ∆t, α and
un
i .

At this level, let us assume that λ = O(1) independently of the rescaling ν. Such
an assumption turns out to be fully natural since, in practice, we have λ ≃ u+

√

p′(ρ).

Arguing the rescaling (4.4), we perform a formal Chapman-Enskog expansion of
the approximate solution:

wn
i = (w0)ni +O(ν), (4.5)

to study the discrete formulas satisfied by (ρ0)ni , (u
0)ni and (φ0)ni .
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As a first step, let us exhibit the asymptotic behavior coming from the updated
formulas for the momentum (ρu)ni . From (3.2) and (4.4), we have

ν(ρu)n+1
i = ν(ρu)ni − ν

1− e−α∆t/ν2

2α∆x

(

(ν2(ρu2)ni+1 + p(ρni+1))− (ν2(ρu2)ni−1 + p(ρni−1))

− χ∆x
(

{ρ∂xφ}ni−1/2 + {ρ∂xφ}ni+1/2

)

+
α∆x

2
((ρu)ni+1 + 2(ρu)ni + (ρu)ni−1)

)

+
∆t

∆x

λ

2

(

(ρu)ni+1 − 2(ρu)ni + (ρu)ni−1

)

.

(4.6)
Let us remark that the CFL restriction (3.1) now reads

∆t

ν∆x
max
i∈Z

(

|λL
i+1/2|, λR

i+1/2

)

≤ 1

2
,

where we have assumed λL,R
i+1/2 = O(1), so that ∆t/∆x = O(ν). Without ambiguity,

we write ∆t = CCFLν∆x, where CCFL > 0 is a constant defined according to (3.1).
Let us now replace ∆t

∆x by CCFLν in (4.6) and simplify by ν to write

(ρu)n+1
i = (ρu)ni − 1− e−α∆t/ν2

2α∆x

(

(ν2(ρu2)ni+1 + p(ρni+1)) − (ν2(ρu2)ni−1 + p(ρni−1))

− χ∆x
(

{ρ∂xφ}ni−1/2 + {ρ∂xφ}ni+1/2

)

+
α∆x

2
((ρu)ni+1 + 2(ρu)ni + (ρu)ni−1)

)

+
λCCFL

2

(

(ρu)ni+1 − 2(ρu)ni + (ρu)ni−1

)

.

(4.7)
In the limit ν tends to zero, straightforward computations yield to the following

relation satisfied by the first-order Chapmann-Enskog expansion of the momentum:

(ρ0u0)n+1
i =

1

α

(

−p(ρni+1)− p(ρni−1)

2∆x
+

χ

2
({ρ∂xφ}ni+1/2 + {ρ∂xφ}ni−1/2)

)

+
1

2

(

λCCFL − 1

2

)

(

(ρ0u0)ni+1 − 2(ρ0u0)ni + (ρ0u0)ni−1

)

.

(4.8)

In addition, since we are considering diffusive regime with smooth solutions, then we
have

(ρ0u0)ni+1 − 2(ρ0u0)ni + (ρ0u0)ni−1 = O(∆x2),

(ρ0u0)n+1
i − (ρ0u0)ni = O(∆t).

As a consequence, and since (4.8) rewrites

(ρ0u0)ni =
1

α

(

−p(ρni+1)− p(ρni−1)

2∆x
+

χ

2
({ρ∂xφ}ni+1/2 + {ρ∂xφ}ni−1/2)

)

+
1

2

(

λCCFL − 1

2

)

(

(ρ0u0)ni+1 − 2(ρ0u0)ni + (ρ0u0)ni−1

)

+
(

(ρ0u0)ni − (ρ0u0)n+1
i

)

,

we notice that we recover the required consistance with (4.2).
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Now, we turn considering the updated formula for the density. By adopting the
rescaling (4.4), we get

(ρ0)n+1
i =(ρ0)ni − ∆t

∆x

e
(

(ρ0)ni
)

(ρ0)ni

(

ℓi−1/2

(

(ρ0u0)ni − (ρ0u0)ni−1

)

+ ℓi+1/2

(

(ρ0u0)ni+1 − (ρ0u0)ni

))

+ λCCFL

(

ℓi+1/2

(

e
(

(ρ0)ni+1

)

− e
(

(ρ0)ni
))

− ℓi−1/2

(

e
(

(ρ0)ni
)

− e
(

(ρ0)ni−1

))

)

+ λCCFLχ
(

ℓi+1/2(φ
n
i+1 − φn

i )− ℓi−1/2(φ
n
i − φn

i−1)
)

,

(4.9)
where we have set

ℓi+1/2 =
1

e ((ρ0)ni ) /ρ
n
i + e

(

(ρ0)ni+1

)

/ρni+1

.

Once again, by involving smooth solutions, we have

ℓi+1/2

(

e
(

(ρ0)ni+1

)

− e
(

(ρ0)ni
))

− ℓi+1/2

(

e
(

(ρ0)ni
)

− e
(

(ρ0)ni−1

))

= O(∆x2),

ℓi+1/2(φ
n
i+1 − φn

i )− ℓi−1/2(φ
n
i − φn

i−1) = O(∆x).

Plugging (4.8) into (4.9), we easily see that the relation (4.9) is consistent with the
evolution diffusive law for ρ given in (4.2).

Finally, concerning the rescaled formula to update the concentration of chemoat-
tractant, straightforward calculations give

(φ0)n+1
i =(φ0)ni +

D

b

(∂xφ)
n
i+1 − (∂xφ)

n
i−1

2∆x
− (φ0)ni−1 + 2(φ0)ni + (φ0)ni+1

4

+
a

b

(ρ0)ni−1 + 2(ρ0)ni + (ρ0)ni+1

4
,

which is consistent to the evolution law for φ given by (4.2).
As a consequence, we have proved that the scheme (3.2) is asymptotic preserving.

5. Numerical results. We present in this section some numerical results. First,
we study the behaviour of the model when perturbing a stationary solution. Then,
numerous simulations are performed in order to look at the influence of parameters
on the stationary state for a given (non stationary) initial solution.

First, we are interested in the behaviour of our scheme on equilibrium solutions.
We consider γ = 2 and the following exact equilibrium solution (see [51]):

φ (x) =















2δbK
τχD

cos(
√
τx)

cos(
√
τx)

− aK
τD , for x ∈ [0, x] ,

− 2δK
χ

cosh
(√

b
D (x−L)

)

cosh
(√

b
D (x−L)

) , for x ∈ (x, L] ,
(5.1)

ρ (x) =

{

χ
2δφ (x) + D

b
Mτ3/2

tan(
√
τx)−

√
τx

, for x ∈ [0, x] ,

0, for x ∈ (x, L] ,
(5.2)

u (x) = 0, (5.3)

where τ = 1
D

(

aχ
2δ − b

)

and x solution of
√

b
τD tan (

√
τx) = tanh

(

√

b
D (x− L)

)

.
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Figure 5.1. ρ (on the top) and φ (on the bottom) as a function of x at time t = 0 (left) and
t = Tstat (right). Computed solutions compared to exact equilibrium given by (5.1)-(5.2)-(5.3).

When considering (5.1)-(5.2)-(5.3) as initial solution, we verify that the presented
scheme preserves this steady state. Here the domain of computation is bounded. We
have adopted Neumann boundary conditions for the density ρ and the chemoattrac-
tant φ, while Dirichlet conditions have been imposed for the velocity with u(0, t) =
u(L, t) = 0.

Concerning the choice of the velocities involved within the approximate Riemann
solver, they have been fixed as follows:

λR = −λL = λ

where

λ = max

(

|uL ±
√

εγργ−1
L |, |uR ±

√

εγργ−1
R |

)

.

From a numerical point of view, such a choice of λL and λR has satisfied the main
assumption of Theorem 2.4.

Moreover, if we slightly perturb this steady state, we observe that the solution
goes back to the equilibrium (5.1)-(5.2)-(5.3). On the left of Figure 5.1, we present
the perturbed density ρ (on the top) and the concentration of chemoattractant φ (on
the bottom) given by (5.1) at time T = 0. On the right of this figure, we present these
quantities at equilibrium. Parameters have the following values: a = b = D = δ = 1,
γ = 2, χ = 50, L = 1, ∆x = 0.01 and solutions are compared to the exact equilibrium
given by (5.1)-(5.2)-(5.3).

Next, we are interested in the different kinds of stationary solutions we can obtain,
varying some parameters. More precisely, we study test cases proposed by Natalini,
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Figure 5.2. ρ (x, t = Tstat) for L = 1 (top left), L = 5 (top right), L = 7 (bottom left) and
L = 30 (bottom right).

Nb of cells Error in L1 = L2 = L∞-norm Order
50 2.69E-2 -
100 1.33E-2 1.358
200 6.62E-3 1.340
400 3.30E-3 1.328
800 1.62E-3 1.344
1600 6.60E-4 1.536

Table 5.1

Order of convergence in the test L = 1 given in L1, L2 and L∞-norm.

Ribot and Twarogowska in [51] (see also [56]). The quantities ρ, u and φ are initially
given by ρ (x, 0) = ξ

(

1 + sin
(

4π|x− L
4 |
))

, u (x, 0) = 0 and φ (x, 0) = 0, where ξ is a

constant such that
∫ Lx

0
ρ (x, 0) dx = M0 with M0 = 1.3183 the total mass. We look

at the influence of the following parameters: L, χ and γ on the stationary state.

We first take a = b = D = δ = 1, γ = 2, χ = 3, ∆x = 0.01. We represent in
Figure 5.2, respectively Figure 5.3, the density ρ, respectively the momentum ρu, as
a function of x at time Tstat such that ||ρ (x, Tstat)−ρ (x, Tstat −∆t) ||∞ < 5× 10−12,
for different values of L. In Figure 5.4, we display the residues during time of ρ and
ρu, which confirms that we have reached a steady state. We recover the same steady
states as in [51] except for L = 30. The figure corresponding to this test with L = 30
in [51] (Figure 4.7 page 34) makes us suppose that they have not reach the steady
state, perhaps because of the computational time. Since the exact solution is known
in the test involving L = 1 (ρ = 1.3183, φ = 1.3183, u = 0), we have evaluated the
order of the scheme given in Table 5.1.
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Figure 5.3. ρu (x, t = Tstat) for L = 1 (top left), L = 5 (top right), L = 7 (bottom left) and
L = 30 (bottom right).
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Figure 5.4. Evolution of residues on ρ and ρu in L2-norm as a function of time for L = 1
(top left), L = 5 (top right), L = 7 (bottom left) and L = 30 (bottom right).
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Figure 5.5. ρ (x, t = Tstat) for χ = 3 (top left), χ = 5 (top right), χ = 50 (bottom left) and
χ = 200 (bottom right).

We now fix L = 7 and represent, in Figure 5.5, ρ as a function of x at time
Tstat for varying χ. The obtained numerical results are in a good agreement with the
simulations presented in [51].

Finally, we present in Figure 5.6 the influence of γ, with the following parameters:
a = 20, b = 10, D = 0.1, δ = 1, χ = 10, L = 3, ∆x = 0.01 and ξ = 1. For these tests,
we also recover the results of [51].

6. Conclusions. The Finite Volume scheme presented in this paper has been
constructed by deriving a pertinent approximate Riemann solver, in order to exactly
preserve equilibria of particular interest for the 1D chemotaxis model (1.1). As in
[51], the scheme is well-balanced in the two first variables ρ and ρu when γ > 1. But
here, steady states at rest are also exactly preserved in the third variable φ in the
case γ = 2. The key point is to use the analytic expression of equilibria when defining
a discrete approximation of ∂xφ on the mesh. Moreover, the designed scheme is able
to deal with vacuum regions and is Asymptotic Preserving when the friction term
is dominant. Many numerical results have been performed for different initial datas
and parameters in order to validate the scheme. As expected, results are similar to
those of [51]. Some of them are presented in this paper for illustrating the capture
of equilibrium solutions and their diversity, depending on the domain length L, the
constants χ and γ.

Concerning a practical point of view, this method must be now extended to
consider accurate 2D simulations. The order of approximation can be extended by
adopting usual technique (MUSCL approach for instance). The main difficulty coming
from high-order extensions is to preserve the steady states. Concerning both density
and momentum high-order reconstruction, it is possible to adopt reconstruction based
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Figure 5.6. ρ (x, t = Tstat) for γ = 2 (top left), γ = 3 (top right), γ = 4 (bottom left) and
γ = 5 (bottom right).

on the steady states definition (1.4a). The reconstruction of the chemoattractant
concentration turns out to be more severe since we have to preserve nonlinear functions
given by (1.6) or (1.7) or (1.8). Next, to get 2D extensions, some usual techniques
can be considered (for instance, see [10] and references therein). In fact, the problem
stays in the description of 2D steady states at rest.
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water systems in 2D domains using finite volume methods and multimedia sse instructions.
Journal of Computational and Applied Mathematics, 221(1):16–32, 2008.

[22] C. Cercignani. The Boltzmann equation and its applications. Applied Mathematical Sciences,
67, Springer-Verlag, New York, 1988.

[23] C. Chalons, F. Coquel, E. Godlewski, P.-A. Raviart, and N. Seguin. Godunov-type schemes
for hyperbolic systems with parameter-dependent source. The case of Euler system with
friction. Math. Models Methods Appl. Sci., 20(11):2109–2166, 2010.

[24] S. Chen, D. Huang, and X. Han. The generalized Riemann problem for first order quasilinear
hyperbolic systems of conservation laws I. Bull. Korean Math. Soc, 46(3):409–434, 2009.

[25] A. Chertock, M. Dudzinski, A. Kurganov, and M. Lukáčová-Medvidová. Well-balanced schemes
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