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Abstract Methodologies are presented that enable the construction of prov-
ably linearly stable and conservative high-order discretizations of partial dif-
ferential equations in curvilinear coordinates based on generalized summation-
by-parts operators, including operators with dense-norm matrices. Specifically,
three approaches are presented for the construction of stable and conservative
schemes in curvilinear coordinates using summation-by-parts (SBP) operators
that have a diagonal norm but may or may not include boundary nodes: 1)
the mortar-element approach, 2) the global SBP operator approach, and 3) the
staggered grid approach. Moreover, the staggered grid approach is extended
to enable the development of stable dense-norm operators in curvilinear co-
ordinates. In addition, collocated upwind simultaneous approximation terms
for the weak imposition of boundary conditions or inter-element coupling are
extended to curvilinear coordinates with the new approaches. While the em-
phasis in the paper is on tensor-product SBP operators, the approaches that
are covered are directly applicable to multidimensional SBP operators.
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1 Introduction

The summation-by-parts (SBP) framework provides a systematic methodol-
ogy for the development and analysis of stable and conservative methods for
linear partial differential equations (PDEs) with variable coeflicients (see the
review papers [20,46]). SBP operators are matrix difference operators that are
mimetic of integration by parts (IBP). The mimetic property of SBP opera-
tors is transferred to the complete discretization by combining SBP operators
with appropriate procedures for coupling and imposition of boundary condi-
tions (e.g. simultaneous approximation terms (SATSs) [5,6,36,37,7]); in doing
so, stability is proven in a one-to-one correspondence with continuous stability
proofs. The SBP framework is attractive for the design and analysis of numer-
ical methods because stability and conservation proofs reduce to the exami-
nation of matrices and their properties. This makes the approach applicable
to the analysis of practical implementations of numerical algorithms, i.e., nu-
merical integration is easily included in the analysis. Moreover, the framework
is accessible to a broad range of researchers because it only requires simple
matrix algebra, for the discrete analysis, and introductory level calculus, for
the continuous analysis.

In recent years, there has been a sustained effort to extend the SBP con-
cept to include a broader set of existing and novel discretization strategies,
including continuous and discontinuous Galerkin [31,17] and flux reconstruc-
tion [42,41] methods as well as extensions to the analysis of nonlinear PDEs
and general element types such as tetrahedra [26,17,3,40,4,39,33,21,14,16,10,
19]. The resulting generalizations allow for the construction of schemes hav-
ing the SBP property on fairly arbitrary nodal distributions including those
that do not have nodes on the boundaries (this implies that the surface mass
matrix is not collocated). For curvilinear coordinates, until recently, it was un-
clear how to prove conservation for schemes constructed with SBP operators
that do not have collocated surface mass matrices. However, this issue was
solved by Crean et al. [16], in the context of multidimensional SBP operators
(the solution of which was applied in the context of p-refinement on tensor-
product operators by Ref. [18]). Another outstanding issue is construction of
stable schemes using SBP operators that have dense norms (mass matrix) in
curvilinear coordinates. Svard [45] proves that, in general, a valid norm can-
not be constructed, and therefore energy stability cannot be proven, because
the norm matrix does not commute with the diagonal metric Jacobian matrix.
However, in the context of modal based schemes, the modal decoupled SBP op-
erators of Chan [10,11] result in provably stable discretizations for dense-norm
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operators. This approach circumvents the issues in Svérd [45] by incorporat-
ing the metric Jacobian into the norm matrix. The resulting schemes are the
modal equivalent of the staggered approach presented here (see also the work
of Chan et al. on the weight adjusted discontinuous Galerkin approach [12,9,
13]). Alternatively, Ranocha et al. [43] examine one-dimensional PDEs with
a varying metric Jacobian and construct dense matrices, J, such that Jc(ii—;‘
approximates the metric Jacobian times the time rate of change of the solu-
tion. In order to obtain stability, the matrix J is constructed such that when
multiplied by the mass matrix, H, HJ = JTH and HJ is symmetric-positive
definite.

In this paper, the focus is on nodal SBP operators and construction of
stable and conservative schemes in curvilinear coordinates. In particular, the
objective is to present a number of alternative methods to handle diagonal-
norm generalized SBP (GSBP) operators that do not have a collocated surface
mass matrix and SBP operators with a dense norm. For diagonal-norm GSBP
operators, several constructions that lead to stable and conservative schemes
in curvilinear coordinates are presented, specifically:

— the mortar-element approach [30,18] that require metric approximations
based on Crean et al. [16]

— the global SBP approach

— the staggered grid approach [39,19]

In addition, the staggered grid approach is extended for the construction of
stable and conservative approximations in curvilinear coordinates using dense-
norm SBP operators. While we emphasize tensor-product SBP operators, the
developments in this paper can be directly applied to multidimensional SBP
operators. Moreover, because the resulting schemes have the SBP property,
they can be extended to entropy stable schemes for nonlinear conservation
laws [25,28,27,3,39,8,8,53,16,14,10,50,24,51,49,32,52].

The paper is organized as follows: the notation that is used is summa-
rized in Section 2 and a brief review of SBP operators is given. To motivate
the semi-discrete stability analysis, the continuous stability analysis of the
convection equation in curvilinear coordinates is reviewed in Section 3. The
schemes developed in this paper are provably element-wise conservative in
curvilinear coordinates and this is discussed in Section 4. Several approaches
for constructing stable and conservative discretizations using diagonal-norm
SBP operators are reviewed in Section 5 and presented and analyzed in Sec-
tions 6 and 7. Approximation of the metric terms that arise from transforming
PDEs into curvilinear coordinates such that a freestream is preserved is de-
tailed in Section 8. The staggered-grid approach is reviewed in Section 9. This
is followed by extension of the staggered-grid approach to dense-norm SBP
operators (Section 10). Compatible SATs for interface and boundary condi-
tions are presented in Section 11. A small set of numerical examples to verify
the theory presented in the paper are given in Section 12. Finally, conclusions
are drawn in Section 13.
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(i,j,k) min/max face number
1 min 1

i max
7 min
i max
k

k

min
max

S T W N

Table 1 Face numbering convention

2 Notation, definitions, and review of SBP operators

The notation used in this paper is consistent with that in Refs. [18,21,33];
readers familiar with that notation and SBP operators can skip to Section 3.
Consider a hexahedral physical domain 2 C R3, with boundary 2, in Carte-
sian coordinates (21, xa, x3) C R3. The domain, 2, is partitioned into K non-
overlapping hexahedral elements, 2, k = 1,..., K. Associating the index
3-tuple (4, j, k) with the computational coordinate 3-tuple (&1, &2, £3), then the
face numbering convention used in this paper is given in Table 2.

The domain of the ' element is denoted by 2, and has boundary I}, =
0f2,.. In order to use differentiation matrices constructed on a reference ele-
ment, PDEs are solved in curvilinear coordinates, (&1, &2, £3) C R3, where each
02, is locally transformed to the computational domain 02, (e.g. the reference
element) with boundary I, = 092, under the following assumption:

Assumption 1 FEach element in physical space is transformed using local and
invertible curvilinear coordinate transformations that are compatible at shared
interfaces, meaning that points in analogous locations in computational space
on either side of the shared surface are mapped to the same physical location.

Matrices are presented using capital letters in sans-serif font, for example

A, while vectors are denoted with lower-case bold font, for example & =
T . . . .

[€11,---,&,n] - Continuous functions on a space-time domain are represented

by capital letters with script type. For example,

u (Ela &2, &3, t) er’ ([0451 ) ﬁfl] X [aﬁzaﬁfz] X [aﬁsaﬁﬁs] X [Oa T])
denotes a square integrable function. The restriction of such functions onto a

grid is represented by lower-case bold font; for example the restriction of U
onto a grid of V1 X Ny x N3 nodes is given by the vector

u=[U1,1,821,831,1),- - ,U(ELNUELNQafs,Ns,t)]T .

2.1 Review of tensor-product SBP operators

In this paper, one-dimensional SBP operators are extended to multiple dimen-
sions using tensor products.
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Definition 1 The tensor product between matrices A € R"*™ and B € RP*4
is denoted by
al,lB e al,mB

A®B=

an1B ... apnmB
and has the following useful properties:

- (AoB)" =AT @ BT,
- (A®B) '=A"1@B !,
— if the products AC and BD exist then (A ® B) (C® D) = AC ® BD.

SBP operators are matrix difference operators approximating derivatives at
mesh nodes; they can be characterized in terms of their degree, which is the
degree of monomial that they differentiate exactly. In this paper, the word
order is reserved to refer to the order of the solution error and the accuracy
of the discretization is exclusively discussed in terms of degree. The definition
of a one-dimensional SBP operator in the & direction is [17,20,46]:

Definition 2 Summation-by-parts operator for the first derivative:
A matrix operator, DSD) € RVixNi is an SBP operator approximating the
derivative 8%1 on the nodal distribution & € [ag,, B¢,], of degree p if

1. DYPef = kef ! k=0,1,....p;

-1
2. DSD) = (HSD)) QSD), where the norm matrix, HSD), is symmetric

positive definite, and;
T T
1D) _ («(1D) |, 1(1D) (1D) _ (1D) aD) _ (=(1D)
3. Q&z - (sz + §Efz )’ where Sﬁz - (Sﬁz ) ) Eﬁz - (Eﬁz ) ’

and ESD) satisfies
T —(1D) oj it it ..
(&) ESPe =B —al?, i j=01,...r, r>p

For the purpose of imposing boundary conditions or inter-element coupling
using SATs, it is convenient to decompose ESD) as [17]
ap) _ T T
Efl - tﬂsl tﬂil - taﬁltail ’

where
tho & =af, ti & =5 k=01,

ag,
The tensor-product extension to three dimensions of the first-derivative SBP
operators is given as

)

1D 1D 1D
De, = Dél ) ®lg, ®ley, Dg, =lg ® D§2 ®lgy, D =lg ®le, ® Dés )7

where lg, € RNtXNi are identity matrices for [ =1, 2, 3.
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For the purpose of analysis, it is convenient to rewrite the tensor-product
operators as multidimensional SBP operators; for example

D§1 = H_lQEN Q§1 = QgD) ® HgD) Y HgD)v

— y@1D) (1D) (1D)
H= Hfl ® H§2 ® H§3

— —pT 1 — T L1
Efl = Eﬁ€1 + EOL€17 Eﬁ€1 = Rﬁﬁl HflRﬁ€17 E = 7Ra£1 Hfl Raglv (1)

Qg —
_ y@D) (1D)
Hfl = H€2 ® Hfs )

— 4T _,T
Rﬂgl = tBﬁl ® |£2 ® Ifd’ Roz51 = ta L ® |£2 ® |£3

g
To clarify the meaning of each of the constituent matrices, i.e., H, Q¢,, E¢,,
etc., we link them here to various bilinear forms. Consider the vectors w and
v constructed from the evaluation of two continuous functions &4 and V on the

nodes of a tensor-product hexahedral element in computational coordinates,
then

U,

vEHuN%/ V,{Z/l,idfz, vEleunz/ V,i—dfz, UEEglunz% V,{Z/l,ingldf,
2 0, i

081
vEE%lun ~ 7{% V,iunngldf, UEEggl’u,,{ ~ %AB V,iunngldf,
! Fﬁfl

K

where ng, is the & component of the unit normal, and 174 and f’fsl are the
surfaces perpendicular to the &; coordinate. Furthermore, the operators Ra,,
and Rg,, interpolate/extrapolate to opposing surfaces, i.e.,

B B B
Raslun%un( ‘1151’ ;51, ;51) RBglun%Z/{n( 151, 251’ 351),
where EZ—%I and Efsl, 1 =1,2,3, are the coordinates of the nodes at the I

and I ,'f 1 surface respectively.

3 Linear stability analysis of the convection equation in curvilinear
coordinates

The combination of SBP-SATs to discretize PDEs in a stable fashion is based
on the idea of mimicking, in a one-to-one fashion, the linear and nonlinear
stability proofs available for continuous PDEs. To motivate the semi-discrete
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stability analysis that appears later in this paper, the stability analysis of the
three-dimensional periodic convection equation,

Z—“:, V(onasa) €01 =2 20, (2

is reviewed.
The initial and boundary conditions are

U(x1,x9,x3,0) = Up(x1, T2, 23),

U0, zo, x3, )—u(1,$2,$3,t),

U(x1,0,23,t) = U1, 1,23, ), Y (x1,22,23) €[0,1]*, >0,
U(x1, 2,0, t) U(x1,x2,1,1).

3)

The domain 2 is partitioned into K sub-domains {2, and on each a time-
invariant curvilinear coordinate transformation is applied to (2). Thus, in
strong conservation form, on the x* element (2) becomes

j/{ u + Z agl <jl<é agl I{> :07 (&1752753) € QK} (4)

where the metric invariants have been used to obtain this form:
) ¢
— e—— | =0, =1,2,3, 5
Z 98, (j 3$m) m (5)

and 7, = det (M . By noting that

0(£1,€2,83)T

300 o, 210 o, agl U,
Z_ (jﬁaTuﬁ) - 25_ (jn—u _jf'i 351 )

where the metric invariants (5) have again been used, the conservative form
of the convection equation (4) is recast in skew-symmetric form [28]

M, 1 & d %, 8& U,

This form is important in constructing a provably stable semi-discrete form.
Furthermore, it will be shown that in order to preserve a freestream and
element-wise conservation, the discrete metrics must satisfy the metric in-
variant condition discretely.
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Now, the energy method is used to show that the problem defined by (6)
(or equivalently (4)) with data (3) is stable. Multiplying (6) by the solution
and integrating in space results in

U, -
/fﬁ <Z/lm7,{w> df2+

U <~ [0 0% 06 U, .
/ﬁN o Z {3_& (jﬁ% ﬁ)-l-\ﬁﬁa&} d2=0. (7)

l,m=1

2
For the temporal term, the equality UKJN% = %% and then the Leib-
niz rule are used to bring the derivative outside of the integral. For the spatial

term, integration by parts is used, which results in

d
Sl + §

where ng¢, is the & component of the outward pointing unit normal and the
following norm is introduced:

3
o¢ .
D Tng Un)ng pdl =0, (8)

r l,m=1 m

U]1%, = /Q U2T,d0.

Applying the boundary conditions, integrating in time, applying the initial
condition, and rearranging gives

U, = lltho)

T 9)

which shows that the solution is bounded by the data and therefore the prob-
lem is stable.

4 Conservation

The discussion in this section follows closely that in Ref. [18]. Our interest is in
solving nonlinear conservation laws; this implies that in finite time non-smooth
solutions can result even when the conservation law is closed with smooth data.
In the case of the linear variable coefficient hyperbolic conservation laws that
are analyzed in this paper, non-smooth solutions can only occur as a result
of the initial condition or the boundary conditions. In order to accommodate
non-smooth solutions it is necessary to consider the weak form of the conser-
vation law. The importance of the weak form is that it supports a restricted
class of discontinuous solutions, i.e., those that support the Rankine-Hugoniot
conditions.
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In this paper, semi-discrete forms are analyzed; thus, the appropriate weak
form is

3
agl Wi\ 5
TwgeFem A2+
Jo 5 X %

3
1o) “
7{12 > Tngr 51 CFengdl =0, 120, w=12,.. K, (10)
Iy

l,m=1

for all test functions V, € C! (Qn) The flux function F,, in the current

context is a scalar and is equal to U,.

At its core, the analysis that is employed relies on the Lax-Wendroff The-
orem [35]. To use this theorem, it is necessary to recast the schemes in tele-
scoping flux form, which in one dimension at node j over a control volume

[zj_% , zj+%} reads

du; n (gj-i-% - gj—é)
dt Ax
where ¢ is a unique general scalar flux function at the boundaries of the control

volume and Az is the mesh spacing. If a scheme can be recast in this way it
is said to be conservative.

=0,

4.1 Element-wise conservation

Here, the necessary tools are laid out to prove that the schemes have a tele-
scoping flux form at the element level. Recently, Shi and Shu [44] presented an
extension of the Lax-Wendroff Theorem [35] applicable to element-wise conser-
vation analysis for general multidimensional discretizations. Here, use is made
of Shi and Shu’s framework, as applied to curvilinear coordinates and SBP
operators as given in Ref. [18]. It is necessary to show that the semi-discrete
equations satisfy the following:

— Telescoping form: The schemes can be algebraically manipulated into a
general telescoping flux form at the element level given by

3
du,i " Z( (21—1) 9’221)) =0, (11)

=1

where @, is a generalized locally conserved quantity and g(2l D and g(2l)

are generalized fluxes on the (21 — 1) and 2[ faces of the element, respec-
tively. A necessary condition for the scheme to have the telescoping prop-
erty is that fluxes on any interface are unique.
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10

— Consistency: For a constant flow U = U,

, = <  J.d2+ O(h)) U,
24

g1 — 23: (

m=1

(21-1) afl R

I

! : @ ag -
g = Z ] jﬁa—ngldf +O(h) | Fe,, U,
m=1 Iy Tm

where h is an appropriate measure of the element size.

Boundedness: The generalized conserved quantity and fluxes are bounded

in terms of the L* norm of the numerical solution:

[t (wn) = B (vn)] < Ch? [|lun — vall e 5,

2 (an) = 2D ()] < CH i — ol (13)
‘9,(3“ (up) — g (’Uh)‘ < Ch ! un — vnl oo,y

where u;, and vy, are two discrete functions in the numerical solution space
and C'is some positive constant. Moreover, B,, = {a: €ER? : |z —=x| < ch},
x. is the element center, ¢ (> 1) is independent of mesh size, and d is the
spatial dimension (here d = 3).

— Global conservation:

K

> ik = / UdR + O(h). (14)

k=1

Remark 1 The Shi and Shu framework is meant to deal with a very large
class of schemes; however, in the current context, the generalized quantities
approximate the following:

TS / UTJ,.d02,
QN
¢ & -
921-1) ~ mzzl 7{%211) T %}—zm”&dn

~ i T ﬁf nedl’
g2 =~ — e Kaxm Tm TV .

5 Overview of the discretization approaches

The SBP framework provides a simple algebraic means of developing and
analyzing numerical methods and in recent years has been extended along the
lines of finite-element schemes. In that context, it is natural to introduce three
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11

solution nodes
o flux nodes (volume quadrature/cubature nodes)

e face quadrature/cubature nodes

Fig. 1 The various nodes used to construct an SBP operator.

sets of nodes, a set of solution nodes where the unknowns exist, a set of volume
quadrature/cubature nodes, where volume integrals are approximated (we will
think of them as flux nodes where derivatives are approximated), and a set of
surface quadrature/cubature nodes, where surface integrals are approximated
(on these surfaces, inter-element coupling or boundary conditions are weakly
imposed) see Figure 1. By combining different sets of nodes, different SBP
schemes emerge; construction of energy stable approximations in curvilinear
coordinates is the main focus of what follows. The extensions contained herein
allow for the SBP framework to be applied to the design and analysis of a
large set of existing and novel schemes with provable properties.

The first set of SBP operators that are consider are those where the solu-
tion nodes and volume quadrature nodes are collocated (by collocated we mean
that these two sets of nodes are identical) but where the surface quadrature
nodes are not. Two approaches are developed for constructing energy-stable
discretizations in curvilinear coordinates. In the first, the surface quadrature
nodes are conceptually located on a mortar element that resides between ele-
ments (the mortar element is one dimension lower than the volume elements,
i.e. 1D = point, 2D = surface, and 3D = plane). On this mortar element,
inter-element coupling and boundary conditions are weakly imposed. The main
difficulty resides in the construction of the metric terms that result from the
curvilinear coordinate transformation such that the resulting scheme is energy
stable, conservative, and freestream preserving. Alternatively, for this same
class of SBP operators, we consider constructing a global SBP operator over
the entire mesh, which allows for well-known freestream-preserving procedures
for the approximation of metric terms to be applied, such as the approach of
Thomas and Lombard [47].

Next we consider using distinct solution and volume quadrature nodes but
retain a diagonal-norm matrix (i.e., a mass lumped mass matrix which results
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by approximating the mass matrix using a quadrature rule on the solution
nodes). The technical challenge with this approach is constructing interpola-
tion/extrapolation operators from the solution nodes to the volume quadrature
nodes and back so that the SBP property is preserved. The resulting schemes
allow for the introduction of the concept of over-integration into the SBP
framework.

Finally, again considering distinct solution and volume quadrature nodes,
we consider the construction of stable SBP schemes where we do not mass
lump, i.e. the mass matrix is no longer diagonal and again, the difficulty resides
in how to construct proper interpolation/extrapolation operators.

6 The mortar-element approach

In this section, the construction of stable and conservative collocated GSBP
discretizations of linear PDEs in curvilinear coordinates is discussed. The re-
sulting discretization is an application of the work of Crean et al. [16] on
multidimensional SBP schemes to tensor-product SBP schemes. The critical
difficulty resides in how to construct the SATs and how to approximate the
metric terms (this is accomplished by introducing a fictitious surface between
abutting elements, the mortar element, on which the coupling terms are con-
structed). The discretization of (6) is given as

du, 1 < , 0 , 0
diag (), ;Lt +§ Z (D& diag <‘70$£> + diag <‘78xi) D£l>u,€

l,m=1

3
_ 1 . afl 1 K,m K,m
H Z {§E£z diag (j_axm> U D) (E2lto(2l—1)u(2l_1) + E(2l—1)to2lu2l)} .

l,m=1

(15)

where, diag (J),, and diag (j 2 ) are diagonal matrices with approxima-
K

O
tions to the metric Jacobian and metric terms along their diagonal, respectively
(how these terms are approximated is dealt with later). Furthermore, us; and
U(z;—1) are the numerical solution in elements abutting the 2/ and 2/ — 1 inter-
faces, respectively. Moreover, the RHS of (15) is composed of the SATs used
to weakly impose inter-element coupling or boundary conditions. The coupling

terms of the SAT, for example, E'({Q’ﬁl)mm which is associated with the metric
08

terms Jy 5., couples the (2] — 1) face of the abutting element to the 2/ face
of the x element. Moreover, these coupling terms are then constructed to a)
preserve design order and b) so that skew-symmetry is maintained globally
(the construction of the coupling terms so that skew-symmetry is preserved is
discussed later).

To give further insight into the terms in (15), we recast into integral form by
multiplying by the restriction of a test function, V,, onto the element’s solution
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nodes, v, and discretely integrating. This is accomplished by multiplying (15)
by vI'H, resulting in

dux
Fodt

> ¢ ¢
#guIH S (D ding (7550 ) g (755 ) D Jue

l,m=1

T gl K,m K,m
Z { E¢, diag («7 m) Ur =5 (E2lto(2l HY@-1 + E(211)c021“21)}'

l,m=1

vEH diag (J)

Each of the terms approximates the following bilinear forms:

v Hdiag (J) / Vull, T2,

“dt

<D€z diag <j%) + diag (jﬂ) Dgl> u
(515 (s 2 )

o (. o 96 U, -
/Q{ O (jﬁ - u)+vyﬁ 6&}(19,

v Eg, diag (Ji> Uy A jé vnu,{jﬁﬂn&dﬁ.
T /) . I Or

m

Finally, as will be shown later, the coupling terms are constructed to approx-
imate

K,m afl .
Vs Bolio(a—1) W(2t-1) & ﬁ oy VU1 Tk 9z, e dr,

”'*@El({éﬁnmzzu?l ~ j{ V Uzzjn 5 g dl.
Ff

m

The design principle used to construct (15) is to extend the SBP property to
the discretization over the full domain. To do so, the discretization must have
the SBP property Q + QT = E over the full domain. On interior elements, this
means that the SAT that is added— which can be thought of as the difference
between the numerical flux and the on element flux —must lead to a skew-
symmetric operator on the on-element contributions, i.e., u,. What is required
is that the on-element contributions to the spatial derivative terms are skew-
symmetric with respect to the norm matrix H. Multiplying the on-element
contributions,

(D& diag (Ji> <ji) D¢, — HT'Eg, diag (Ji> > ,
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Discrete MI system 1

Discrete MI system 2

Mortar element: Metric terms specified

Fig. 2 Depiction of the metric invariant systems that are solved: square nodes are flux
nodes to which the solution is projected and at which the analytical metrics are used, while
circles are the nodes at which the numerical solution is solved for.

by H and using the SBP property, results in
1 : & 1 : & 1. 9§
5551 d1ag< %)RZE& d1ag< . R+§d1ag Pz RSgl
L. 9§
+Zd1ag< E)RE&’

which is skew-symmetric. What remains is to construct the coupling terms,

for example Egig(2l—1)’ to maintain skew-symmetry.

6.1 Construction of the coupling terms

The construction of the coupling terms considered here borrows from the work
on h/p-refinement in curvilinear coordinates in Ref. [18,30,29], which itself is
based on the work in Crean et al. [16] on multidimensional SBP operators. The
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basic idea is to approximate the metric terms in such a way that a discrete
version of the metric invariants, local to the element, is exactly satisfied (this
is important in free-stream preservation and for nonlinear stability proofs). To
explain the idea, consider two-dimensional SBP operators constructed on the
degree 2 Gauss nodes and two elements with a shared vertical face as in Fig. 2.

The two elements interact at the flux nodes at the shared interface through
the coupling terms. On these nodes, the metric terms are specified and coupling
terms are created from the projection of the solution on either side using the
interpolation/extrapolation R operators. The form of the coupling matrices,
on the k' element, are given as

K,m . 0
SHOES REngJ_l diag (jagl

? T gL o6 \'
> Rae,» Epimt = —RY, HE diag <ja$ ) Roe,

-T’m m

06 \* € \°
= R}E@Hé diag (j%> Rae,s Efios = ngngg diag <ja) Rse,

K,m . 0 3 0 K,m . 663 °
Estos = REsg Hﬁls diag (*7 o ) Rag, Eslos = _Rr(££3 HfLs diag (j—az Rge,
(16)

2
where the superscript on the mortar metric terms, e.g., diag (j gfl ) denotes

the surface of the element k element these terms are being used for. In the
coupling matrices, the metric terms are specified, for example using the ana-
lytical metrics. This means that any two elements sharing a surface have the
same metric terms at the nodes of the mortar element.

Remark 2 The SAT, besides leading to stable and conservative schemes, must
add design order terms; this is guaranteed by construction and the accuracy
of the R operators (see Ref. [18] for a thorough discussion).

We can see that by construction, for example,

2
v R}, Hg, diag (j a3 ) Rae, U1 & 7{ Vmuljnﬂn&df’m
1 0 ! i 0T,

T T

since the interpolation/extrapolation operators interpolate/extrapolate v,; and

2
w1 to the nodes of the mortar element and then Hé diag ( J gfl ) approxi-

mates the above integral.
The first task is to show that using these coupling terms, the scheme is
stable.

Theorem 1 The semi-discrete scheme (15) is stable for the periodic problem
using the coupling terms (16). Therefore, using appropriate boundary SATs,
the schemes are stable for nonperiodic problems.

Proof See Refs. [18,30,29,16] for the required steps.
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As the interest is in the solution of conservation laws that may have dis-
continuous solutions, the scheme must be conservative, at least at the element
level. Moreover, having a discretization that is freestream preserving is desir-
able. In much the same way that the metric terms for standard SBP operators
need to be constructed in a particular way (see [48]) the metric terms for dis-
cretization (15) need to be computed so that a discrete version of the metric
invariants (5) is satisfied; this is discussed in the following theorem:

Theorem 2 If the metric terms satisfy the following discrete form of the met-
ric invariants (5):

Z D¢, diag ( %6 ) 1=
_ . aEl K,m K,m
H! Z {Eéz diag (jﬁ) (Ezzm(zz 1) E(zz 1)c0211)}

=1

m=1,2,3, (17)

then discretization (15) is freestream preserving, element-wise conservative,
and can be algebraically manipulated into the general element-wise telescoping
form (11), where

1"Hdiag (J),, u

3
1
20-1) — TpEk,m TpEk,m
( ) = §m§ 1( nE21t0(2l 1)1+1 E2lto(2l 1)u21)’ (18)

—_

3
20) — K,m TEk,m
9;(1 =< Z ( E(2l 1) ozl T1 E(zz 1)t02lu(2l*1)) :

l\D

Proof See Ref. [18] for the required steps. Note that the conditions (17) can
be easily obtained by inserting the constant vector for the solution.

Construction of metric terms that satisfy (17) is addressed in Section 8.

7 The global SBP operator approach

As previously stated, the guiding design principle in the SBP-framework is to
extend the SBP property to the full domain discretization. In this section, this
is accomplished in a direct fashion by constructing a global SBP operator over
the domain and then using it to discretize (6). All SBP discretizations can
be viewed in this way, i.e. that they result in global SBP operators in physi-
cal space. Here, we are constructing a global SBP operator in computational
space (note that a global transformation is not assumed). The concept is best
illustrated with a simple one-dimensional example with three elements.
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Consider the approximation to the derivative g—g using SBP/GSBP oper-
ators
-1
=(H¢
( 51) -9
1 =9, =uy
1Dy~
(Hfl ) QélD) U
(o))~ L QuD) _ D¢
(Hfl ) Qg (D) U2 | = Vg Uy,
()" S

1
where Dgl = (ng) le. The resulting differentiation operator satisfies the
following SBP condition:

(1D)
Eﬁz

T
g g _F9 — (1D)
§z+( El) _EEL_ E&z
EélD)
l

While Egl satisfies the polynomial exactness conditions on E, it does not have
an outer product expansion. This can be remedied by using symmetric SATs
to couple the interfaces of the three elements as follows:

My(1D)
Hfz
HI = HUD)
o & apy |
L Hfz
M(c(D) _ 1 T 1 T
(Sgl - 2ta51 taﬁl) 7§tﬁ51ta£1
9 — 1 T (1D) 1 T
& = §t0‘51 tﬁgl Siz _§t551t0¢51 )
1 T (1D) | 1 T
I 3tae, L, (Sgl + §tﬂ51tﬁgl)
(1D) 1 T
S&z 72t?1€b§0‘51
g — |1 T 1 T
sz = §t0‘51tﬁ&1 SEL _§t(51€bt)0‘£1 ’
1 T
§t0‘&1tﬁg1 S&z
and B, =EJ, + E%sl’ where
, , , T t%ltoz51 00 , , , AT 00 0
Easl = tozsl (tasl) =~ 0 00], Eﬁgl = tﬁgl (tﬁgl) = |00 OT
0 00 00 ts, t}

T T
g . T T T g _ T T 4T
8, = [t 0”0 } ot = [0 0 ,tﬂsl]

Qeq )

T
The resulting global SBP operator has the desired property of Q¢ + ( gl) =
EY .

&
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The global operator approach allows the standard finite-difference ap-
proach for the approximation of the metric terms to be reused. We note that
the boundary conditions are imposed using SATs. The discretization for the
periodic problem has the form

. d 1 2 . ) 9
diag (J), ;qu H, 1 ( ¢ diag <j£) + diag <‘78x£) Zl> u, =0,
l,m=1 g g

m m
(19)
where le has been appropriately constructed to absorb the periodic bound-
ary conditions and is therefore different than in the above example at the
boundaries.
On the ™ element, the global SBP operator Dgl ug = Hg_ngl u, has the
form

(Dgzug) (k=1)N+1:kN)=

_ 1 1
1 (Q&u,€ — EE&’U/H + 5

1
T 1yl T 4l
Rﬂil H& Rasl U2 — §Ra5l Hgl Rﬂil 'U,(2l1)) R
where Matlab notation has been used and N is the total number of nodes in
the element; thus, on the £ element, the discretization of (6) using the global
SBP operator approach is given as

: duy
dlag(j),gﬁ
%3 : o€
t3 H 11;1 (Q&dlag( ;)Nerlag(J—axfn KQsl u
o€ . )3
" mz (a0 (75 I)KE“E&dlag(jﬁ I
3 21
1, 9
_ZH 121 (R Ra,, diag (\7%) U2 (20)
¢ (21—1)
—RY, H&Rg,, diag (j—l) u(211)>
1 > ¢
LD (diag (j—) RE., He Rag, uar
l,m=1

. afl T 1
—diag (‘-7%) . Rozsl Hﬁz Rﬂsl U(2i-1) | -

While conceptually we have constructed an SBP operator over the entire mesh,
its use does not require a global mapping. The next theorem proves that the
scheme is design order for general meshes that satisfy Assumption 1.
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Theorem 3 The discretization (20) is design order for general meshes satis-
fying Assumption 20.

Proof The volume terms are design-order for diagonal norms since

1, < . 9§ . 96, _
2" z%l (Qfl s (jﬂk e (“7@)& Qg’) o

3
1 . 0. . 0
3 g (Dgl diag (j%)n + diag (j%)n Diz) Uy

l,m=1

Next, we split the SATs into two sets two of terms; the first is given as

3
SATl:lH*1 > | diag jﬂ Ec,u, — diag jﬂ RT HER,, uy
T4 Ot ), " Dy ) Pa GO

l,m=1

. &
+ diag (‘7%) Ra, He Rﬂslu(ml)) :

Using the decomposition E¢, = RE&; HéRggl — REEZ HgRagl and grouping terms
results in

3
| Z . 0§ T L
SATl = ZH {dlag (j@)ﬁ Rﬁﬁl Hfl (Rﬁgl Ui — RO‘&[ UQ[)

l,m=1
. 9& T gL
—diag («7%) Rae, He, (R%“ﬁ - Rle“@lfl)) :

The action of the interpolation/extrapolation operators, R, is to interpolate/extrapolate
quantities to the same nodes on the mortar element and it is clear that the
above is design order close to zero.

The second set of terms in the SAT are given as

1 3 agl afl .
1, . T yl : L
SAT, = Z|-| Z (Egl diag (JM) ) Uy — Rﬁgl Hg R, diag (Jaxm) U9y

l,m=1

RT HLiRg, di 06\
tRa, He Rg,, diag { J U1y |

0T,
and an identical analysis shows that this too is design order.

Using (19) and the global SBP property it is straightforward to prove
stability:

Theorem 4 Discretization (19) is stable for the periodic problem and there-
fore, with appropriate SATs for the weak imposition of boundary conditions,
stable for the monperiodic problem.
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Proof Multiplying (19) by u] H, gives

du
T . g
H,d —
iag (J),
3
1 . &1 : &1
+ §u3 Z < ¢, diag (j—m) + diag (j—) §l> u, = 0.
l,m=1 g g
. g . [J3) . [J3) g - . « . .
Since sz diag (j PrS ) + diag (j PrS ) g 18 skew symmetric, this implies
m/g m/g
that q
T . Ug
u, H, diag (j)g T - 0,

which demonstrates that the scheme is stable.

The conditions on freestream preservation and element-wise conservation are
easily derived.

Theorem 5 If the metric terms satisfy the following discrete form of the met-
ric invariants (5):

ZD d1ag< ’El) 1,=0, m=123,
g

m

then discretization (19) is freestream preserving, element-wise conservative,
and can be algebraically manipulated into the general telescoping flux form (11),
where

i, = 1THdiag (7),, u,

g =
]_T 3 T gl . gl
T 2 | RE, HeRs,, diag T g | et diag (T 5= R o HE Rag uz

m=1 m/ Kk

0

+ diag <jai> RT ng Rgg Uy, + Rﬁg H&Roég diag <j£) ’UQ[) ,
9’22171) _

17 T &1
- (R%L HEL ag, diag (j—) Uy

m=1 Tm K

9& g\ Y
+diag( 87) RT HELRﬂEZu(Ql 1) + diag (j—) R} HLR%

T gyl og \ 'Y
—i—R%lH&ngsldlag(j—a ) U-1) | -

m

Proof The steps are similar to those in Refs. [19,18].
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8 Approximation of the metric terms

This section covers how to approximate the metric terms for the mortar el-
ement approach and the global SBP operator approach. In both cases, an
approximation to the metric terms is sought that is accurate and satisfies the
discrete versions of the metric invariants (5), which is necessary for element-
wise conservation (see Theorems 2 and 5).

8.1 Metric terms in the mortar element approach

The solution of (17) is now described; the approach is identical to that in
Crean et al. [16].

Assumption 2 For the mortar-element approach, it is assumed that access
to a polynomial, tensor-product, curvilinear coordinate transformation local
to each element is available. In the numerical examples, this assumption is
satisfied by using B-splines.

The entries of the diagonal matrices diag (j %) are determined by solving
™/ K

a strictly convex quadratic optimization problem:

1

: K K T/ &k K : K K
rtrll;l‘nn 5 (am - am,target) (a’m - am,target) s SubJeCt to Ma’m =Cpy, M= 1,2,3,
(21)
where
0 0 0
(ag@)T =17 [diag (jaf;)n ,diag (j%)n ,diag ( %)’j .

The system of equations Ma?, = cf, is a rearranged version of the discrete
metric invariant conditions which is reproduced here. For (17) the following is
used,

3
T g 94\ 4 _
l_le&dlag( 3 Kl—

M

(Egig(%—l)1 + Egﬁl)toml) ;o o m=1,23,

(22)

Tm !

Il
-

the system matrix, M, is
— AT AT AT
M= [Q&,Q&,an} )
and (22)
3
Cn = Z (Egig(Ql—l)l + E?z’ﬁl)tozll) :
1=1

The target value, ay, (.40 1S taken as the analytical metrics.
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An optimal solution in the Cartesian 2-norm is given by (for more details
see Proposition 1 in Crean et al. [16])
t
a;jl = a;,target - (M) (Mafn,target - cfn) .
The Moore-Penrose pseudo inverse of M, (I\/I)T7 is computed from the singular
value decomposition of M as given by

M=UzVvT, M) =vziu (23)

The matrix U is a N x N unitary matrix, the matrix > contains the singu-
lar values along its diagonal, and V is a 3N x N matrix with orthonormal
columns. The matrix M has row rank of V — 1 and thus one zero singular
value. Therefore, the ¥ is computed as

1

Y (i,1)’
Furthermore, in order to solve the metric invariant system, cl, must be in
the null space of U,;. The singular vector that spans this null space is the
constant vector and therefore this means that 1}cf, = 0. This is guaranteed
if the metric terms are constructed from degree p tensor-product curvilinear
coordinate transformations, since the E matrices are at least degree 2p — 1. To
see this, consider integrating the metric invariants over the domain

3 3
8 851 A agl < _
f, g (5 )42 = 4, (s el =0, m=123

5 =1 m ® =1

Yi(i,i) = =2.3,...,N.

where the first equality results from integration by parts. The condition 11 cf, =
0 is the discrete equivalent to the analytical surface integral condition. Thus,
if the surface integrals in 1 ¢, are exact, this condition is met. For a degree
p tensor-product curvilinear coordinate transformation, the metric terms are
of degree 2p — 1, and since the surface mass matrix is of degree 2p — 1, the
surface integrations are exact.

The procedure proposed in this section results in metric terms that are as
close as possible to the analytical metric terms while satisfying the discrete
metric invariant conditions. As a result, it can be seen that the LHS of the
discrete metric invariant conditions is a consistent discretization of the con-
tinuous metric invariant conditions (5). Moreover, the RHS term results in a
pointwise difference between the analytical and approximated metrics that is
design order.

Remark 3 For two-dimensional problems with tensor-product degree p curvi-
linear coordinate transformations, the optimization procedure described above
is not necessary because the discrete metric invariants are satisfied by the eval-
uation of the analytical metrics on the mesh. However, for three-dimensional
problems this approach is necessary. If the volume metric terms are approxi-
mated using a standard approach such as that of Thomas and Lombard and
the metrics on the mortar are specified either using a standard approach or
analytical metrics, the resulting discretization will fail to preserve a freestream.
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8.2 Metric terms in the global SBP operator approach

The global SBP operators are used to approximate the metric terms that
arise from the curvilinear coordinate transformation. There are a number of
different ways of approximating the metric terms so that the discrete metric
invariants are satisfied (see Refs. [22,23,47,48]; for example, using the Thomas
and Lombard [47] approach, the metric terms are approximated as

T (&), ~ D, (diag(wa) @) - D
J (1), ~ D, ( (
T (&), ~ DY, (diag(
T (&), ~D9( (
T (€2), = DY, (diag (1) DL, @5
, (diag (
, (diag (
(aiag (
(

o)
L)
o)
L)
T (€2). ~ D¢ (diag (22) 1) ~D¢
o)
o)
)

diag (1)
diag (x2)

diag (3) DI @2

J (&3), ~ D
J (&3), ~ Df,

J (&), =~ D52 (diag x2) Dg x1 ) — D (diag (x2) DZZml) )

diag (x3) DI @2

diag (1) T3

where the notation, for example J (§1),, is the vector constructed by evalu-
ating J % at the mesh nodes.
As long as the approximated metrics satisfy the discrete metric invariants

at the volume nodes of each element individually, then the following result
holds [2]:

Theorem 6 If the metric terms are approximated so that the discrete metric
invariants are satisfied at the volume nodes, for example using (24), and the
outer derivative of the discrete metric invariants is approzimated using global

SBP operators (for example, the underlined terms in J (€1), ~ DI, (diag (z3) D, wg) -

D‘gz (diag (x3) D‘g3 wg)), then, the discrete metric invariants are satisfied, i.e.,

ZD d1ag< §l> 1, =

Proof The proof follows immediately via the form of the approximation to the
metric terms and the commutative property of the global SBP operators.
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Remark 4 While for tensor-product global SBP operators, we can use standard
approaches for the approximation of the metric terms, the extension of these
operators to multidimensional SBP operators requires the metric approxima-
tion approach presented for the mortar-element approach, because the SBP
operators no longer commute.

9 Discretizations with diagonal-norm staggered SBP operators

Instead of collocating the solution and integration nodes (which is what has
been done up to this point), SBP operators can be constructed using two sets
of nodes, as in the work of Parsani et al. [39] and the extension to multi-
dimensional SBP operators in Ref. [19](in fact this idea can be generalized
further to separate out the surface nodes; see the work of Chan [10,11] on
modal decoupled SBP methods). The first is the solution nodes, fl, 1=1,2,3
where the solution is stored and the second, &, [ = 1,2, 3 is where derivatives
are computed. The idea is to construct SBP operators from an interpola-
tion/extrapolation to the flux nodes, a computation of the derivative on the
flux nodes, and an interpolation/extrapolation back to the solution nodes; the
operators are referred to as staggered because the solution and flux nodes are

staggered. For this purpose, the interpolation/extrapolation operators, I(Sltjoj} &

and I%ltg)s g are introduced, which satisfy the following accuracy properties:

o €F = €F, 10k & =&, k=0,1,...,p, j=0,1,...,p—1, 1 =1,2,3.

(25)

Notice that the degree of Iggg,& is one less than that of Igﬁog«“g ; this is because

the differentiation operator on the flux nodes reduces the degree of the poly-

nomial space that needs to be interpolated/extrapolated back to the solution
nodes.

Furthermore, to obtain the SBP property, the interpolating/extrapolating

operator |§:1£)s,gl must satisfy [39]:

T
1D) 1D) 1D) (1D
I;‘tos R (H( ) (IgtoF,fl) Hfl ) (26)

A collocated SBP operator, DSD), can be recast as

—1
~(1D 1D) 1D) ~(1D) 1D) (1D)(1D)
Dfl ) = I;‘tos,fl Dgll,(StOFﬁl (Hél ) (I»(StOF,fL) Q ) »(StOFfﬂ (27)

if a set of flux nodes can be found such that this is possible (see for example
Theorem 7).

To see why the condition (26) is necessary to retain the SBP property,
consider the decomposition (27) and define

(1D) _ (lD) (1D) _ (,(1D) (1D) (lD)
Qfl H ‘Sl - (IStOF,fl) Q StOF,fl'
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Furthermore, we have
1D 1D) 1D 1D) (1D 1D 10y \T _ap),ap
Qél )+Q( (IA(S'tO;',fz) {Q( (QE )) }Igto%‘,fz = (Igto%‘,&) Eél )Igto%‘,gl

and since the interpolation/ extrapolation operator Igtf} g s at least degree p

accurate, E(lD) (Igtl;[)7 Ez) E(1D)|g1£1)7 6 satisfies the requirements of Defini-

tion 2 for an SBP operator.

A number of theorems are now presented regarding the existence of staggered-
grid SBP operators. The theorems here are a natural extension of the staggered
grid work on multidimensional SBP operators of Ref. [19] to tensor-product
operators. The following definition is first introduced

Definition 3 The degree p Vandermonde matrix on set of nodes &; is the
matrix

VDI py=¢F k=0,1,....p

&1,p
The matrix of the derivatives of the monomials evaluated at mesh nodes as-
sociated with the Vandermonde matrix is given as
(1D) . _ p.ek—1 (D) . _ p.ek—1 (D) _ .ek—1
Vafl,p(" k) - k£1 I V6§27p(-a k) - k£2 ) Vafs,p(" k) - 1{353 y
k=0,1,2,...,p.

If the collocated SBP/GSBP operator is of maximum degree, i.e., p =N — 1,
then it can always recast as a staggered grid SBP operator.

Theorem 7 All mazimum degree (i.e. p = N —1) diagonal-norm GSBP oper-
ators can be decomposed as staggered-grid operators using any set of flux nodes
on which there exists a quadrature rule with positive weights of at least degree
2p — 1.

Proof On the flux nodes it is assumed that there exists a diagonal norm H(LlD)

that is at least degree 2p — 1; this ensures that there exists at least a degree p
diagonal-norm SBP operator D( D) = (H(lD)) Q(lD) [17].

The interpolation/ extrapolatlon operators are constructed as

(1D) _ \,(1D) (D) ! (1D) ap\ "t r,apy \T ,aDp)
Istorer = Ve (Vm) v rose = (H ) ('StoF@) He

The interpolation/extrapolation operator, I(Sltg} ¢,» automatically satisfies the
accuracy conditions (25), and it is therefore only necessary to demonstrate

that Igtg)&éz satisfies (25):

|(1D) ¢ —

FtoSfl ’ j:1523---;p_1-

(1D) :
IFtOS ¢, 8ives

-1 T
~(1D) 1D) (1D 1D) wj _ &,
(Héz ) {Vézm (Viz p)) } Héz & =&

Expanding
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- T .
multiplying both sides by (ng)) HSD) leads to
T T
(1D) (1D) 45 _ (D) " (D) &5
(VSL,P ) Hfz élj - (szm ) Hﬁz élj’

where the final equality holds because both norm matrices are at least degree

2p — 1 approximations to the L? inner product.

Finally, it is shown that DéllD) is recovered. Note that in the maximum
(D) _
sz

degree case, the derivative operator is uniquely defined and given as
-1
~(1D) (\(1D)
Vé‘ﬁz,P (szm ) :
To show the equivalence, we start by applying Igg)&éz DéllD)lgtfl);& to the
degree p Vandermonde matrix This is equivalent to showing that the following
equality holds:

(1D) (1D),(1D) ~(1D) _ (1D) (1D)y,(1D)
IFtOS,szfz IStOF@szuP 7|Ft05,sz€z Vﬁz,P

,|(1D) (1D)
T FtoS,§ T 0&,p

_y@aD)

7\/351 P’
where the polynomial exactness properties of lgior and lpios have been em-
ployed. Thus,

-1
(1D) (1D),(1D) __ (D) ~(1D) )
IFtOSafl Dﬁz IStoF,fl = Vagl,p (Vﬁz,p ) = Dfl .

In general, a set of flux nodes may or may not include boundary nodes,
and the various permutations that have been considered can be employed in
combination with staggering. To reduce the complexity, only the case where
the flux node distribution includes boundary nodes is considered and therefore
only one semi-discrete form is analyzed. If GSBP operators are used on the
flux nodes, these are constructed using either the mortar element approach or
the global SBP operator approach. Thus, with decomposition (27), the linear
convection equation (6) is discretized as

diag (])"i da,

dt
3
1~ . 8& . afl ~
+ §H "sior z m§:1 <Q§z diag <7M)K + diag (Ja ) Qg ) Istortle =
1- > &
§H71|’§toFl 571 (Efl dlag (j%)ﬁ IStoFﬂ%

. 0& _
+ diag (J%) RE&L HéRﬂsl Istort(2—1)

. 98
_ dlag <‘7M

T 1L ~
) Rﬁﬁl Hfl Ragl IStoF'qu) )
(28)
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where lgior = Istor,e; ® lstor,e, ® lstor,e, and the metric terms are computed

in the standard way on the flux nodes, for example the approaches in Refs. [22,

23,47,48]. Moreover, @, is the vector containing the numerical solution at the

solution nodes and similarly diag (]) is a diagonal matrix containing the
K

metric Jacobian at the solution nodes. The following theorems summarize the

stability and element-wise conservation of the staggered scheme:

Theorem 8 The semi-discrete scheme (28) is stable for the periodic problem
and therefore for the nonperiodic problem with appropriate SATs for the weak
imposition of boundary conditions.

Proof For the steps see Ref. [19].

Theorem 9 If the metric terms satisfy the following discrete form of the met-
ric invariants (5):

3

)
ZDgldiag( i) 1=0, m=1,2,3,
=1 Kk

Oz,

then the semi-discrete scheme (28) is freestream preserving, element-wise con-
servative, and can be algebraically manipulated into the general telescoping flux
form (11), where

U = 1TH diag (]) Uy,

3
1 . o0&
20) — 14T T YL T yl
g,g ) = 51 E diag (jazm) (Rﬁng&Rgﬁlu,€ + Rﬁngfz R%lugl) .

l,m=1

3

_ 1 . &

20-1) _ T Z T 1yl T 1yl

;(g )= _51 diag ( 87) (R%L Héz R%Lu” + R%L Hil Rﬂflu@l*l)) '
l,m=1 m/ K

Proof For the steps see Ref. [19].

Remark 5 The discrete metric invariant conditions can be satisfied by using
the approach given in Section 8.2 locally on each element.

10 Stable discretizations with dense-norm SBP operators in
curvilinear coordinates

One of the drawbacks of diagonal-norm SBP operators is that finding 2p — 1
accurate quadrature rules can in general be difficult and represents a restric-
tion on the potential class of SBP operators that can be used. In contrast,
dense-norm SBP operators have no such restriction; they always exist on a
given set of nodes [17], and can be more accurate than mass-lumped oper-
ators [1]. Nevertheless, much of the work on SBP methods has been in the
context of diagonal-norm operators because it was not clear how to construct
linearly stable discretizations with dense-norm operators in curvilinear coor-
dinates [45].
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10.1 Construction of dense-norm operators for curvilinear coordinates

In this section, a theory for dense-norm tensor-product SBP operators is devel-
oped, and special SBP operators that incorporate the grid metric information
directly are constructed. To do so, two sets of nodes are introduced. The so-
lution is stored on the first set of nodes, defined by the vectors él, 1=1,2,3.
The metrics are evaluated on the second set of nodes, which is defined by the
vectors &, 1 = 1,2, 3.

The first theorem gives a direct construction of dense-norm SBP opera-
tors from diagonal-norm SBP operators such that linearly stable schemes in
curvilinear coordinates can be constructed.

Theorem 10 Consider two sets of nodes the solution nodes él and the flux
nodes &, | = 1,2,3, of size n and n, respectively, where n > n. If there exist
degree p diagonal-norm SBP operators on the flux nodes, D¢, | =1,2,3, then
order p dense-norm tensor-product SBP operators can be constructed as

Haing(), = V(_ﬁTﬂ)V(Tﬁ—l)H diag (J), V(ﬁ—l)V(_ﬁlq)v

v L 9 1 9& v
Vi Vi <§Q§l diag (j%> + 5 diag (j% Qe | Va1Vl

Eeymox =
- 1 : 9§ L. 94 v
T
V(ﬁfl)v(ﬁ—l) <§Efl dlag (j@) + 5 dlag (j% Efl V(ﬁ_l)v(ﬁlfl)a
(29)
where

~ _ (D) (1D) ~(1D)
V-1 = Ve 1) @ Ve, (1) © Vey (1)

_ (D) (1D) (1D)
Via-1) = Ve, (ao1) @ Ve, (ae1) @ Vey (a1):

Proof The first task is to show that the resulting derivative operator, Dfl,m,n =

|:|71

diag(J)NQflvmvm is an order p approximation to

e (T U

0xm

j_l 0 85; +1 85; ou
2 0z, 08
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To do so, Dfl,m,n is applied to the degree p Vandermonde matrix, \7,,, on the
&, 1 =1,2,3 nodes, which gives

- - ~ 1 .
DemnVp = Va1 (V(Tﬁ_l)H diag (7)., v(ﬁ_l)) VE_ Hdiag (7),,

1 . _ i 0 1. 1. 0
(30)

where V_VE D) @ VD) @ VD) The matrix

1.
V(-1 (Va_l)H diag (J),, V(ﬁfl)) V(a-nHdiag (7),
is at least a degree p projection operator from the flux nodes to the solution
nodes, i.e.,

~ 1. ~
V(-1 (V’(Tﬁ—l)H diag (J),, V(ﬁ—l)) Via-nHdiag (J), Vp = V.

Thus, the action of

1.
V(-1 (V(Tﬁ_l)H diag (J),, V(ﬁfl)) V(a-Hdiag (7),,

on the right-hand side of (30) is to project

1 . _ . o0& 1. -1 .. 9/3
(5 diag (J)N1 Dg, diag <‘7$>'€ + 5 diag (), ! diag <Jﬁ)'€ D£z> Vp

onto the nodes él, [ =1,2,3, which shows that Dfl,m,n is an order p approx-
imation. What remains is to show that the proposed construction leads to
an SBP property, which easily follows, as a result of using a skew-symmetric
splitting on the flux nodes.

Remark 6 In Theorem 10, for simplicity, we have used the Vandermonde ma-
trices \7(ﬁ_1) and V(5 _1). However, to introduce additional degrees of freedom
and for an easy extension to multidimensional SBP operators, where an invert-
ible Vandermonde matrix may not exist, the theorem extends to decomposing
the norm matrix as

Aaing(r). = W "W Hdiag (7), WW, W = {\N/p,\?} . W=]V,.,Y] (31)
where Y and Y are constructed such that W and W have linearly independent
columns (this can always be accomplished) and therefore W is invertible. The

remaining matrices of the SBP operator would be constructed in the same way
as in the theorem, swapping out V(5 _1) and V(5 _1) with W and W, respectively.

Finally, the following existence theorem is presented:
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Theorem 11 Given a set of solution nodes fl, 1=1,2,3, of size n, then there
exist degree 1 < p < n—1 dense-norm SBP operators as given in Theorem 10.

Proof The flux mesh can always be constructed, &, [ = 1,2, 3, so that appro-
priate H, Q¢, and E¢, matrices can be constructed, for example using tensor-
product Gauss-Lobatto nodes.

10.2 Relation to the staggered approach

The class of dense-norm SBP operators considered in the previous section are
those that can be decomposed by introducing a second mesh in an analogous
fashion to the staggered approach. As it turns out, this decomposition can be
viewed in the terminology of the staggered approach. Consider defining

Istor = V(ﬁfl)\’i/(iﬁlfl)a (32)
then

Haiag(7), = IStopH diag (7),, Istor,

N 1 . € 1. %3
Qe = 1Eor <§le diag (J—l) ) +3 diag (Jﬁ) ) le) Istor,

. 1 ) 1 .. 0
Ee,om,n = I:‘l;toF (§E€z diag (jﬁ) + 5 diag (jaxﬁ) Eﬁz) IstoF

The SBP requirements on |pyos (26) result in
_O-1T .
IFtoS - HjN IStoFH dla'g (‘-7)11

It is necessary to show that |pi,s is at least a degree p — 1 projection from
the flux nodes to the solution nodes. First applying lpios to the degree p
Vandermonde matrix on the flux nodes gives

IFtosVp =H'1S,, pHdiag (7), Vp,
=V; (Vﬁ Hdiag (7), V
=V;, (ViHdiag (7), V
=V,

"VIV=TVIH diag (7). V,

ViHdiag (7). V,

a)
) 1

Thus, Iptos is of degree p.
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Finally,
Dgl,m,n = H}ngl,m,m
N Laa 1. (9
=H;"G0r (§le diag (JM)'€ +3 diag (‘7% i Qg | Istor,

. 1 _ 0
= H; 15, pH diag (7),, <§ diag (), Dg, diag <J S )

0xm

1 . 9¢
—|—§ diag (), ! diag (jﬁ) ) Dgl) Istor,

1 _ )
= lrios (5 diag (7). " D¢, diag (j & )

Oz,

+1 diag (j);l diag (]ﬂ> D§l> Istor,
2 0rm ),
and it is clear that the two approaches are very similar, except for the contri-
bution of the metric Jacobian. When viewing the semi-discrete form as an ap-
proximation to the weak form, the dense-norm approach is an over-integration
on both the temporal and volume terms, while the staggered approach using
diagonal-norm SBP operators is only an over-integration on the volume terms.

Remark 7 We note the connection between our construction of Izl‘}ﬁ1 and the
work of Ranocha et al. [43]: On the solution nodes, we construct, from H}:,

the dense matrix J as
] = |:|71|:|‘7fC = lptos diag (‘7)5 IStoF;

which satisfies the conditions required by Ranocha et al. [43], i.e.,
~~ ~\T ~~
Hi=(RJ) . RI>o.

Thus, if we consider a nodal basis based SBP operator on the flux nodes and a
nodal basis on the solution nodes (both having n = p + 1), then the resultant
J is identical to that of Ranocha et al. [43].

11 Interface dissipation and SATs for boundary conditions

Thus far, the SATs that have been considered lead to neutrally-stable schemes.
In this section, these SATs are augmented by interface dissipation (for linear
problems this is important because upwinding can result in p + 1 convergence
rates; in addition, for nonlinear problems upwinding can provide increased
robustness). The discussion will focus on diagonal-norm GSBP operators and
constructing the dissipative terms on the mortar. These ideas can then be
straightforwardly applied to the remaining approaches covered in the paper.
The goal is to construct dissipative terms that result in upwind SATSs that
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augment the neutral stability of the symmetric SAT and that locally can be
viewed as weakly imposed well-posed boundary conditions.
The upwind SATs in flux form are constructed as

SATs =H 12{ RT Hgl( (21— 1)—f(21 1))+R H&z (far = f2ll)}’

(33)
where the fluxes are given as

3 3
f(2l N = Z Ra&t dlag (ji) Uk, .f2l = Z Rﬂsl dlag (j gl ) U,
m=1 r m=1 K
(34)

and the numerical fluxes are given as

3
1 . . aEl
Fa) =2 (A@ll)RBsL“(?ll) +Rag D ding (jaz ) un)
m=1 msk

1

(21— 1)} (R%un - R,@glu(2l—1))

3
1 & o 1 ..
1 =3 (RBQ Z iag (j—) u, + A5 Ra,, qu> ~3 [A5] (R%lugl - Rﬁﬁlun) ,
m=1 K
(35)
where
3 (21-1)
. . o9& p 04
/\(21_1) = Z diag <j—) , 5 = Z diag < ,
. og \ Y asl
‘A(2l—1)‘ = Z d1ag< > . NS = Z diag
Inserting (34) and (35) into (33) gives, after rearrangement:
SATs =
3
1
§H*1 Z <E§l diag <‘7&) u,i)
l,m=1
3 (21-1)
1. . o0& i
+5H 1 Z (Rgﬁng diag N ) Rae, w1y — Rﬂ Hg, diag (J— Rae, ua
l,m=1 m Tm
13
T 1 K T 1Ak
5 D { RE HE [N | (Rag un = Rog ugar 1)) + RS, HE 1A5] (Rag ar = R ) }
=1

3
where the identity Eg = 32 (-RE, HER
Thus, the form of the dissipation is

+ RT HJ-Rg& ) has been used.

O‘&[
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- _ 1 -1 T 1
diss = 3H Z{—R%H&
=1

K T 1 K
oy | (R, e = R a1y ) + R, HE NG (Rog, ot — R ) b

(36)

The next theorem states that the dissipation has the desired properties.

Theorem 12 The dissipation terms (36) are design order and retain the en-
ergy stability and element-wise conservation properties of the base schemes.

Proof Design order follows by inserting the projections of polynomials onto the
mesh into (36). To prove that the additional terms maintain stability, consider
the terms associated with the 2] surface. At this surface, the contribution from
the two abutting elements from the energy analysis is

uEHd’issN + uyH dissy =

3

1 1 K 1 K

) E {UEREQ Hgl N5, (Ragl U2 — Rﬁgl Un) - uszRzgl Hgl /\(2171)‘ (Ragl U2, — Rﬁglun) } .
m=1

3 21
Defining @ = R we, @ = RE, uay, and M = 30 H, diag (‘ g2 D . the
=1

above reduces to

1.+ . -1 1 u
Ty q; Ty 2 _ T ~T K
u, Hdiss, + uyHdissy = 3 [un u2l] M ® [ 1 _1] [ﬂm] <0

To prove element-wise conservation it is necessary to demonstrate that the
dissipation terms do not destroy the telescoping property of the base scheme.
Again, concentrating on the 2[ surface, the contributions from the two abutting
elements to the telescoping analysis are

1THdiss, + 1THdissqy =

1
{ITREQ Hfl |Agl| (Ro‘ﬁzuﬂ B Rﬁﬁlu“) o ]'TR"E&L Hé
1

3
1 K
5 /\(QH)’ (R, a1 = R ) } =0,

where lTR};& =1TRY N has been used. Consistency follows from the fact that
l

the dissipation terms are design order and boundedness follows readily (see
Ref. [18]).

The SATSs constructed to impose upwinding are based on locally approx-
imating well-posed boundary conditions. Therefore, their structure can be
reused to impose characteristic boundary conditions, where the abutting ele-
ment’s solution is replaced with a known state. Thus, for discretization (15),
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the SAT on the 2] — 1 face takes the form

SAT5 - 1) =
1 . ¢ o¢ (21-1)
B () o)
1 1ipT
_ §H Rasl Hf (R%L Uy — Rgglg) ,
(37)
while the SAT on the 2{ face takes the form
SATy =
1 -1 &l &l
M Z (R HZ Rg,, diag (j—m>nu 5, He, diag <j7m) g>
1
SH HE IS (Ra 9 — Rag )
(38)

where g is a vector constructed from the known state G evaluated at the mortar
nodes.

The final theorem in this section demonstrates that the boundary SATSs
lead to energy stability.

Theorem 13 The boundary SATs (37) and (38) result in an energy stable
scheme.

Proof The proof follows standard energy analysis.

12 Numerical examples

Examples based on the three-dimensional linear convection equation (4) are
presented in order to demonstrate the theory introduced above. The initial
condition is

Uo(z,y, z) = sin(2mz) + sin(27y) + sin(272)

and boundary conditions are periodic on all faces. The computational domain
is obtained using the transformation (See example in Figure 3):
1
x=E+ R sin(7¢) sin(7n),
1
y=n+ g exp(1 — ) sin(w¢) sin(mn),

z=(+ — [sin(27mc) + sin(27y)].

20

where the underlying computational space is a unit cube [£,7, (] € [0,1]3. This
transformation is a modified version of the one used in [21]. The distribution
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Fig. 3 Example mesh: Eight-element curvilinear mesh using six-node Legendre-Gauss dis-
tribution in each element (left). Interface slope discontinuities across periodic boundaries in
the zy-plane (right)

of elements is constructed by subdividing the unit cube into uniform regular
cubes, and the nodal distribution within each element is consistent with the
chosen operator. The solutions are integrated from ¢ = 0 to t = 1 using the
standard explicit fourth-order Runge-Kutta time-marching method and 3 x 10*
time steps. With this choice, the error from the time-marching method was
found to be negligible relative to the error from the spatial discretization.

The accuracy, stability and conservation of the schemes are evaluated using
the global norm of the discretization, Hy, assembled from the local element
norm matrices scaled by the appropriate transformation Jacobian on each
element. For example, the accuracy of the simulation is computed relative to
the exact solution of the PDE as

||ug - uexact”Hg = \/(ug - uexact)THg(ug - uexact)a

where Uexact is the vector constructed by evaluating the analytical solution at
mesh nodes.

The operators chosen for this validation are based on the Legendre-Gauss
(LG) and Legendre-Gauss-Lobatto (LGL) points. Both degree four and five
operators are included to demonstrate the theory for both even and odd degree
discretizations, as well as operators with an even or odd number of internal
solution points. Results are presented using the semi-discrete equations (15)
with both symmetric and upwind variations of the SATs.

12.1 Baseline

To demonstrate the need for the approaches presented in this article, the stan-
dard method of computing SATs is first employed. The metrics in this case
are computed locally within each element with no knowledge of the element
boundaries or information from adjacent elements. This approach will lead
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| LGL-p4 | LGL-p5 || LG-p4 | LG-pb
Order of Convergence
Symmetric 5.0905 5.6292 5.1930 5.5308
Upwind 4.6615 5.8696 4.3680 6.3494
Stability - max % (ul'Hgug)

Symmetric 1.9984e-15 | 2.2204e-15 2.2204e-15 1.9984e-15
Upwind -9.1038e-15 0 -2.4306e-09 | -9.3789e-11
Conservation - max % 1THgug]|
Symmetric 5.1174e-16 | 6.5746e-16 4.6197e-10 3.294e-12
Upwind 5.2909e-16 | 5.9848e-16 4.6119e-10 | 3.2926e-12

Table 2 Baseline: Convergence rates, as well as stability and conservation analysis for
baseline simulations.

to a conservative scheme for operators whose nodal distribution includes the
boundaries of the reference domain. This is because the metrics at element
interfaces are computed using the same values. For operators with nodal dis-
tributions which do not include the boundaries of the reference domain, the
metric values at an interface must be projected. In general, the values pro-
jected from adjacent elements to their interface will not match. This causes
loss of conservation.

Considering simulations on a grid with 25 elements, the stability and con-
servation of the schemes are analyzed. Table 2 shows the maximum time rate
of change in the integrals of energy and of the solution. For stability the maxi-
mum time rate of change in the integral of energy should be less than or equal
to zero, and for conservation the time rate of change in the integral of the
solution should be machine zero. The data show that operators which include
the boundary points of the reference domain are both stable and conservative,
while those that do not include the boundary points of the reference domain
are stable but not conservative. This highlights the need for the approaches
presented in this article.

The order of convergence of the simulations is also presented in Table 2.
The convergence rates are computed between two grid levels in the asymptotic
region with 26 and 28 elements. In most cases, an order of convergence of about
p+ 1 is recovered, except when using symmetric SATs and operators with an
even number of nodes. In this case, a lower rate of p is expected [15]. The one
noticeable deviation from theory is the p4 LG simulation, which recovers an
order of convergence nearly an order lower than expected. Slightly lower rates
are observed from many of the p4 simulations using upwind SATs. In most
cases, a rate more consistent with theory is observed between other grid levels.

12.2 Low-order meshes

One approach to obtain a conservative scheme using operators which do not
include the boundary points of the reference domain is to lower the order of
the computational mesh. The requirement is that the metrics can be projected
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| LGL-p4 | LGL-p5 || LG-p4 | LG-pb
Order of Convergence
Symmetric 5.2725 5.0490 5.3664 5.2237
Upwind 4.9965 5.8160 4.7380 5.9115
Stability - max % (ul'Hgug)

Symmetric 1.9984e-15 1.9984e-15 1.9984e-15 2.2204e-15
Upwind -2.2204e-16 0 -2.0906e-10 | -1.6384e-11
Conservation - max % 1THgug]|
Symmetric 5.048e-16 5.8981e-16 5.1348e-16 | 5.6552e-16
Upwind 6.297e-16 5.5511e-16 5.8287e-16 | 6.2103e-16

Table 3 B-splines of degree LgJ: Convergence rates, as well as stability and conservation
analysis for B-spline based simulations.

exactly to the interface between adjacent elements or the boundaries of the
physical domain. This implies that the metrics must be of degree less than or
equal to p and the mesh must be of degree [ §]. While this approach leads to a
stable and conservative method, it places a significant restriction of the mesh.
In particular, it limits the accuracy with which boundaries can be represented.

There are numerous ways to construct lower-order computational meshes.
In this paper, lower-order meshes are constructed from fitting a fine mesh
with B-spline volumes of a prescribed polynomial degree [34,38]. The nodal
distribution of elements in the fine mesh must contain the boundary points
of the reference domain. For flexibility, accuracy and simplicity, 15 uniformly
spaced nodes in each direction are used within each element to construct the
fine mesh. Once each element has been fitted with a B-spline volume of a
prescribed degree, the B-spline volume is evaluated at the nodal locations
associated with the desired operator to generate the final mesh.

Tables 3 and 4 show the stability and conservation results using lower-order
meshes constructed from B-spline fits of degree [ 5] and | £ ] + 1, respectively.
The degree of the former falls within the range required for conservation, while
the latter does not. As expected, this is reflected in the data: the results of
the former are both stable and conservative, while the results of the latter are
stable but not conservative. Even though the degree 5 LG operator appears
conservative on the higher-degree mesh, conservation has dropped an order of
magnitude relative to the lower-degree mesh. The loss of conservation is more
apparent with the lower degree LG operator.

The tables also show the computed order of convergence from the simula-
tions. Using the lower order B-spline fitting, the predicted order of convergence
is recovered in all cases. Increasing the order of the B-spline fitting seems to
lower the convergence rate of the p4 simulations using upwind SATs. Similar
to the baseline simulations, more consistent convergence rates are observed
between other grid levels.
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| LGL-p4 | LGL-p5 || LG-p4 | LG-pb
Order of Convergence
Symmetric 4.9125 5.2357 5.0822 5.2765
Upwind 4.4596 6.3231 4.3603 6.4464
Stability - max % (ul'Hgug)

Symmetric 2.2204e-15 1.9984e-15 2.2204e-15 | 2.2204e-15
Upwind -2.2204e-16 | -2.2204e-16 || -3.8033e-10 | -2.7051e-11
Conservation - max %\ITngg\

Symmetric 6.3838e-16 6.3144e-16 2.4945e-14 1.1649e-15
Upwind 5.3603e-16 | 5.5858e-16 4.0634e-14 | 7.1297e-16

Table 4 B-splines of degree LgJ +1: Convergence rates, as well as stability and conservation
analysis for B-spline based simulations.

12.3 Mortar-element approach

The mortar-element approach removes the restriction on the order of the un-
derlying mesh to obtain conservation. However, it does require a preprocessing
step in order to compute the metrics on the interfaces between adjacent el-
ements. This is where the mortar elements are placed. Furthermore, these
metrics must satisfy the condition 1T¢c, = 0 (see Section 6.1). In this paper,
we achieve this by constructing metrics that are exactly integrable by the
quadrature on the mortar element. For discretizations based on LG operators
this requires that the metrics on the interfaces be at most of degree 2p + 1.

There are several ways to obtain the required metrics at the element in-
terfaces. In this article, the B-spline fitting discussed previously is used to
generate these values by analytically differentiating the equations of the B-
spline volumes. A fit of degree p is used, which is twice the degree required
without the mortar-elements, and equal to the degree of the discretization it-
self. This yields metrics of degree 2p—1, which is lower than the LG quadrature
of degree 2p + 1 as required.

For the computations themselves, a second mesh is required on which the
solution is obtained. One option is is to create a second distorted mesh built
using elements with the nodal distribution associated with the desired opera-
tor. This is the how the mesh for the baseline approach is generated. Another
option is to reuse the B-spline fit created to compute the metrics at the inter-
faces. This streamlines the workflow, and is therefore adopted in this article.

Table 5 shows the convergence, stability and conservation results of the
mortar-element approach constructed from a B-spline fit of degree p. The re-
sults for the LG based discretization demonstrate that the addition of the
mortar-elements makes the method conservative, while remaining stable. The
approach also maintains these properties for operators which include the bound-
ary points of the reference domain, as shown in the simulation of the LGL
based discretization.

The orders of convergence computed from the pd simulations using the
mortar-element approach are erratic, as shown in Table 5. Rates both higher
and lower than expected are recovered. Recomputing the orders of convergence
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| LGL-p4 | LGL-p5s || LG-p4 | LG - p5
Order of Convergence
Symmetric 4.9950 6.5735 (5.1126) 4.9571 7.4370 (4.9701)
Upwind 5.1208 4.7643 (5.6775) 4.7485 5.0888 (5.5070)
Stability - max % (ul'Hgug)
Symmetric || 2.4425e-15 2.4425e-15 1.9984e-15 1.9984e-15
Upwind -1.7764e-15 -1.3323e-15 -6.0444e-10 -2.724e-10
Conservation - max %\ITngg\
Symmetric 4.996e-16 5.8981e-16 5.6205e-16 5.5164e-16
Upwind 5.2909e-16 5.794e-16 6.1756e-16 5.794e-16

Table 5 Mortar-element approach: Convergence rates, as well as stability and conservation
analysis for mortar-element approach simulations. Convergence rates shown in parenthesis
are computed from coarser simulations.

between grids with 10* and 10® elements, yields more consistent results. This
is shown in parenthesis within the table. This could be a result of the higher-
order methods not being fully within the asymptotic convergence region. With
the mortar-element approach, the p4 simulations all recover the expected order
of convergence.

12.4 Global SBP operator approach

The global SBP operator approach adds symmetric SATs to the standard
computation of the metrics and Jacobian (See A for the implementation of
periodic SATSs). In many ways, the global SBP operator approach is much
simpler than the mortar-element approach. The modifications are only made
in the computation of the metrics and Jacobian and do not change the form of
the semi-discrete equations. It does not require any special knowledge of the
metrics at interfaces nor additional computations to obtain such knowledge,
such as the use of B-spline fitting. Furthermore, there is no optimization step
required to obtain the final metrics on the interior of each element. Despite
the simplicity of the global SBP approach, it is equally effective in achieving
stability and conservation. This is shown in Table 6.

The order of convergence computed from simulations using the global SBP
approach are more-or-less consistent with theory, as shown in Table 6. Again,
similar the the baseline simulations, slightly lower orders of convergence are
recovered from the p4 simulations using upwind SATs.

12.5 Staggered grid approach

The staggered-grid approach requires an externally computed approximation
of the Jacobian at every solution node; however, there is great flexibility in
the method of constructing of the Jacobian. It only requires certain accuracy
conditions in order to maintain the overall convergence rate of the discretiza-
tion. Similar to the mortar-element approach, in this article we make use of
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| LGL-p4 | LGL-p5 || LG-p4 | LG-pb

Order of Convergence
Symmetric 5.0905 5.6292 5.1853 5.5688
Upwind 4.6615 5.8695 4.5173 5.6237

Stability - max % (ul'Hgug)
Symmetric 1.9984e-15 | 2.2204e-15 1.7764e-15 2.2204e-15

Upwind -1.0436e-14 | 4.4409e-16 || -2.8687e-09 | -8.5465e-11
Conservation - max % [1THgug|
Symmetric 5.5685e-16 | 6.2103e-16 5.5511e-16 5.5164e-16

Upwind 5.2996e-16 | 5.7593e-16 5.6552e-16 6.0889e-16

Table 6 Global SBP operator: Convergence rates, as well as stability and conservation
analysis for global SBP operator simulations.

| LGL-p4 | LGL-p5s || LG-p4 | LG - p5
Order of Convergence
Symmetric 4.4021 7.2839 (4.3507) 4.9539 7.5012 (4.9720)
Upwind 5.1054 4.6859 (5.6683) 5.1206 4.9818 (5.4158)
Stability - max % (ul'Hguy)
Symmetric 1.9984e-15 2.2204e-15 1.9984e-15 2.4425e-15
Upwind -1.7764e-15 -6.6613e-16 -5.7916e-10 -2.5407e-10
Conservation - max %\1Tngg\
Symmetric || 5.5511e-16 6.2797e-16 6.1236e-16 5.5511e-16
Upwind 5.6725e-16 5.8373e-16 5.6032e-16 5.7593e-16

Table 7 Staggered grid approach: Convergence rates, as well as stability and conservation
analysis for staggered grid approach simulations. Convergence rates shown in parenthesis
are computed from coarser simulations.

B-splines. The value of the Jacobian is computed analytically from the equa-
tions of the B-spline volumes. Furthermore, the B-spline fit is also used to
determine the flux and solution meshes in order to streamline the workflow.

The operators chosen for the flux mesh are LGL operators one degree higher
than the operators applied on the solution nodes. The results of these simu-
lations are found in Table 7. They demonstrate the staggered-grid approach
also leads to stable and conservative discretizations.

The order of convergence computed from the p4 staggered grid simulations
are reasonably consistent with theory, as shown in Table 7. The p5 simulations,
however, show considerable variation with orders of convergence both higher
and lower than predicted by theory. Examining the orders of convergence com-
puted between grids with 10 and 10°¢ elements, yields slightly more consistent
results, which is shown in parenthesis within the table. This is similar to the
results using the mortar-element approach.

12.6 Dense-norm SBP operators

The dense-norm approach is very similar to the staggered-grid approach, ex-
cept for the way the Jacobian is handled. In this case, the Jacobian is computed
using the baseline approach on the flux grid. These values get incorporated
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| LGL-p4 | LGL-p5s || LG-p4 | LG - p5
Order of Convergence
Symmetric 4.9492 7.3603 (4.9097) 4.9544 7.4309 (4.9123)
Upwind 5.1559 4.4446 (6.0717) 5.0842 4.9839 (5.3288)
Stability - max % (ul'Hgug)
Symmetric 1.9984e-15 2.2204e-15 1.9984e-15 1.9984e-15
Upwind -1.7764e-15 -8.8818e-16 -5.6055e-10 -2.2114e-10
Conservation - max %\ITngg\
Symmetric || 3.2092e-15 6.33e-15 3.4833e-15 5.5962e-15
Upwind 3.2994e-15 6.5677e-15 3.1433e-15 6.1062e-15

Table 8 Dense-norm: Convergence rates, as well as stability and conservation analysis for
dense-norm simulations.

on each element into both the norm matrix and interpolation/extrapolation
operator from the flux mesh to the solution mesh. The results of these sim-
ulations are summarized in Table 8 and show that the dense-norm approach
leads to a stable and conservative method.

The order of convergences from the dense-norm simulations are very similar
to the mortar and staggered grid simulations. The p4 simulations are consistent
with theory, whereas the higher-order p5 simulations show more variation.
However, the order of convergence computed from the coarser meshes show
more consistency with theory. These are shown in parenthesis within Table 8.
The deviation from theory likely indicates that the higher-order simulations
are not yet fully in the asymptotic region of convergence.

13 Conclusions

Approaches are presented that result in provably linearly stable and element-
wise conservative high-order discretizations of PDEs in curvilinear coordinates
for GSBP operators with either diagonal or dense norms.

A number of alternatives are presented for the construction of stable and
element-wise conservative schemes using diagonal-norm GSBP operators, i.e.,

— the mortar-element approach
— the global SBP operator approach
— the staggered grid approach.

Furthermore, the staggered grid approach is extended to allow the construc-
tion of stable dense-norm operators in curvilinear coordinates. Upwind SATs
for inter-element coupling are presented that add interface dissipation while
maintaining the provable stability of the neutrally-stable base SBP scheme.
These same SATs can be reused for the weak imposition of boundary condi-
tions. The approaches presented in this paper can naturally be applied in the
context of multidimensional SBP operators and entropy-stable discretizations
of nonlinear conservation laws. Future work will concentrate on determining
the advantages and disadvantages of each approach.
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Fig. 4 Interface SATs used for periodic faces in the computation of metric and Jacobian
for the the global SBP operator approach.

A Periodic boundary conditions for the global SBP operator
approach

The computation of the metrics and Jacobian involve derivatives of the phys-
ical nodal locations. The global SBP operator approach includes the use of
interface SATs to couple the derivative values in adjacent elements. Unfortu-
nately, for problems with periodic boundary conditions, the nodal locations
are not necessarily periodic, even if the solution is. As a result, naively apply-
ing the SBP operator approach will not give the correct solution. In order to
use the global SBP operator approach, the interface SATs for periodic bound-
ary conditions used in the computation of the metrics and Jacobian must be
modified. This requires knowledge of the domain’s geometry.

For the test case used in Section 12, the size of the domain relative to any
point is unity in each direction. In other words, traveling one unit along any
of the coordinate directions in physical space will bring you back to the same
point, even though the domain is not a unit cube. Therefore the interface SATs
involving nodal locations used at periodic faces only require the addition or
subtraction of a unit value. A one-dimensional example is shown in Figure 4.
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