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Abstract 

Aerodynamic drag can be partially approximated by the entropy flux across fluid domain 

boundaries with a formula due to Oswatitsch. In this paper, we build the adjoint solution 

that corresponds to this representation of the drag and investigate its relation to the 

entropy variables, which are linked to the integrated residual of the entropy transport 

equation. For inviscid isentropic flows, the resulting adjoint variables are identical to the 

entropy variables, an observation originally due to Fidkowski and Roe, while for non-

isentropic flows there is a significant difference that is explicitly demonstrated with 

analytic solutions in the shocked quasi-1D case. Both approaches are also investigated 

for viscous and inviscid flows in two and three dimensions, where the adjoint equations 

and boundary conditions are derived. The application of both approaches to mesh 

adaptation is investigated, with especial emphasis on inviscid flows with shocks.  

Keywords: Adjoint, Oswatitsch drag formula, entropy variables, error estimation. 

1 Introduction 

In computational aerodynamics, adjoint methods can be applied to aerodynamic design 

[1], which was their original motivation, but also to error estimation and goal-oriented 

mesh adaptation [2, 3]. Numerous adjoint-based mesh adaptation algorithms targeting 

typical cost functions such as lift or drag have been reported (see [4] for a recent example), 

but other targets are possible. In this paper, the focus is on entropy generation, which 

(particularly in the case of spurious production) has been a significant ingredient to judge 

the accuracy of numerical solutions since the early days of CFD [5].  

Many systems of conservation laws are equipped with an entropy function, which is a 

convex function of the system state variables that is conserved for smooth solutions but 

can exhibit discontinuities for non-smooth (weak) solutions. The sign of the jump at 

discontinuities of the solution serves as a unicity criterion singling out the physically 

realizable solution (entropy condition). Besides, entropy functions play an important role 

in the stability theory of PDEs. The gradient of the entropy function with respect to the 

state variables defines the entropy variables, which symmetrize the governing equations 

[6] [7] and are an important ingredient in the construction of entropy conservative/stable 

discretizations [8].   

Aside from these formal developments, practical applications of entropy and entropy-

based functionals in numerical simulations abound (see [9, 10] for reviews). In [11], a 

shape design procedure for turbomachinery applications based on minimization of 

entropy losses was proposed. In [12, 13, 14, 15, 16, 17, 18, 19], different forms of the 

residual of the entropy transport equation have been used as indicators for grid adaptation. 
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Reference [16] also contains the interesting observation that, for the Euler equations, the 

entropy variables are actually adjoint variables associated to the integrated entropy 

residual and, thus, with spurious entropy production. The adjoint approach based on the 

entropy variables (or entropy adjoint approach) can also deal with viscous flows, where 

it is also associated to the integrated entropy residual, although in this case the entropy 

variables do not obey an adjoint equation.  

Another significant observation was made in [17] concerning the connection of the 

entropy adjoint approach to aerodynamic drag. Viscous and wave drag can be 

approximated, with a formula due to Oswatitsch [20], by the net entropy flux across 

inlet/exit and/or far-field boundaries, which is also directly related to loss in 

turbomachines [21]. For inviscid flows without shocks, this boundary entropy balance is 

equivalent to the integrated entropy residual, so entropy variables are adjoint to the 

Oswatitsch representation of aerodynamic drag. Unfortunately, this is actually spurious 

drag, as inviscid smooth flows have zero drag analytically. When the flow contains 

shocks, physical drag is proportional to the entropy created at shocks and no longer 

vanishes. On the other hand, entropy variables are still adjoint to the integrated entropy 

residual, which, as will be shown below (see also [22]), can be written as the net entropy 

balance across all domain boundaries and flow discontinuities (including shock loci) or, 

equivalently, as the balance between the entropy entering and leaving the domain and the 

entropy generated within the domain. Using the entropy variables thus poses the practical 

issue that discretized entropy sensors based on the entropy residual contain the (physical) 

entropy produced at the shock, which may cause trouble in mesh adaptation as discussed 

for example in [19]. Several ways to address this issue, including the comparison with the 

Oswatitsch adjoint, will be analyzed below.  

The paper is organized as follows. Section 2 reviews the connection between entropy 

flux and aerodynamic drag. Section 3 deals with the formulation of the entropy and 

Oswatitsch adjoints for quasi-one-dimensional (quasi-1D) flows with shocks, including a 

proposal for local error indicator as well as numerical testing. Sections 4 and 5 deal with 

two-dimensional (2D) and three-dimensional (3D) inviscid shocked flows, respectively, 

while section 6 deals with 2D (laminar) viscous flows. Finally, Section 7 contains a brief 

summary and discussion of the results. 

2 Drag and entropy flux 

Aerodynamic drag is the force exerted by a moving fluid on a solid body along the 

direction d  of the body’s motion. Focusing on the configuration depicted in Fig. 1, 

consisting on a body with a solid wall surface wS  immersed in a fluid domain with 

external (far-field) boundary S ,  



 
Fig. 1 Sketch of a typical 2D flow configuration. 

 

drag can be computed as the integral of the fluid’s momentum flux over the body surface. 

For inviscid flows, it reduces to 

ˆ

w

near

S

D pd ndS               (1) 

where n̂  is the outward-pointing unit normal vector and p is the pressure. Since the 

momentum flux is conserved, the same result can be obtained integrating the momentum 

flux over the fluid domain’s outer boundary S  

 ˆ ˆ( )( )ff

S
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where   and u  are the fluid’s density and velocity, respectively. The above drag integral 

can be related to the entropy flux across the far-field boundary as follows. Under suitable 

assumptions [17] [23], the part of fluid flow drag due to shocks or boundary layers can 

be computed by the following far-field integral (first derived by Oswatitsch [20]):   
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where 
1
log( / )Rs p 





  is the entropy, /su R    the entropy flux, R  the gas 

constant, u  the velocity of the incoming flow (the free-stream velocity) and M  the 

free-stream Mach number.  

In practice, other approaches for drag estimation that are indirectly based on the far-

field entropy balance are used [24] besides conventional wall integration. These 

approaches allow for a clear separation of the different physical sources of drag and can 

be exploited in mesh adaptation [25].  

3 Quasi-one-dimensional Euler equations 

We shall begin our analysis with the (steady) quasi-1D Euler equations. On a duct of 

cross section ( ),A x the equations read 
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R U A AF P
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               (3) 

In the above equation, U is the vector of conservation variables, F are the mass, 

momentum and energy fluxes, and P is the source term   
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where ρ is the density, u is the velocity and p, E and H are the pressure, energy and 

enthalpy, respectively. Also 
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where /p vc c    is the ratio of specific heats. 

In the absence of shock waves, the entropy log( / )vs c p   is constant and obeys the 

following advection equation 

 
0

d uAs

dx


            (6) 

or, equivalently, / 0,ds dx   since   / 0d uA dx   as follows from the governing 

equations (3). Suppose that the duct extends along the interval 1 1x   . Integrating (6) 

along the duct yields 

   
1 1

11
0 d

dx
u dxAs uAs 

 


           (7) 

where the rightmost expression gives the net entropy balance across the inlet/exit 

boundaries (which vanishes in isentropic –shock-free– cases).  

If the solution contains a steady shock at sx , (6) holds on either side of the shock, in 

such a way that integrating (6) along the duct yields the following relation 
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where the rightmost expression gives the net entropy balance across the domain 

boundaries including the shock. 

3.1 Entropy variables, the Oswatitsch adjoint and the entropy adjoint approach  

Many entropy functions can be built for system (3). A particularly simple one is 

 
1

/ log( / )s R p
 


  


               (9) 

which is proportional to the physical entropy. For steady flows,   obeys the following 

conservation law 

  
 

0
d A

dx


             (10) 



where the entropy flux is  

/u us R           (11) 

The derivatives of   with respect to the conservative variables,  

2

v , ,
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are the entropy variables, and they have several interesting properties. Most notably, they 

obey the compatibility condition 

v ,T F

U U

 


 
            (13) 

and they symmetrize the system (3), as both vU  and vF  are symmetric. Likewise, 

multiplying (3) by v and using (13), the entropy conservation law (10) is recovered 

 v ( , ) 0T d
R U A A

dx
           (14) 

Integrating (14) along the duct yields the following relation 
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                   (15) 

which relates the entropy-weighted residual with the isentropic entropy balance (7). 

The symmetrization properties of the entropy variables [7] imply that both U and F 

can be expressed as gradients of scalar functions, v(v)U   , v( (v)) ,F U    and thus 

the entropy / entropy flux pair can be expressed as 

 v , v .T TU F                 (16) 

Note that for the above choices, the entropy potentials are    and ,u   

respectively. 

Further, note that, by writing the flow equations in terms of the entropy variables and 

using their symmetry properties, it follows that the entropy variables satisfy an adjoint-

like equation 

v
v 0T T

U U

d dA
AF P

dx dx
         (17) 

Eq. (15) and (17) are the basis of the observation in [16] that the entropy variables are 

adjoint variables relative to the output 
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1
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measuring the entropy flux across the fluid domain outer boundaries. Indeed, the adjoint 

state 0 1 2( , , )T     corresponding to (18) can be derived from the analysis of the linear 

perturbations to the Lagrangian 
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After linearization with respect to A and U, integration by parts and rearrangement, we 

get,  
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where 
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To make (26) independent of U ,   must obey the adjoint equation 
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with the inlet/exit boundary conditions 
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from where it follows that v  , i.e., the entropy variables are adjoint to the entropy flux 

balance across the inlet/exit boundaries, a relation which also holds (with obvious 

modifications) in 2D and 3D. Hence, the entropy variables are adjoint, via the Oswatitsch 

formula, to the far-field drag integral addressed in [17]. Although drag by itself is of no 

interest for subsonic inviscid solutions (since its exact value is zero), v can still be used 

to build an adaptation indicator that increases the accuracy of the solution by targeting 

the spurious contributions to the far-field drag. 

When the flow contains a shock, the above derivation needs to be corrected and, in 

fact, the entropy variables are now adjoint variables to the net entropy balance across the 

domain boundaries (including the shock loci). This can be seen as follows. If the solution 

contains a steady shock at sx , the flow equations ( , ) 0R U A   hold on either side, while 

at the shock the solution obeys the Rankine-Hugoniot jump condition   0
s

s

x

x
F



  . Eq. (14) 

also remains valid on either side of the shock, in such a way that integrating along the 

duct in (14) yields the following relation 
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which relates the entropy-weighted residual with the entropy balance (8). In order to 

prove that the entropy variables are indeed adjoint to the output (24), we analyze the linear 

perturbations to the Lagrangian 
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(with ( )s sA A x ), where we have introduced the adjoint states ,   to enforce the flow 

and shock equations. After linearization, integration by parts and rearrangement, we 

obtain 

   
1

1

1 1

1 1

1

1

( )

( v ) (v )

s s

s

s

s s

s s

s s

s

s

x x
x T

s s s sx
x x

x x
T T T T

x x

x
T T

s U Ux

d A dF
J A A x A x

dx dx

f dx f dx U L dx U L dx

A F U A F U

     

     

    

 





 

 

 










 

 





   
        

   

   

          

              (26) 

with f  and L  as in Eq. (21). Since  ( ) / 0
s

s

x

x
d A dx



   because of eq. (10), removing 

the dependence of (26) on sx  requires that 0.   To eliminate the dependence on ,U  

  must obey the adjoint equation (22) in [ 1, ) ( , 1]s sx x x     with the inlet/exit 

boundary conditions (23), as well as the internal shock conditions 

( v) 0
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Taking (17) into account, the above equations require that v   throughout, thus 

confirming that the entropy variables are indeed the adjoint state associated to 
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    , which is obviously different from the inlet/exit entropy balance 
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  .  The adjoint state relative to  
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   in the shocked case can be built 

following the approach outlined above. The resulting Oswatitsch adjoint   obeys the 

adjoint equation (22) on either side of the shock with the inlet/exit boundary conditions 

(23). Additionally,   must satisfy the following shock conditions 

 0
s s

T T

U Ux x
F U F U   

 
     (28) 

which requires that the adjoint variables be continuous at the shock with zero derivative 

and obey the internal boundary condition 1( ) 0sx   [26]. The above equations are 

incompatible with   being the entropy variables, which are discontinuous at the shock 

(see Fig. 3).   

3.2 Discrete analysis 

As with most existing a posteriori error estimators, adjoint-based methods require 

either the local residual error ( , )hR U A , i.e., the continuous state equation ( , )R A  

evaluated at (a suitable continuous reconstruction of) the discrete solution hU , or the 

truncation error ( )h exactR U , obtained by substituting the analytic solution exactU  (or a 

suitable approximation thereof) into the discrete operator. The adjoint error correction 

term is a product of the approximate adjoint solution and the residual/truncation error. 

The latter may be approximated by the integral of the analytic flux about each control 

volume [27], by the nonlinear residual evaluated on a continuous interpolation of the 

discrete solution [28], by a discrete residual evaluated at a higher order of accuracy, or on 



a uniformly refined mesh [29], or on a coarser mesh via the τ-estimation approach [30, 

31, 32]; or even by the discrete artificial dissipation residual [33].  

We have seen above that the integrated entropy balance equation residual J is related 

to the analytic flow equations as  

 

1

1
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   (29) 

which is clearly of the form described above. In order to build an error indicator based on 

the entropy variables, some discretized form of (29) must be constructed. In order to 

explore this idea, we shall consider the discretized version of the problem discussed in 

the preceeding section. Suppose then that (the time-varying version of) eq. (3) is 

approximated numerically on a grid over the range i = 1, n by a semi-discrete finite-

volume (FV) scheme 

,
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 is the 

numerical flux function. Multiplying the LHS of (30) by the entropy variables ,vT

h i  and 

rearranging yields the semidiscrete numerical entropy scheme [8] 
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where 
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                 (32) 

is the numerical entropy flux ( i i iu   is the entropy potential (16), and the overbar 

denotes averaging across the face, i.e., 11
22

1
12

( )i iii 
    ). Likewise,  
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(with 1
2

1( ) ( ) ( )i ii 
       the jump across the face) is the entropy production. We note that 

numerical fluxes for which 1 1 1 1
2 2 2 2

*v 0T

i i i i
F

   
      are entropy-conservative as 

proved by Tadmor [34].   

From (30) and (31) we have 
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        (34) 

The weighted residual on the LHS has the conventional form of an adjoint-based error 

indicator. Unfortunately, for converged steady solutions the residuals are zero, and thus 

, ,vT

h i h iR  is not a useful indicator. Assuming that the numerical flux can be written as a 

central flux plus dissipation, 1 1 1
2 2 2

*

i i i
F F d

  
  , the residual can be equally separated into 



“convective” + “dissipation” parts, 
( ) ( )

, , ,
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h i h i h iR R R  , such that the following indicator 

could be used 
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h i h iR . For converged steady solutions , 0h iR  , so 
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, , , ,v vT c T diss

h i h i h i h iR R  , 

which is closely related to the dissipation-based adjoint error estimate introduced by 

Dwight [33] that we will use below. The only drawback is that, for shocked solutions, the 

weighted residual will contain contributions from the physical entropy produced at the 

shock. 

Another possibility is to use the local entropy production i  as the error indicator. For 

smooth solutions, the exact entropy evolution equation is   0t x
A A    , which for 

steady flows reduces to   0
x

A  . The corresponding discrete equation can be read off 

from (34), 

1 1 1 1
2 2 2 2

* *

ii i i i
A A

   
                                              (35) 

Summing over cells we get 

* *

out in i

i

A A                  (36) 

The LHS is an approximation to J, and should be zero for the exact (analytic) solution. 

The RHS is thus the error in the functional, and i  (production of spurious entropy) is 

the appropriate local error indicator. Incidentally, the left-hand side of (35) has been used 

as shock detector and error indicator in [14], [15], [35], etc.  

Using i  as the error indicator has several advantages over entropy-variable-weighted 

residuals. It is more clearly linked to (discrete) entropy production, and it does not require 

auxiliary fine meshes or higher-order reconstructions to compute the residuals. It does 

however depend on the numerical scheme and thus it requires some amount of hand-

coding, but the required computations can be readily assembled from the subroutines used 

to compute the flow residuals.  

In shocked cases the situation is more involved. First, entropy is not conserved but is 

created at the shock. The exact entropy evolution equation is now   0t x
A A     in the 

sense of distributions, the negative sign corresponding to production of entropy at shocks. 

It seems that, a priori, any indicator targetting spurious entropy creation must take that 

into account to avoid unnecesary refinement at shocks. The (steady) discrete equation is 

still (35), where now i  contains both physical and spurious contributions, the former 

being limited to the shock region. Hence, in order to use i  as the indicator for spurious 

entropy production, we need to either exclude the shock region from the target area or to 

subtract the physical entropy jump. The first possibility is relatively simple to implement 

in the quasi-1D case and higher dimensions, using i  itself to detect the shock cells (see 

Fig. 5).  

The second possibility is mostly restricted to the quasi-1D case, as implementation in 

2D or 3D cases would be very complex. Starting from (36) we subtract from both terms 

the shock entropy jump 
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where 
out  (resp. 

in ) is the analytic entropy flux function evaluated at the outlet (resp. 

inlet). In order to obtain a local error indicator that only targets spurious entropy 

production we need to subtract the physical entropy jump from i  (that is, we have to 

distribute ( )out inA A    among the nodes within the captured shock layer. To identify 

the nodes in the shock layer we can proceed as follows. We compute the peak value of  

i  (which is always attained within the shock layer, see Fig. 5) and define .
max

i
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A node belongs to the shock layer if i  , where 1   is a user-defined threshold (this 

is somewhat arbitrary, much as shock detectors in JST dissipation [36], for example). 

Finally, since i  should be zero away from shocks, we compute the local error indicator 

as 
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for shock cells. 

3.3 Numerical tests 

We consider transonic inviscid flow on a converging-diverging duct with cross section 

21 sin ( ), 0.
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x x
A x

x

  
 

 
 

and flow conditions such that a shock forms at 0.152sx   as depicted in Fig. 2, which 

shows the analytic solution obtained with the Area-Mach number relation [37]. The 

analytic entropy variables can be obtained from the flow solution using (12), while the 

Oswatitsch adjoint variables have been obtained in [26] using the Green’s function 

approach of [38]. A comparison between entropy and Oswatitsch adjoint variables for 

shocked and shock-free cases is shown in Fig. 3. In the former case, both sets of variables 

show quite different trends: while entropy variables are continuous at the sonic throat and 

discontinuous at the shock, Oswatitsch adjoint variables are continuous at the shock with 

zero gradient but show a finite jump at the sonic throat. In the latter case, the Oswatitsch 

adjoint variables are identical to the entropy variables. 

 



 

Fig. 2 (Analytic) Mach number distribution for the transonic quasi-1D test case 

 

 
Fig. 3 Entropy variables and Oswatitsch adjoint for shocked and shock-free (

inM = 0.2 ) flow conditions. 

 

Numerical computations are carried out with a cell-centered, finite-volume discretization 

and three different flux functions: 

 A central scheme with Jameson-Schmidt-Turkel (JST)-type artificial dissipation [36] 

described in [39]. 

 Roe’s upwind scheme [40] with 1st and 2nd order reconstruction. 

 Chandrasekhar’s central Kinetic-Energy-Preserving and entropy-conservative scheme 

[41] (with JST-type artificial dissipation). 

Fig. 4 shows the entropy and entropy variables computed with the above flux functions, 

while Fig. 5 shows the local value of the entropy production term j . Notice that, in all 

cases, j  is only appreciably different from zero in a layer of 3-4 cells around the 

captured shock, and that the peak value is attained at an intermediate state within the 

shock layer. Likewise, although not shown, the height of the peak remains approximately 

the same regardless of the mesh spacing, while its width shrinks as the mesh is refined.  
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Fig. 5. Plot of  1/2 1/2 / 2j j j      for the steady-state shocked quasi-1D solution computed with 

different flux functions. Mach number distribution is shown for reference.  

 

Next, we perform an entropy-production based mesh adaptation (actually, refinement) 

exercise with the JST scheme. In a first analysis, the adaptation is carried out by splitting 
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in half the cells according to the value of the entropy production i  with modifications 

following the strategies outlined above: (1) completely exclude cells in the shock layer, 

(2) subtract the physical entropy jump from 
i  at shock points, and (3), leave 

i  

unchanged. Shock cells are those for which 0.1
max

i
i

i




 


. The criterion to decide 

whether a cell is flagged for division is based on a threshold value that is set implicitly by 

requiring that the percentage of new cells is fixed at 40%.  

In order to assess the quality of the resulting meshes, we evaluate the “lift” integral 
1

1
LJ pdx


  . A convergence plot comparing the three strategies is shown in Fig. 6 (a), 

where comparison with isotropic refinement (whereby each cell is split in two at each 

stage) is also provided. It can be seen that strategies (2) and (3) produce nearly identical 

convergence plots for LJ  and likewise quite similar meshes (Fig. 7). Excluding the shock 

layer from refinement not only produces odd-looking adapted meshes, but also yields 

wrong values for LJ .   

The adaptation strategy based on the local entropy production is further assessed in 

Fig. 6 (b) by comparison with three additional adjoint-based adaptation procedures: the 

entropy adjoint (i.e., the entropy variables), the “lift” adjoint (i.e., the adjoint relative to 

LJ ) and the Oswatitsch adjoint (i.e., the adjoint relative to the inlet/exit entropy balance 

 
1

1
A




 ). The lift and Oswatitsch adjoint solutions have been obtained with a continuous 

adjoint solver described and tested in [39, 26] that uses a finite-volume central scheme 

with JST artificial dissipation. In these three cases, the local adaptation indicator is built 

from the corresponding adjoint solution   using the dissipation part of the JST residual, 
( )dissR , following Dwight’s formulation [33], as  

( ) ( )

2 4

2 4

diss diss
T i i

i i i

R R
k k

k k
 

  
  

  
                                                  (38) 

where 2 4 and i ik k  are local values of the dissipation coefficients. This indicator focuses on 

the part of the discretization error that can be traced to the artificial dissipation (thus 

missing other potentially significant contributions to the total error), but it has the 

advantage of only requiring a single mesh in contrast to other approaches such as [29]. 

All other mesh adaptation settings are exactly as described above for the entropy 

production-based adaptation approach. Fig. 6 (b) also shows the adjoint-based corrected 

“lift” values obtained with the lift adjoint solution as 

( ) ( )
( )

2 4

2 4

diss diss
corr T T diss

L L L

cells cells

R R
J J k k J R

k k
 

  
     

  
   

The error is fixed with respect to a reference value obtained with Richardson 

extrapolation from the isotropic refinement results.  

We see that all adaptation indicators perform comparably, with both entropy-based 

strategies, which follow similar trends, outperforming the lift-based adaptation in the long 

term. The Oswatitsch adjoint, on the other hand, follows more closely the lift adjoint 

scheme. This behaviour can be confirmed with the adapted meshes, where entropy adjoint 



and entropy production schemes tend to refine more intensely the shock region, while the 

lift adjoint and the Oswatitsch adjoint concentrate the refinement in the throat region. It 

is particularly striking that, in general, all estimators tend to saturate rather quickly and, 

in fact, most of them are most accurate on the initial grids. As explained in [33], this is a 

characteristic of dissipation-based adaptation, which is very effective in removing the part 

of the error due to dissipation, with the remaining error not due to dissipation eventually 

dominating as the adaptation progresses.  

 

 
(a)      (b) 

Fig. 6. Convergence of the lift cost function. (a) entropy production-based adaptation schemes. (b) 

Comparison of different adaptation schemes. 

 

       

    
       Entropy production (exclude shock cells)              Entropy production (Subtract jump) 

  
Entropy production (

i  unchanged)    Entropy adjoint  

 
Lift adjoint      Oswatitsch adjoint 

Fig. 7. Adapted meshes after 4 adaptation iterations with different adaptation strategies.   

4 2D Euler equations 

The 2D Euler equations in conservation form are 

 ( ) 0R U F      (39) 

log
10

(# cells)

lo
g

1
0
(E

rr
o

r)

1.5 2 2.5 3

-5

-4

-3

-2 Isotropic refinement

Entropy Production (all)

Entropy Production (exclude shock)

Entropy Production (subtract jump)

O(1)

O(2)

log
10

(# cells)

lo
g

1
0
(E

rr
o

r)

1.5 2 2.5 3

-5

-4

-3

-2 Isotropic refinement

"Lift" adjoint

"Lift" adjoint (corrected)

Entropy Production (all)

Entropy adjoint

Oswatitsch adjoint

O(1)

O(2)

x
-0.2 0 0.2 0.4

x
-0.2 0 0.2 0.4

x
-0.2 0 0.2 0.4

x
-0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4

x
-0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4

x
-0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4



where U is the vector of conservation variables and ( , )x yF F F  is the vector flux 

function 
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        (40) 

4.1 Continuous analysis  

In 2D, the entropy is again conserved away from shocks, where it jumps. The entropy 

function can be again chosen simply as 

/ ,s R             (41) 

This choice yields entropy variables 

 
2

v , ,
1 2

T s u u

R p p p

   



 
    

 
                              (42) 

and entropy flux  

/u us R                    (43) 

which satisfies the compatibility condition 

 vT F

U U

 


 
           (44) 

Multiplying the Euler equations (39) by vT
, and using (44), the entropy conservation 

law is recovered  

  v ( ) 0T R U                 (45) 

Likewise, writing the flow equations in terms of the entropy variables and using their 

symmetry properties, it follows that the entropy variables satisfy an adjoint-like equation 

v 0T

UF                      (46) 

Integrating the right-hand side of (45) on the fluid domain   yields the following 

relation 

ˆ0 v ( )T

S

us us
R U d d ndS

R R

 

 

 
         

 
              (47) 

in terms of the integrated entropy flux across the far-field S , where the flow 

configuration sketched in Fig. 1 has been assumed.   

Eq. (47) can also be generalized to flows with shocks. If the solution U contains a 

shock along a curve or surface (in 3D) ,  the Rankine-Hugoniot jump condition 

ˆ[ ] 0F n   connects the smooth solutions ( ) 0R U   on either side. Here 

[ ] | |downstream upstreamF F F   denotes the jump in F  across the shock and n̂  is the unit 



normal vector to   (oriented such that it points upstream of the shock). Likewise, eq. 

(45) also remains valid on either side of the shock, in such a way that integrating the right-

hand side of (45) yields the following relation1 

 

\ \

ˆ ˆ0 v ( )T

S

usus us
R U d d ndS n d

R R R

 






    

 
            

 
         (48) 

As in the quasi-1D case, and taking (46) into account, it is possible to show that the 

entropy variables are adjoint variables relative to the output functions (47) (for flows 

without shocks, see also [42]) and (48) (for shocked flows). In the former case, the target 

functional is essentially Oswatitsch’s formula for aerodynamic drag as pointed out in 

[17].  

When the flow contains shocks, the entropy variables are different from the 

corresponding Oswatitsch adjoint solution (see below), but they can still be used to target 

spurious entropy production throughout the domain, the reduction of which through mesh 

adaptation will likely improve the quality of the solution as well as the prediction of global 

functionals such as drag or lift. In the 2D case, the entropy is constant along each 

streamline (with entropy possibly varying between streamlines depending upon the 

incident state) except at shocks, where it jumps. The entropy jump at the shock is 

generically different for each streamline. Hence, subtracting the physical entropy jump 

from the entropy production sensor as we did in the quasi-1D case is, for all practical 

purposes, impossible. Alternatives that combine different sensors, such as the masked 

sensor in [19], will be explored below. 

As in the quasi-1D case, in the shocked case it is possible to build the Oswatitsch 

adjoint –the adjoint corresponding to the far-field entropy flux  

1 1
ˆ ˆ ˆ

S

J ndS su ndS su ndS
R R

 

 

           

Details can be found in [42]. The derivation follows the approach outlined in [43] (see 

also [26]) for a functional consisting on a function of the pressure integrated along the 

wall and can be easily adapted to the present case. The Oswatitsch adjoint   obeys the 

adjoint equation 

0 in \T

UF                                              (49) 

with the following wall and far-field boundary conditions 

ˆ 0 on \

ˆ(v ) ( ) 0 on 

w b

T

U

n S x

F n U S



  

 

  
  (50) 

( b wx S   is the shock foot). Furthermore,   must be continuous across the shock 

  0

      (51) 

where it must obey an internal differential equation 

                                                 
1 Transonic rotational flows contain an additional singularity in the form of a slip line emanating from the 

sharp trailing edge. However, this is a contact discontinuity (no mass flow), so it does not contribute to (48)  
 



[ ] 0T

tg F t                                                       (52) 

along the shock, and 

( )[ ] 0
b

T

b xx F t                                          (53) 

at the shock foot bx  ( 
bx
is the jump across the shock at the shock foot). As explained 

in [26], the behavior of the adjoint normal derivatives at the shock can be investigated 

using the adjoint equations, which at the shock yield ˆ ˆ[ ( )] 0T

U tg nF t n        , and 

the shock equations (52) and (53). In this way, it can be shown that for normal shocks, 

for example, adjoint normal derivatives are mostly vanishing (and continuous) across the 

shock. At any rate, these equations are usually not taken into account for the discretization 

of the adjoint equations. It is assumed that the discretized adjoint system picks the correct 

solution satisfying (52) and (53) provided that there is enough dissipation across the shock 

[44]. However, taking the shock relations into account does have an impact in shape 

optimization [43]. 

4.2 Discrete analysis 

Let us now try to find a suitable discrete representation of the entropy adjoint 

construction for mesh adaptation purposes. To fix ideas, let us assume that the equations 

(39) are numerically approximated on unstructured grids using a node-centered, edge-

based central finite-volume discretization on a dual grid (see Barth [45] for further details) 

with artificial dissipation. The resulting semidiscrete scheme can be written as  

 ,

, ( ) 0
h i

i h i h

dU
R U

dt
       (54) 

where, for interior nodes, 

 *

,

:

h i ij ij ij

j i

R n f d       (55) 

 
Fig. 8. Dual grid cell associated with interior node i and integrated normal vector ijn  associated with 

edge ij (left). Dual grid cell and integrated normal vector associated with boundary node i (right). 

 

Here i  is the dual grid cell (with area/volume i ) associated to a node i, :j i  denotes 

the set of nodes j that are connected to node i by an edge, ijn  is the integrated normal 

vector of the dual grid face associated with edge ij (see Fig. 8) obeying 
:

0ijj i
n  , while 

the numerical fluxes associated with edge ij are taken as  * / 2ij i jf F F  , where 

( ( ))i iF F U x  is the flux vector (40) at cell i , resulting in a central scheme. Finally, the 



artificial dissipation flux 
ijd  is typically a blend of second and fourth-order differences 

[36] 

 
(2) (4) 2 2( ) ( )ij ij i j ij i jd U U U U          (56) 

 with 2

:
( )i k ik i

U U U    and shock switches 
(2) (4) and ij ij  . On boundary nodes, (55) 

is replaced with 
*

, :
( ) bc

h i ij ij ij i ij i
R n f d n f               (57) 

where 
bc

if  are the boundary fluxes and in  is the normal vector to the boundary face 

obeying 
:i ijj i

n n  . Multiplying (54) by the entropy variables and rearranging yields 

the discrete entropy evolution equation. For interior nodes one has 

, , *

, , ,

: :

v v 0
h i h iT T

h i h i h i ij ij iji i
j i j i

dU d
R n

dt dt


                 (58) 

where * * 1v ( )
ij ij

T

ij ij ij ij ij ijn n
f n d


     is the entropy flux and 

 *1
v ( )

2

T

ij ij ij ij ij ij ijn f d n               (59) 

is the entropy production. In the above equations, i i iu   is the entropy potential, and 

the notation  1
2

( ) ( ) ( )j iij
      and ( ) ( ) ( )ij j i       has been used. On boundary nodes, 

the semidiscrete entropy evolution equation is 

, *

,

: :

(v ) 0
h i T bc

ij ij ij i h i i ii
j i j i

d
n n f

dt


            (60) 

Notice that if the boundary fluxes are evaluated as ( ( ))bc

i if F U x , then the boundary 

entropy flux (v )T bc

i i i in f   is exactly ( ( )).i in U x  For inviscid flows, 0i in u   and 

 0, , 0
T

bc

i if p   at solid boundaries and, thus, v ( ) 0T bc

i i i i if n u n     and 

( ) 0i i i in u n    , so there is no entropy flux across walls. The boundary entropy flux 

is only non-vanishing for the far-field boundary, where bc

if  is usually given in terms of 

characteristic variables.  

Summing (58) and (60) over the (dual) mesh cells yields the evolution equation for the 

integrated entropy 

 
, *

: :

(v )
h i T bc

ij ij i i i i iji
i I I i I I j i i I i I I j i

d
n n f

dt



      

               (61) 

where I denotes the set of all interior mesh nodes and I  the set of all boundary nodes. 

The second term on the left-hand side is zero since it is the mesh sum of a conservative 

flux (
*

ij  is symmetric in ij, and thus 
*

ij ijn   is antisymmetric in ij). Hence, for converged 

steady flows the above equation yields the discrete entropy conservation equation 



:

(v )T bc

i i i i ij

i I i I I j i

n f
  

                (62) 

The LHS is the discrete form of the boundary entropy flux n̂ ds


 , while the RHS is 

the integrated entropy production throughout the mesh. As in the quasi-1D case, it is clear 

from Eq. (62) that for smooth flows
:

ij

i I I j i 

   measures the error in entropy 

conservation and 
:

ij

j i

  can thus serve as local mesh adaptation indicator for cell i. When 

shocks are present, 
:

ij

j i

  also contains the physical production of entropy at the shocks.   

4.3 Numerical tests 

The first example is inviscid, subcritical flow over a NACA 0012 airfoil with free-

stream Mach number 0.5M   and angle of attack 2º  . This case has been addressed 

in [17], so we will not examine it in detail here. Instead, we will only compute the entropy 

and Oswatitsch adjoint variables and compare them on the airfoil surface. This is done in 

Fig. 9, showing a good agreement which confirms that, as in the quasi-1D case, the 

entropy variables are dual to the Oswatitsch functional.  

 

 
Fig. 9. NACA0012 0.5M   and 2º  . Comparison between entropy variables and 

Oswatitsch adjoint on the airfoil surface. 

 

In this case and in what follows, the flow and adjoint computations have been carried 

out with DLR’s unstructured, finite volume solver TAU [46]. Both the flow and adjoint 

solvers use a cell-vertex, second-order, central discretization with JST scalar dissipation 

[36] of the type described in section 4.2. The drag/lift and Oswatitsch adjoint solutions 

are computed with the same continuous adjoint solver with only minor modifications 

affecting the boundary conditions. In both cases, the following adjoint boundary 

conditions  
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are weakly enforced, with    and f  equal to the force direction for drag/lift adjoints, 

and v    and 0f   for the Oswatitsch adjoint.  

The next example concerns transonic flow past a NACA0012 airfoil with 0.8M   

and 1.25º  . The flow has a strong shock at 65% chord on the suction side of the airfoil 

(Fig. 10).  The initial mesh, which is shown in Fig. 10, has 2995 nodes, with the far-field 

located approximately 50 chord-lengths away from the airfoil.   

 

 
Fig. 10 NACA0012. Initial mesh and sample numerical flow solution 

 

Mesh adaptation is carried out by splitting in half the mesh edges according to the 

value of the local adaptation indicator, in such a way that an edge is marked for refinement 

if the value of the indicator exceeds a threshold that is set implicitly by requiring that the 

percentage of new points introduced is fixed at 40%. When edges are split on the airfoil 

surface, the position of the new points is adjusted using cubic splines interpolation such 

that the new discrete surface follows the original geometry.  

We shall consider different adaptation indicators: local entropy production (
: ijj i


), as well as entropy adjoint, Oswatitsch adjoint and conventional drag and lift adjoint-

based adaptation, all with Dwight’s indicator (38). We also consider adaptation sensors 

that combine entropy production and drag-adjoint Dwight’s sensor. The first one is 

essentially the masked sensor proposed in [19], whereby entropy production-based 

adaptation is applied only to a subset of cells (50% of the original cells) previously 

flagged for drag-adjoint based refinement. This correction pushes the entropy based 

adaptation towards a more engineeringly-oriented outcome as well as may help alleviate 

over-refinement in the shock region. Two other combined sensors follow this idea, one 

by considering the sum of the normalized drag-adjoint and entropy production sensors, 

the other by considering the point-wise product of both sensors.  

Fig. 11 compares the different combined sensors with the raw entropy production 

sensor in terms of the convergence of the drag coefficient 

2

2 ˆ ˆ( cos sin )
w

d x yu S
c n n pdS


 

 

  . Isotropic refinement (where every mesh edge is 

split in two) is also included for reference purposes. While combining the entropy-based 



sensor with the drag-adjoint-based sensor does produce some improvement, particularly 

at the earliest adaptation cycles, the values do not differ much from what can be obtained 

with the raw entropy production sensor, which has the added benefit of not requiring a 

separate adjoint solution.  

Fig. 12 compares the convergence of drag and lift coefficients for the different adaptive 

strategies. Errors are computed with respect to reference values obtained by Richardson 

extrapolation from the isotropic refinement values. The entropy-adjoint approach yields 

worse results in terms of the drag coefficient than the entropy production approaches, 

which clearly outperform isotropic refinement and compare favorably (particularly the 

combined product sensor) with the specific uncorrected drag-adjoint-based result 

(adjoint-corrected values are also shown as filled circles). Notice that the Oswatitsch 

adjoint follows very closely the near-field drag adjoint-based result. In terms of lift, both 

entropy-based approaches go astray at the first adaptation stage (as does the corrected lift-

based strategy), but quickly recover, with the entropy production approach yielding better 

results at intermediate stages than the entropy adjoint, both converging to the same value 

at later stages. The Oswatitsch adjoint, on the other hand, yields surprisingly good results, 

especially at intermediate stages, where it outperforms the corrected lift-based adjoint 

results.   

As shown in Fig. 13, entropy-adapted meshes are also quite similar, though 

significantly different from drag-based and Oswatitsch adjoint adapted meshes, which 

show similar trends including intense refinement along the incoming stagnation 

streamline and the contour of the supersonic bubble on the suction side of the airfoil, 

which are typical features of adjoint-adapted meshes. The entropy-based approaches, on 

the other hand, clearly target the wake and shock regions, where the local entropy sensors 

dominate, as can be seen in Fig. 142. This over-refinement does certainly have an impact 

on drag coefficient error convergence, especially at the earliest stages. The combined 

approach yields better results, but it requires an additional adjoint solution at each cycle, 

which can incur in significant costs especially for complex 3D cases. A possible way to 

combine both approaches is through an alternate strategy, whereby each adaptation cycle 

is alternatively performed with either approach (one entropy production-based, the next 

drag-adjoint-based). This approach halves the cost in adjoint numerical computations, but 

it does not result in significant improvements in this case.  

                                                 
2 Notice also from Fig. 14 that, as in the quasi-1D case, entropy-based local indicators serve quite effectively 

as well as shock detectors. 



 
Fig. 11. NACA0012 0.8M   and 1.25º  . Convergence of drag coefficient for the 

entropy-production-based adaptation schemes.  

 

 
Fig. 12. NACA0012 0.8M   and 1.25º  . Convergence of drag (left) and lift 

(right) coefficients for different adaptation schemes. 
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Fig. 13. NACA0012 0.8M   and 1.25º  . Final adapted meshes after 6 

adaptation cycles.  
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Fig. 14. NACA0012 0.8M   and 1.25º  . Plot of local adaptation sensors on the 

baseline mesh.  

5 3D Euler equations 

The 2D analysis of the entropy and Oswatitsch adjoint approaches carries over with 

only the obvious modifications to 3D. Without shocks, the entropy and Oswatitsch adjoint 

variables are identical, while they differ in the shocked case. The Oswatitsch adjoint 

variables are continuous across the shock, where they obey the shock equations   

[ ] 0T

tg F                                             (63) 

on the shock surface, which is taken to be a single sheet attached to the wing surface along 

a curve S , and 

ˆ[ ] 0
S S

T F n        (64) 

along the shock foot S  ( 
S

is the jump across the shock at the shock foot). tg  is the 

tangent gradient (the covariant derivative on the surface) and ˆ
S

n  is the normal vector to 

the shock boundary curve S  but is otherwise tangent to the surface. 

In order to provide further testing to the approaches described in this paper, we now 

compute a three-dimensional transonic case, the ONERA M6 wing at 3.06º  , sideslip 

angle 0º   and 0.84M  . Surface pressure contours are shown in Fig. 15 where the 

characteristic lambda shock structure is visible.   

  



 
Fig. 15. ONERA M6. Surface pressure contours 

 

Mesh adaptation is carried out again with the approaches described above, with the 

only difference that the percentage of new points is set to 80% in adaptive refinement.  

The initial mesh has 
341 10  nodes and 

3205 10  tetrahedral elements (Fig. 16).  

 

 

Fig. 16. ONERA M6. Initial mesh. Left: Close-up view of the unstructured mesh on 

the top surface of the wing. Right: cut through the wing’s horizontal symmetry 

plane. 

 

Convergence results for drag and lift are shown in Fig. 17. Errors are established with 

respect to reference values obtained using Richardson extrapolation from computations 

in a sequence of globally refined meshes. For the drag coefficient error convergence, both 

entropy-based approaches show a similar trend: while both show error convergence, they 

perform worse than uniform refinement at every stage and even worse than feature based 

adaptation at the earliest stages. This is likely due to the over refinement of the shock and 

wing-tip vortex regions that is clearly noticeable in the adapted meshes (Fig. 18). On the 

other hand, the combined entropy adjoint × drag adjoint, as well as the Oswatitsch adjoint, 

give results comparable to the (uncorrected) drag-adjoint based ones at the cost of an 

increased computational effort relative to the pure entropy-based approaches. 

Accordingly, the corresponding adapted meshes show a more even refinement pattern 

that is closer to the specific drag-based adaptation. The Oswatitsch case is particularly 

significant, as in 3D the Oswatitsch formula does not account for induced drag.  



At any rate, it is puzzling to see that only the drag adjoint-corrected strategy clearly 

outperforms uniform refinement for this case. This is likely due to the particular 

adaptation strategy chosen. The original publication [33] does not show a comparison 

with uniform refinement in the 3D case, but error convergence trends are similar to the 

ones shown here. Dwight does note some unusual features such as the fact that the adjoint-

corrected values flatten out and only decrease at a very low rate. This is likely due to the 

fact that the adjoint correction is very effective in eliminating the part of the error due to 

dissipation, but not so the remaining error, which eventually dominates as the adaptation 

progresses. 

Lift convergence results are much less conclusive, as there are substantial oscillations 

and even the lift-adjoint corrected values perform worse than uniform refinement (but 

note that all values shown are within 0.5 lift counts of the reference value). The noisy 

convergence patterns makes it difficult to identify meaningful trends, but it is perharps 

noticeable that adaptation with the entropy adjoint indicator gives fairly good results, 

especially at the earliest stages.  

 

  
Fig. 17. ONERA M6. Drag (left) and lift (right) convergence 
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Fig. 18. ONERA M6. Adapted meshes after 4 refinement cycles.  

6 2D Navier-Stokes equations 

6.1 2D laminar flow 

 

The entropy function (41) is unique in that the entropy variables (42) also symmetrize 

the viscous terms in the Navier-Stokes equations [16]. If the (steady) Navier-Stokes 

equations are written as  

( ) ( ) ( ) 0NS vR U F F F U          (65) 

where  1 2 30, , , ,
T

v

i i i j ij iF U u k T         are the viscous fluxes, with ij  the 

viscous stresses and k  the coefficient of thermal conductivity, the entropy variables obey 

the equation 

1 1

v v v vv ( v) v ( ) v ( v) 0T T T T T

i ji j i ji j i ji jA U U A U U                 (66) 

which follows from (65) by a simple change of variables vU   (
1 1

v v vv ( v) ( )T T v

i ji jA U U U F F         ). As pointed out in [16], (66) is not a 

viscous adjoint equation (see eq. (71) below for comparison) and hence the entropy 

variables are no longer adjoint variables, but they can still be used to “target” spurious 

entropy production for error estimation and control purposes as follows. Multiplying Eq. 

(65) by vT
 yields the following viscous conservation equation 

 v ( ) v ( ) 0T NS TR U U       (67) 

Now since v ( : ( )) / ( )T vF u k T RT      , where  : ij i ju u    , Eq. (67) is in 

fact the viscous entropy balance equation [13] 

 
1 1

( ) : ( )us u k T
T T

          (68) 

Hence, linear perturbations to the following objective function 
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  (69) 

measuring spurious entropy production, can be computed as weighted residual 

perturbations  

 v ( )T NSJ R U d 


     (70) 

In order to target the far-field entropy flux directly, there are two possible avenues. The 

first possibility, explained in [17], uses the entropy variables and involves two inviscid 

residual evaluations, one with the computed solution and one with a suitable 

approximation of the exact solution, and will not be pursued here. The second possibility 

involves the Oswatitsch adjoint. As above, it is possible to derive the adjoint scheme in 

this case. Adjoint analysis for viscous flows are quite standard now (see for example [47]) 

and we will not go through the derivation here. We will just state the basic results. The 

cost function is again ˆOSW

S

J ndS


    and the associated adjoint state 

0 1 2 3( , , , )T      obeys the adjoint equation 
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T T T
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subject to the boundary conditions 

 1 2

3

ˆ(v ) ( ) 0,

( , ) 0,

0

w w

w

T

U
S

S S

n S

F n U 

  





  

 

 

    (72) 

(adiabatic boundary conditions 0
w

n S
T   have been assumed for the primal flow at the 

wall). The generalization to 3D is immediate.  

6.2 Numerical tests 

We now examine viscous flow past a NACA 0012 airfoil with 0.5M  , 2º   and 

Reynolds number Re = 5000. The initial mesh, which is shown in Fig. 19, is a hybrid, 

unstructured mesh with about 30 structured layers of quadrilaterals in the boundary layer. 

The far-field boundary is approximately 100 chord-lengths away from the airfoil.  

 



 
Fig. 19. NACA0012 0.5M  , Re = 5000 and 2º  . Initial mesh. 

 

Mesh adaptation is again performed on the above mesh with different strategies 

including near-field drag and lift, entropy adjoint and Oswatitsch adjoint-based sensors 

as well as adaptation based on the entropy production of the spatial scheme 

 * ( )1
( v ( ) )

2

T v

ij ij ij ij ij ij ij ijn f d n f            (73) 

where ( )v

ijf  are the viscous fluxes3. For the adjoint-based strategies, Dwight’s indicator is 

used. Adaptation in the triangular region proceeds as explained above, while adaptation 

in the boundary layer proceeds by edge bisection in the streamwise (i.e., parallel to the 

airfoil surface) direction only. 

Fig. 20 shows the convergence of the near-field drag and lift coefficients for the 

different strategies.  

Drag allows for a cleaner comparison, and it shows that the entropy-based strategies 

yield nearly indistinguishable results, both slightly outperforming the (uncorrected) drag 

and Oswatitsch adjoints, which also perform comparably. Notice that all output-adapted 

cases converge at less than first-order after the third adaptation cycle. This reduced rate 

is likely due to the semifrozen adaptation approach adopted here, whereby the mesh 

density along the wall-normal direction remains frozen, which has been observed to 

interfere with the adjoint-based adaptation procedure [48].  

Lift convergence results, on the other hand, wander considerably (even for uniform 

refinement, so the reference value is taken from a globally refined mesh with about 15 

million points). On the average, the entropy adjoint based adaptation outperforms all other 

strategies except the output-based adaptation (results with the Oswatitsch adjoint are 

better at the first adaptation cycle, but they tend to stall at intermediate stages).  

                                                 
3 In Tau, the viscous flux of a quantity   under the effect of viscosity   across the dual grid face associated 

with edge ij is given by ij ijn   , where 1

2
( )ij i j       in the plane perpendicular to ij i jx x x    

and ( ) ij

ij ij

x

ij i j x x
  



 
    in the direction of ijx . Here, i  and j  are the gradients of   in the dual 

grid cells i and j obtained by either Green-Gauss or least-squares reconstruction. 

 



The adapted meshes after 4 adaptation iterations are shown in Fig. 21. All three 

adjoint-based approaches target strongly the region close to the airfoil, including the wake 

and the incoming stagnation streamline, more so for the Oswatitsch and near-field drag 

adjoint indicators. The Oswatitsch adjoint also targets intensely the entire wake all the 

way to the far-field, a feature that is shared by both entropy-based approaches.    

 

 
Fig. 20. NACA0012 0.5M  , Re = 5000 and 2º  .  Convergence of near-field drag 

for different adaptation schemes.  
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Fig. 21. NACA0012 0.5M  , Re = 5000 and 2º  . Adapted meshes after 4 

adaptation cycles. 

 

7 Discussion 

The present paper has focused on two main issues: the relation of entropy variables (or 

“entropy adjoint”) and the adjoint solution based on the far-field entropy flux (that we 

have called the “Oswatitsch adjoint”), and the comparative performance of mesh 

adaptation procedures built on the above solutions. We will now briefly summarize the 

findings concerning each topic.  

The Oswatitsch adjoint is dual by construction to the far-field entropy flux, and is thus 

directly related to aerodynamic drag. The price to pay is, of course, that a separate adjoint 

solution needs to be computed. The entropy variables, on the other hand, are related 

(adjoint in the inviscid case, and “quasi”-adjoint in the viscous –laminar– case) to the 

integrated entropy residual, which can be expressed as an entropy balance comprising the 

entropy entering and leaving the domain and the entropy generated within the domain, 

including entropy created at shocks and boundary layers. Hence, the Oswatitsch adjoint 

is related to physical entropy production, while the entropy adjoint is related to spurious 

entropy generation. Both approaches intersect for isentropic cases, where they are 

identical. Likewise, in viscous cases the entropy adjoint can also be used to target drag 

using the weighted inviscid residual term as explained in [17].  

The above distinctions are somehow blurred at the numerical level. As the flow 

residuals weighted with the Oswatitsch adjoint target errors in the entropy flux, they 

clearly include spurious entropy generation. On the other hand, the residuals weighted 

with the entropy variables target regions of spurious entropy production (which are errors 

in the entropy residual) but also regions (such as shocks) of physical entropy production.  

The next question is the practical application of these approaches. We have chosen 

here to focus on mesh adaptation applications. Both approaches have been tested in 

shocked inviscid quasi-1D, 2D and 3D flows, as well as in 2D viscous flows, and 

compared with conventional output-based adjoint mesh adaptation, as well as with 

adaptation based on the exact numerical entropy production of the spatial discretization.  

The Oswatitsch adjoint tends to mimic the drag convergence behavior of the near-field 

drag adjoint-based adaptation, even in 3D where the Oswatitsch formula does not account 



for induced drag. The adapted meshes are likewise similar, with the Oswatitsch adjoint 

targeting the wake more intensely than the near-field drag adjoint but avoiding the over-

refinement of the shock regions that is present in both entropy-based approaches. The 

positive result in 2D cases may have been expected given that, as explained above, the 

Oswatitsch adjoint also targets regions of spurious entropy production which, as pointed 

out in [17], accounts for the difference between near-field and Oswatitsch drags.  

The entropy adjoint and entropy production approaches, on the other hand, have the 

advantage of not requiring a separate adjoint solution, but have been seen to perform 

worse than the output adjoints in inviscid shocked cases. Likely, the creation of entropy 

at the shocks is leading to over-refinement in those regions, which may be counter-

productive as far as prediction of output quantities of engineering interest is concerned. 

This tendency can be alleviated by weighting the sensor with cell-size dependent factors, 

but a more physically-based solution is worth investigating. As it turns out, correcting the 

entropy production sensor to eliminate physical sources of entropy production is 

relatively easy in the quasi-1D case, but the results are identical to the uncorrected sensor. 

Such corrections are very hard (if at all possible) to apply in higher dimensions, so 

alternative routes are explored, such as combining the entropy production sensor with an 

output-based adjoint sensor either by masking (following a suggestion by Doetsch and 

Fidkowski), simple addition or multiplication, resulting in improved predictions which 

however incur in additional computational costs. Alternating entropy-production-based 

and output-based adaptation has not been found to lead to any significant improvement.  

The situation is different in viscous cases, at least in the subsonic, laminar case that 

we have analyzed, where entropy-based approaches have been seen to outperform output-

based approaches in terms of drag error convergence. It remains to be seen the effect of 

including turbulence or viscous shocks.  

Overall, the entropy adjoint/entropy production approach has the obvious advantage 

of not requiring a separate adjoint solution, which can be time consuming and somewhat 

tricky, for robustness reasons, since adjoint solutions become increasingly difficult to 

converge as the adaptation progresses; on the other hand, results with the entropy adjoint 

are disappointing for shocked flows, but much more promising for viscous flows even 

with one single residual evaluation.  

The Oswatitsch adjoint, on the other hand, yields results very similar to the near-field 

drag adjoint (recall that we are measuring the performance of the Oswatitsch adjoint, 

which is associated with a far-field drag measurement, with respect to a near-field drag 

computation).   

We end with two considerations which concern the relevance of the Oswatitsch adjoint 

approach and the influence of the particular adaptation strategy adopted. Regarding the 

first issue, and as explained in the introduction, the far-field evaluation of the entropy flux 

by itself (and not just as a surrogate for aerodynamic drag) is relevant in turbomachinery 

flows as a means to compute loss, which has sources other than aerodynamic drag. The 

adjoint formulation presented here could be of relevance in the numerical estimation of 

loss for these flows, as well as for optimal shape design.  

Finally, the particular adaptation strategy chosen here may of course be debated, but 

the idea here was to compare all the approaches within a single, simple, adaptation setting. 

The adopted adaptive strategy focuses on the elimination of artificial dissipation errors, 

and this should be kept in mind when assessing and extrapolating these results. However, 

artificial viscosity contributes significantly to spurious entropy generation, especially in 



inviscid flows [5], which supports the choice of adaptation strategy. Besides, the overall 

conclusions are not significantly different from what can be found in the published 

literature, giving more confidence in the generalizability of the results.  

 

Acknowledgements 

 

This work has been supported by INTA and the Spanish Ministry of Defence under the 

research program “Termofluidodinámica” (IGB99001). The 2D and 3D computations 

were carried out with the TAU Code, developed at DLR’s Institute of Aerodynamics and 

Flow Technology at Göttingen and Braunschweig, which is licensed to INTA through a 

research and development cooperation agreement. 

 

References 

[1]  A. Jameson, "Aerodynamic Design via Control Theory," J. Sci. Comp., vol. 3, no. 

3, pp. 233-260, 1988. Doi: 10.1007/BF01061285.  

[2]  N. A. Pierce and M. B. Giles, "Adjoint and defect error bounding and correction for 

functional estimates," Journal of Computational Physics, vol. 200, no. 2, p. 769–

794, 2004. Doi: 10.1016/j.jcp.2004.05.001.  

[3]  K. Fidkowski and D. Darmofal, "Review of Output-Based Error Estimation and 

Mesh Adaptation in Computational Fluid Dynamics," AIAA Journal, vol. 49, no. 4, 

pp. 673-694, 2011. Doi: 10.2514/1.J050073.  

[4]  M. Sharbatdar and C. Ollivier-Gooch, "Adjoint-Based Functional Correction for 

Unstructured Mesh Finite Volume Methods," J Sci Comput, vol. 76, no. 1, p. 1–23, 

2018. https://doi.org/10.1007/s10915-017-0611-8.  

[5]  A. Rizzi, "Spurious entropy production and very accurate solutions to the Euler 

equations," The Aeronautical Journal, vol. 89, no. 882, pp. 59-71, February 1985. 

DOI: 10.1017/S0001924000017711.  

[6]  A. Harten, "On the symmetric form of systems of conservation laws with entropy," 

J. Comput. Phys., vol. 49, no. 1, pp. 151-164, 1983. Doi: 10.1016/0021-

9991(83)90118-3.  

[7]  E. Tadmor, "Entropy Functions for Symmetric Systems of Conservation Laws," 

Journal of Mathematical Analysis and Applications, vol. 122, no. 2, pp. 355-359, 

1987. Doi: 10.1016/0022-247X(87)90265-4.  

[8]  E. Tadmor, "Entropy Stability Theory for Difference Approximations of Nonlinear 

Conservation Laws and Related Time-dependent Problems," Acta Numerica, vol. 

12, pp. 451-512, 2003. doi:10.1017/S0962492902000156.  

[9]  G. F. Naterer and J. A. Camberos, "Entropy and the second law fluid flow and heat 

transfer simulation," Journal of Thermophysics and Heat Transfer, vol. 17, p. 360–

371, 2003. Doi: 10.2514/2.6777.  

[10]  G. Puppo and M. Semplice, "Entropy and the numerical integration of conservation 

laws," in Proceedings of the 2nd Annual Meeting of the Lebanese Society for 

Mathematical Sciences (LSMS-2011), 2011.  

[11]  D. Papadimitriou and K. C. Giannakoglou, "A Continuous Adjoint Method for the 

Minimization of Losses in Cascade Viscous Flows," AIAA Paper 2006-49. DOI: 

10.2514/6.2006-49.  



[12]  J. Andrews and K. Morton, "Spurious entropy generation as a mesh quality 

indicator," in Deshpande S.M., Desai S.S., Narasimha R. (eds) Fourteenth 

International Conference on Numerical Methods in Fluid Dynamics. Lecture Notes 

in Physics, vol 453, Berlin, Heidelberg, Springer, 1995. DOI: 10.1007/3-540-

59280-6_108, pp. 122-126. 

[13]  G. F. Naterer and D. Rinn, "Towards entropy detection of anomalous mass and 

momentum exchange in incompressible fluid flow," International J. Numerical 

Methods in fluids, vol. 39, no. 11, pp. 1013-1036, 2002. 

https://doi.org/10.1002/fld.359.  

[14]  G. Puppo, "Numerical Entropy Production for Central Schemes," SIAM J. Sci. 

Comp., vol. 25, no. 4, pp. 1382-1415, 2003. Doi: 10.1137/S1064827502386712.  

[15]  F. Golay, «Numerical entropy production and error indicator for compressible 

flows,» C. R. Mecanique, vol. 337, pp. 233-237, 2009. Doi: 

10.1016/j.crme.2009.04.004.  

[16]  K. J. Fidkowski and P. L. Roe, "An Entropy Adjoint Approach to Mesh 

Refinement," SIAM Journal on Scientific Computing, vol. 32, no. 3, pp. 1261-1287, 

2010. Doi: 10.1137/090759057.  

[17]  K. Fidkowski, M. Ceze and P. Roe., "Entropy-based Drag Error Estimation and 

Mesh Adaptation in Two Dimensions," Journal of Aircraft, vol. 49, no. 5, pp. 1485-

1496, 2012. doi: 10.2514/1.C031795.  

[18]  E. Ching and Y. L. M. Ihme, "Entropy Residual as a Feature-Based Adaptation 

Indicator for Simulations of Unsteady Flow," AIAA Paper 2016-0837. Doi : 

10.2514/6.2016-0837.  

[19]  K. T. Doetsch and K. Fidkowski, "Combined Entropy and Output-based Adjoint 

Approach for Mesh Refinement and Error Estimation," AIAA Paper 2018-0918, 

doi: 10.2514/6.2018-0918.  

[20]  K. Oswatitsch, Gas Dynamics, New York: Academic Press, 1956.  

[21]  J. D. Denton, "The 1993 IGTI Scholar Lecture: Loss Mechanisms in 

Turbomachines," ASME Journal of Turbomachinery , vol. 115, no. 4, pp. 621-656, 

1993. doi: 10.1115/1.2929299.  

[22]  C. Lozano, "The Entropy Adjoint for Shocked Flows: Application to the Quasi-

One-Dimensional Euler Equations," 2014. DOI: 10.13140/RG.2.2.27482.54725. 

[23]  M. B. Giles and R. M. Cummings, "Wake Integration for Three-Dimensional 

Flowfield Computations: Theoretical Development," Journal of Aircraft, vol. 36, 

no. 2, pp. 357-365, 1999. Doi: 10.2514/2.2465.  

[24]  D. Destarac, "Far-field/near-field drag balance and applications of drag extraction 

in CFD," in CFD-based Aircraft Drag Prediction and Reduction. VKI for Fluid 

Dynamics, Lecture Series 2003-02, H. Deconinck, K. Sermeus and C. Van Dam, 

Eds., Rhode-Saint-Genèse, Belgium, Feb. 3-7, 2003.  

[25]  W. Yamazaki, K. Matsushima and K. Nakahashi, "Drag Decomposition-Based 

Adaptive Mesh Refinement," Journal of Aircraft, vol. 44, no. 6, pp. 1896-1905, 

2007. DOI: 10.2514/1.31064.  

[26]  C. Lozano, "Singular and Discontinuous Solutions of the Adjoint Euler Equations," 

AIAA Journal, vol. 56, no. 11, p. 4437–4452, 2018. Doi: 10.2514/1.J056523.  

[27]  J.-D. Müller and M. B. Giles, "Solution Adaptive Mesh Refinement Using Adjoint 

Error Analysis," in 15th Computational Fluid Dynamics Conference (AIAA Paper 

2001-2550), Anaheim, CA, June 11 – 14, 2001. Doi: 10.2514/6.2001-2550 .  



[28]  M. B. Giles and N. A. Pierce, "Adjoint error correction for integral outputs," in 

Error Estimation and Solution Adaptive Discretization in Computational Fluid 

Dynamics (Lecture Notes in Computer Science and Engineering, vol. 25), T. Barth 

and H. Deconinck, Eds., Berlin, Springer Verlag, 2002, pp. 47-95. Doi: 

10.1007/978-3-662-05189-4_2. 

[29]  D. Venditti and D. Darmofal, "Anisotropic grid adaptation for functional outputs: 

application to two-dimensional viscous flows," Journal of Computational Physics, 

vol. 187, pp. 22-46, 2003. Doi: 10.1016/S0021-9991(03)00074-3.  

[30]  F. Fraysse, J. d. Vicente and E. Valero, "The estimation of truncation error by τ-

estimation revisited," Journal of Computational Physics, vol. 231, no. 9, pp. 3457-

3482, 2012. Doi: 10.1016/j.jcp.2011.09.031.  

[31]  F. Fraysse, E. Valero and J. Ponsin, "Comparison of Mesh Adaptation Using the 

Adjoint Methodology and Truncation Error Estimates," AIAA Journal, vol. 50, no. 

9, pp. 1920-1932, 2012. Doi: 10.2514/1.J051450.  

[32]  J.Ponsin, F.Fraysse, M.Gómez and M.Cordero-Gracia, "An adjoint-truncation error 

based approach for goal-oriented mesh adaptation," Aerospace Science and 

Technology, vol. 41, pp. 229-240, February 2015, DOI: 10.1016/j.ast.2014.10.021.  

[33]  R. Dwight, "Heuristic a posteriori estimation of error due to dissipation in finite 

volume schemes and application to mesh adaptation," Journal of Computational 

Physics, vol. 227, pp. 2845-2863, 2008. Doi: 10.1016/j.jcp.2007.11.020.  

[34]  E. Tadmor, "The Numerical Viscosity of Entropy Stable Schemes for Systems of 

Conservation Laws. I," Mathematics of Computation, vol. 49, no. 179, pp. 91-103, 

1987. Doi: 10.1090/S0025-5718-1987-0890255-3.  

[35]  Y. Lv, Y. C. See and M. Ihme, "An entropy-residual shock detector for solving 

conservation laws using high-order discontinuous Galerkin methods," Journal of 

Computational Physics, vol. 322, p. 448–472, 2016. Doi: 

10.1016/j.jcp.2016.06.052.  

[36]  A. Jameson, W. Schmidt and E. Turkel, "Numerical Solutions of the Euler 

Equations by Finite Volume Methods Using Runge-Kutta Time-Stepping 

Schemes," AIAA Paper 81-1259, AIAA 14th Fluid and Plasma Dynamic 

Conference, Palo Alto, CA, June 1981. Doi: 10.2514/6.1981-1259.  

[37]  J. D. Anderson, Modern Compressible Flow, 2nd edition, McGraw-Hill, New York, 

1990, p. 155.  

[38]  M. B. Giles and N. A. Pierce, "Analytic adjoint solutions for the quasi-one-

dimensional Euler equations," J. Fluid Mechanics, vol. 426, pp. 327-345, 2001. 

Doi: 10.1017/S0022112000002366.  

[39]  C. Lozano and J. Ponsin, "Remarks on the Numerical Solution of the Adjoint Quasi-

One-Dimensional Euler Equations," Int. J. Numer. Meth. Fluids, vol. 69, no. 5, pp. 

966-982, June 2012. Doi: 10.1002/fld.2621.  

[40]  P. L. Roe, "Approximate Riemann Solvers, Parameter Vectors and Difference 

Schemes," J. Comput. Phys., vol. 43, no. 2, pp. 357-372, 1981. doi: 10.1016/0021-

9991(81)90128-5.  

[41]  P. Chandrashekar, "Kinetic energy preserving and entropy stable finite volume 

schemes for compressible euler and navier-stokes equations," Communications in 

Computational Physics, vol. 14, p. 1252 – 1286, 2013. Doi: 

10.4208/cicp.170712.010313a.  



[42]  C. Lozano, "Entropy and Adjoint Methods: the Oswatitsch Drag Adjoint," 2018. 

DOI: 10.13140/RG.2.2.31338.77761. 

[43]  A. Baeza, C. Castro, F. Palacios and E. Zuazua, "2-D Euler Shape Design on 

Nonregular FLows Using Adjoint Rankine-Hugoniot Relations," AIAA Journal, 

vol. 47, no. 3, pp. 552-562, 2009. Doi: 10.2514/1.37149.  

[44]  M. Giles, "Discrete adjoint approximations with shocks," in Hou T.Y., Tadmor E. 

(eds) Hyperbolic Problems: Theory, Numerics, Applications, pp. 185-194. 

Springer, Berlin, Heidelberg, 2003. doi: 10.1007/978-3-642-55711-8_16.  

[45]  T. J. Barth, "Aspects of Unstructured Grids and Finite-Volume Solvers for the Euler 

and Navier-Stokes Equations," in Special Course on Unstructured Methods for 

Advection Dominated Flows, AGARD Rept. 787, 1991, pp. 6-1–6-61. 

[46]  D. Schwamborn, T. Gerhold and R. Heinrich, "The DLR TAU-Code: Recent 

Applications in Research and Industry," in ECCOMAS CFD 2006, European 

Conference on CFD, Egmond aan Zee, The Netherlands, 2006.  

[47]  C. Castro, C. Lozano, F. Palacios and E. Zuazua, "Systematic Continuous Adjoint 

Approach to Viscous Aerodynamic Design on Unstructured Grids," AIAA J., vol. 

45, no. 9, pp. 2125-2139, 2007. doi: 10.2514/1.24859.  

[48]  J. Ponsin, "Efficient adaptive methods based on adjoint equations and truncation 

error estimation for unstructured grids," Ph.D. Thesis, Technical University of 

Madrid, 2013. URL: http://oa.upm.es/23179/1/JORGE_PONSIN_ROCA.pdf. 

 

 




