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Abstract
Theoretical methods are developed to understand the effect of non-uniform grids on Flux
Reconstruction (FR) in multi-dimensions. A better theoretical understanding of the effect
of wave angle and grid deformation is established. FR is shown to have a smaller variation
in properties than some finite difference counterparts. Subsequent numerical experiments
on the Taylor–Green Vortex with jittered elements show the effect of localised regions of
expansion and contraction. The effect this had on Nodal DG-like schemes was to increase
the dissipation,whereas formore typical FR schemes the effectwas to increase the dispersion.
Some comparison is made between second-order FR and a second-order finite volume (FV)
scheme. FR is found to be more resilient to mesh deformation, however, FV is found to be
more resolved when operated at second order on the same mesh.
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Roman
a Convective velocity in x
A Grid wave amplitude
b Convective velocity in y
c(k) Wavespeed at wavenumber k
C0ξ Centre cell FR matrix in ξ

C0η Centre cell FR matrix in η

CL Left cell FR matrix
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CR Right cell FR matrix
CB Bottom cell FR matrix
CT Top cell FR matrix
Dξ ξ first derivative matrix
Dη η first derivative matrix
Ek Turbulent kinetic energy
hL and hR Left and right correction functions
hB and hT Bottom and top correction functions
knq Solution point Nyquist wavenumber, (p + 1)/δ j
k̂ knq normalised wavenumber, [0, π ]
lk kth Lagrange polynomial
p Solution polynomial order
qh Element shape factor
Q Spatial scheme matrix
R Update matrix
u Primitive in real domain

Greek
γ Grid geometric expansion factor
δ j Mesh spacing
η 2nd computational dimension variable
ε Enstrophy
ι VCJH scheme correction function variable
ι+ Variable ι for peak temporal stability
κ(A) Condition number of matrix A
ξ 1st computational dimension variable
ρ(A) Spectral radius of matrix A
τ Time step
ΩΩΩ Solution domain
ΩΩΩn nth solution sub-domain
Ω̂ΩΩ Standardised sub-domain

Subscript
•B Variable at bottom of cell
•L Variable at left of cell
•R Variable at right of cell
•T Variable at top of cell
max Maximum value
min Minimum value

Superscript
•T Transpose
•δ Local polynomial fit of value
•δC Correction to value
•δD Localised discontinuous polynomial fit of value
•δ I Common interface value based on local polynomial fit of value
•̂ Transformed variable
• Locally fitted polynomial of variable
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Other
∇̂ Gradient operator in computational domain
�(z) Imagine part of z given z ∈ C

�(z) Real part of z given z ∈ C

C Set of complex number
R Set of real numbers

1 Introduction

Since the inception of the discontinuous spectral element methods of Quarteroni [34], stag-
gered grid methods of Kopriva and Kolias [28], and spectral volume methods of Wang
[56], the trajectory of high order methods has trended towards the Flux Reconstruction (FR)
method of Huynh [24] and Vincent et al. [52]. This approach draws on the work of Finite
Elements, (see Brenner and Ridgway-Scott [10]), enabling the high performance of Flux
Reconstruction on heterogeneous computing—as can be seen in the highly efficient use of
vast computing resources by Vincent et al. [55]. However, the move towards high order was
not born out of a need for more efficient use of modern HPC environments. For example,
Brandvik and Pullan [9] showed that high throughput could be obtained using second order
Finite Volume (FV) methods. Instead, the main motivating factor has been the increased
uptake by industry of turbulence resolving methods, such as Large Eddy Simulation (LES),
as this allows for far better exploration of flow physics and moves towards the long term goal
of computational wind tunnels. The main feature of LES is the modelling of the very smallest
scales of motion, which reduces the need for the extremely high resolution required for Direct
Numerical Simulation (DNS). However, Chow and Moin [14] and Ghosal [21] showed that,
for LES, the need to keep the truncation error small to enable the sensible use of sub-grid
scale models meant that the grid requirements are still demanding. A move to higher order
would mean that the scaling of the truncation error with grid spacing occurs with a higher
exponent—thus lowering the grid requirements and decoupling the scaling of aliasing error
and truncation error. Hence, for wall resolved LES, calculations are often impractical unless
the more benign mesh resolution requirements of high order methods are considered.

The analytical understanding of Flux Reconstruction has been explored to a large extent in
the work of Vincent et al. [53], Jameson et al. [27], and Castonguay et al. [13], where the sta-
bility of linear advection, advection–diffusion, and non-linear problems has been presented.
The key findings were the energy stability of FR on linear problems, and the condition for
energy stability on non-linear problems. In addition, by investigating the dispersion and dis-
sipation characteristics of FR, the existence of superconvergence after temporal integration
and the corresponding CFL limits were found. This work was limited to one dimension—
although still applicable, the investigation of the exact behaviour of FR in higher dimensions
has been limited, such as that ofWilliams and Jameson [58] and Sheshadri and Jameson [39].
This work focused primarily on the proof of the Sobolev-type energy stability in 2D similar
to that of Hesthaven and Warburton [23], alongside some numerical studies performed for
validation.

The advantage of FR—that leads to high performance on heterogeneous and massively
parallel architectures—is its unstructured and sub-domain nature. Unstructured grids also
allow far more complex geometries to be considered, but the resulting meshes experience
deformation, expansion, and contraction of the elements. We wish to characterise the per-
formance of FR under these conditions, and so far the effect of linear mesh deformation on
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FR has been considered in one dimension by Trojak et al. [45]. Therefore, we make use of
the seminal work of Lele [31], in which the dispersion and dissipation of finite difference
methods were considered in both one and two dimensions. We wish to repeat this process
for FR, and then extend it to also consider deformed grids.

In this paper, we present an extension to the one-dimensional analytical work of Vin-
cent et al. [53] and Trojak et al. [45]. This extension will be shown for a two-dimensional
case on quadrilaterals with rectilinear mesh stretching, but could also be performed on higher
dimensional hypercubes. From the basis of this more general von Neumann analysis, the
behaviour of FR on linearly mapped meshes can be explored. The investigation has been
restricted to linear transformations as these are of key importance for complex industrial
simulations due to their fundamental nature. For example, they occur in meshes where auto-
mated mesh generators have simply tessellated elements to fill the domain. Understanding
their character is key, however, we should point to some recent work that has numerically
investigated curved meshes [32,59].

The aim of this work is to understand the effect of moving to higher dimensionality on
key metrics governing scheme performance, such as CFL limit, dispersion, and dissipation.
Finally, the Taylor–Green vortex will be used to understand how deformed meshes affect full
Navier–Stokes calculations, with reference calculations performed by an industrial second
order finite volume method.

2 Flux Reconstruction

Flux Reconstruction [12,24] applied to the linear advection equation will form the basis of
the initial investigation to be carried out, and for the reader’s convenience, an overview of
the scheme is presented here. For a more detailed understanding, the reader should consult
Huynh [24] or Castonguay [12]. The 1D scheme presented can be readily converted to two
and three dimensions for quadrilaterals and hexahedrals, respectively. First, let us consider
the one-dimensional advection equation:

∂u

∂t
+ ∂ f

∂x
= 0 (1)

The FR method is related to the staggered grid approach of Kopriva and Kolias [28] and
Discontinuous Galerkin (DG) [35], and as such it makes use of the same subdivision of the
domain into discontinuous sub-domains:

� =
N⋃

n=1

�n (2)

Within the standardised sub-domain, �̂ ∈ R
d , computational spatial variables are defined.

When d = 1, �̂ = [−1, 1], using ξ to denote the value taken. This computational space is
discretised with (p + 1)d solution points, and 2d(p + 1)d−1 flux points, placed at the edges
of the sub-domain. The solution and flux point locations are typically determined using a
tensor grid of a 1D quadrature. Figure 1a shows a 1D example of this. To transform from
�n → �̂, a Jacobian Jn is defined such that:

ûδ = ûδ(ξ ; t) = Jnu
δ(x; t) (3)

With this domain set up, we now proceed with defining the steps to construct a continuous
flux polynomial from the discontinuous segments. The first stage is to define a local solution
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(a) (b)

Fig. 1 Point layout in �̂ for p = 3 and cell interface topology

polynomial in �̂ using Lagrange interpolation.

lk(ξ) =
p∏

i=0,i �=k

ξ − ξi

ξk − ξi
(4)

ûδ(ξ) =
p∑

i=0

ûδ
i li (ξ) (5)

Repeating the interpolation for the discontinuous flux in �̂:

f̂ δD = f̂ δD(ξ, t) =
p∑

i=0

f̂ δD
i li (ξ) (6)

Here we define f̂ δD as the transformed discontinuous flux polynomial. Now using the Jaco-
bian and the solution polynomials, the primitive values can be calculated in the physical
domain �n :

uδ(x) = ûδ(ξ)

Jn
=

p∑

i=0

uδ
i li (ξ) (7)

The primitive polynomial can then be interpolated to the interface and defined as ûδ
l =

ûδ(−1) and ûδ
r = ûδ(1). The values at the interface, I , then allow for a common interface

flux, f δ I
I , to be calculated in the physical domain. This is shown graphically in Fig. 1b.

For a general case, this is done using an approximate Riemann solver on the primitives at
the interface, such as: Roe [36]; flux vector splitting [49]; or HLL [22]. In order to get a
spatially continuous flux over �, the common interface flux has to be incorporated into the
flux polynomial interior of the element. For FR this is done by using a correction function
to propagate the corrected flux into �n . The exact definition of the correction function was
shown to be important in the determination of the characteristics of FR, by Vincent et al. [53].
Primarily, the correction function is a polynomial which, in one dimension, has the boundary
conditions:

hL(−1) = hR(1) = 1 (8)

hR(−1) = hL(1) = 0 (9)
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Beyond this, several sets of stable correction functions have been defined, firstly unified
by Vincent et al. [52] and later expanded [43,44,48,54]. However, in this paper we will focus
on the correction functions defined by Huynh [24], in particular the Huynh g2 correction
function, which is shown in Fig. 1a. We will also consider the correction that can recover
Nodal Discontinuous Galerkin (NDG) [23] as it provides a good point of comparison, due
to the wide use and maturity of DG. It should be noted that the NDG correction function
will only recover NDG in FR for homogeneous linear flux functions, due to the different
mechanisms of aliasing.

The correction to the flux function is then calculated using the difference between the
discontinuous and common interface values and a correction function. The correction is
defined as:

f̂ δC =
(
f̂ δ I
L − f̂ δD

L

)
hL(ξ) +

(
f̂ δ I
R − f̂ δD

R

)
hR(ξ) (10)

and hence the corrected continuous gradient of the flux is then:

∂ f̂ δ

∂ξ
= d f̂ δD

dξ
+ d f̂ δC

dξ
(11)

=
p∑

j=0

f̂ δD
j

dl j (ξ)

dξ
+

(
f̂ δ I
L − f̂ δD

L

) dhL(ξ)

dξ
+

(
f̂ δ I
R − f̂ δD

R

) dhR(ξ)

dξ
(12)

Finally, the solution is advanced in time following Eq. (13)—this can be performed via a
sensible choice of temporal integration.

∂ ûδ

∂t
= −∂ f̂ δ

∂ξ
(13)

Themethod detailed herewas shown in one dimension for simplicity, but thiswill be extended
to higher dimensionality in subsequent sections. We will briefly state here that, to increase
the dimensionality of the method, a tensor product is used. This is the samemethod as is used
in the analysis as well as in the formal implementation of a solver for hypercube elements.

3 Two-Dimensional von Neumann Analysis

The procedure for investigating the dispersion and dissipation properties of finite element
methods has been laid out in some detail by Huynh [24], Hesthaven andWarburton [23], and
Vincent et al. [53]. It is broadly classified as a von Neumann analysis. The procedure was,
however, mainly performed in 1D, with critical insight into the analytical performance of
FR when applied to more realistic problems overlooked. Extension of the analysis to higher
dimension domains was performed by Lele [31] for various finite difference schemes. This
did, however, avoid the increased complexity of finite element von Neumann analysis. To
begin our extension we introduce the 2D linear advection equation:

∂u

∂t
+ ∇ · F = 0 (14)

F =
[
f
g

]
= ua =

[
au
bu

]
(15)
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Flux reconstruction then uses the superposition of the discontinuous flux divergence and flux
divergence correction, meaning Eq. (15) can be rewritten as:

∂ui, j
∂t

= −∇ · FδD
i, j − ∇ · FδC

i, j (16)

Taking the following definition of the Jacobian, the computational-physical domain transfor-
mation can be defined:

G =
[

∂x
∂ξ

∂ y
∂ξ

∂x
∂η

∂ y
∂η

]
=

[
G1 G2

G3 G4

]
and J = |G| (17)

u = J−1û, F = J−1GF̂, ∇ · F = J−1∇̂ · F̂ (18)

where we use ∇̂ to mean [ ∂
∂ξ

, ∂
∂η

]T in 2D. We will then impose that grid transformations are
purely rectilinear, i.e. G2 = G3 = 0. This is to reduce the number of dependent variables,
while still allowing an important form of grid deformation to be investigated. From the
work of Huynh [24], Castonguay [12], and Sheshadri et al. [40], Eq. (15) is written in two
dimensions as:

∇̂ · F̂δD =
p∑

i=0

p∑

j=0

f̂ δD
i, j

dli (ξ)

dξ
l j (η) +

p∑

i=0

p∑

j=0

ĝδD
i, j

dl j (η)

dη
li (ξ) (19)

∇̂ · F̂δC =
p∑

i=0

((
f̂ δ I
L,i − f̂ δD

L,i

)
dhL,i

dξ
+

(
f̂ δ I
R,i − f̂ δD

R,i

)
dhR,i

dξ

+
(
ĝδ I
B,i − ĝδD

B,i

)
dhB,i

dη
+

(
ĝδ I
T ,i − ĝδD

T ,i

)
dhT ,i

dη

)
(20)

where we use L , R, B, and T subscripts to mean left, right, bottom, and top respectively. We
may now use Eq. (19) and convert it into a matrix form:

∇̂ · F̂δD = Dξ f̂
δ

i, j + Dη ĝ
δ
i, j (21)

∇ · FδD = G−1
1,i, jDξ f δ

i, j + G−1
4,i, jDηgδ

i, j (22)

To apply the correction function, we need to calculate the interface values around the element.
For the case of generalised central/upwinding with upwinding ratio α, the common interface
fluxes may be written as:

G−1
4,i, j f̂

δ I
L = a

(
αG−1

4,i−1, j û
δ
i−1, j,R + (1 − α)G−1

4,i, j û
δ
i, j,L

)
(23)

G−1
4,i, j f̂

δ I
R = a

(
αG−1

4,i, j û
δ
i, j,R + (1 − α)G−1

4,i+1, j û
δ
i+1, j,L

)
(24)

G−1
1,i, j ĝ

δ I
B = b

(
αG−1

1,i, j−1û
δ
i, j−1,T + (1 − α)G−1

1,i, j û
δ
i, j,B

)
(25)

G−1
1,i, j ĝ

δ I
T = b

(
αG−1

1,i, j û
δ
i, j,T + (1 − α)G−1

1,i, j+1û
δ
i, j+1,B

)
(26)

where α = 1 gives rise to upwinding and α = 0.5 produces central difference. Hence, the
divergence correction can be written as:

∇̂ · F̂δC
i, j = aα

G−1
4,i, j

(
G−1

4,i−1, jhLlR
T ûδ

i−1, j − G−1
4,i, jhLlL

T ûδ
i, j

)

+ a(1 − α)

G−1
4,i, j

(
G−1

4,i+1, jhRlL
T ûδ

i+1, j − G−1
4,i, jhRlR

T ûδ
i, j

)
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(a)
(b)

Fig. 2 Linear advection schematic for two and three dimensions

+ bα

G−1
1,i, j

(
G−1

1,i, j−1hBlT
T ûδ

i, j−1 − G−1
1,i, jhBlB

T ûδ
i, j

)

+ b(1 − α)

G−1
1,i, j

(
G−1

1,i, j+1hTlB
T ûδ

i, j+1 − G−1
1,i, jhTlT

T ûδ
i, j

)
(27)

where hL now represents the gradient of the left correction function at the solution points
and again lL are the values of the polynomial basis at the left interface and so on for R, T ,
and B. Therefore, by grouping terms by their cell indexing and transforming each term into
the physical domain:

∂ui, j
∂t

= − aG−1
1,i, j

(
CLuδ

i−1, j + C0ξuδ
i, j + CRuδ

i+1, j

)

− bG−1
4,i, j

(
CBuδ

i, j−1 + C0ηuδ
i, j + CT uδ

i, j+1

) (28)

where

CL = αhLlTR CR = (1 − α)hRlTL C0ξ = Dξ − αhLlT+ − (1 − α)hRlTR (29)

CB = αhBlTT CT = (1 − α)hTlTB C0η = Dη − αhBlTB − (1 − α)hTlTT (30)

Finally, as we are interested in the frequency response of the system, and, importantly to
engineers and technicians, how the cell’s orientation relative to an oncoming wave affects
performance. Therefore, we impose a trial solution of the form:

u(x, y; t) = exp (ik(x cos θ + y sin θ − ct)) (31)

and by substitution into Eq. (15), the advection velocity, a, can be found, which is shown
schematically in Fig. 2a.

a =
[
a
b

]
=

[
cos θ

sin θ

]
(32)

The plane wave can then be projected into the computational domain and discretised as:

ui, j = v exp
(
ik

((
0.5(ξ + 1)δi + xi

)
cos θ + (

0.5(η + 1)δ j + y j
)
sin θ − ct

))
(33)
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where, for brevity, δi = xi − xi−1 and δ j = y j − y j−1 are defined. Inserting Eq. (33) into
Eq. (28), an eigenvalue problem can be obtained as:

−ikc(k)v = −G−1
1,i, j cos θ

(
CL exp

( − ikδi−1 cos θ
) + C0ξ + CR exp

(
ikδi cos θ

))
v

− G−1
4,i, j sin θ

(
CB exp

( − ikδ j−1 sin θ
) + C0η + CT exp

(
ikδ j sin θ

))
v

(34)

where �k(c(k)) = �(ω) and �(kc(k)) = �(ω) are the dispersion and dissipation, respec-
tively, and ω is the modified angular frequency response of the system. By studying the trial
solution of Eq. (31) it can be understood that if �(ω) > 0 then the amplitude of the wave will
increase and vice versa. Furthermore, if�(ω) �= k then a wave will move at a different speed
compared to the other waves inside the packet. This causes the quality of the interpolation to
be affected as the solution is advanced in time. An important point is the difference between
phase velocity ω/k and group velocity dω/dk. Phase velocity is the speed of a wave in a
packet of waves. Group velocity is the speed of the packet. Therefore, changes to dω/dk can
be thought of as changes to the physics due to the numerical method.

Equation (34) can alternatively be cast in the form of an update equation. If initially
Eq. (28) is combined with Eq. (33), then a new matrix, Qi, j , can be defined:

∂ui, j
∂t

= Qi, jui, j (35)

Qi, j = −G−1
1,i, j cos θ

(
CL exp

( − ikδi−1 cos θ
) + C0ξ + CR exp

(
ikδi cos θ

))

− G−1
4,i, j sin θ

(
CB exp

( − ikδ j−1 sin θ
) + C0η + CT exp

(
ikδ j sin θ

))
(36)

This definition of the semi-discrete FR operator, Q, can then be used to form what is called
the update equation by imposing some temporal discretisation. As such we may write:

un+1
i, j = R(Qi, j )uni, j (37)

R33 = I + τQi, j

1! + (τQi, j )
2

2! + (τQi, j )
3

3! (38)

where the superscript denotes the time level, and our update matrix is R. Shown here is also
an example definition for R for a 3-step 3rd-order Runge–Kutta time integration scheme.
Finally, in keeping with von Neumann’s theorems [25,30] and Banach’s fixed point theorem
[29], the spectral radius ofR has to be less than or equal to 1 for stability. ρ(R) � 1∀ k ∈ R.

In recent works by Vermeire et al. [51] and Trojak et al. [46], the Fourier analysis was
extended by fully discretising the equation. This is performed by taking Eq. (37) and again
applying Eq. (31). This results in:

exp (−ik(c − 1)τ )v = λv = exp (ikτ)R(k, τ )v (39)

where the time step from n to n + 1 is τ . Hence, we rearrange for the modified wave speed:

c = i log (λ)

kτ
+ 1 (40)

where λ are the eigenvalues of exp (ikτ)R. The advantage of this further analysis is that it
gives the dispersion and dissipation relations of the full scheme as would be experienced
when applied as implicit LES.

123



77 Page 10 of 36 Journal of Scientific Computing (2020) 82 :77

The results of this section can then be extended to n-dimensions. The analysis can broadly
be repeated but is beyond the scope of this work. But, we give the example for 3D Bloch
wave as:

u = exp
(
ik(x cosφ cos θ + y cosφ sin θ + z sin φ − ct)

)
(41)

where the angles are as shown in Fig. 2b, and hence the 3D convective velocities for linear
advection are:

a =
⎡

⎣
cosφ cos θ

cosφ sin θ

sin φ

⎤

⎦ (42)

4 Two-Dimensional Error and Convergence Analysis

The techniques applied to the linear advection equation of Sect. 3 can be further extended
to examine the effects of the grid and wave angle upon the error convergence. This method
was initially presented for a 1D uniform grid in FR by Astana et al. [4], and for fully-discrete
equations by Trojak et al. [46]. Here we will extend the analysis to include stretched grids in
two dimensions with (p+1)2 solution points. To begin, we will diagonalise the semi-discrete
FR operator matrix as:

Q = W�W−1 = Wik�W−1 (43)

Here W is an eigenvector matrix and � is the diagonal eigenvalue matrix. The matrix � is
then a normalised form of the eigenvalue matrix, used to simplify later notation. This diago-
nalisation may then be exponentially integrated in order to advance the solution continuously
in time such that:

uδ
i, j (t) = exp (ctQ)u(0) = W exp (ikct�)W−1u j (0) (44)

Here the definition of a matrix exponential has been used with W−1W = I to simplify the
form. The initial condition is then required and is defined as:

ui, j (0) = exp (ik(x j cos (θ) + y j sin (θ))Wβββ (45)

For convenience we will define the solution shift based on the cell location as:

uc,i, j = exp
(
ik(xi cos (θ) + y j sin (θ)

)
(46)

The initial condition may then be substituted into Eq. (44), leading to:

uδ
i, j (t) = uc,i, jW exp (−ikct�)βββ = uc,i, j

(p+1)2∑

n=1

exp (−ikctλn)βnwn (47)

Here wn is the nth eigenvector taken from W and βn is the nth coefficient taken from βββ.
The semi-discrete error may then be calculated by analytically evolving the discrete solution
using exponential integration. Hence, the analytical solution in time is:

ui, j (t) = uc,i, j exp (−ikct)ui, j (0) = uc,i, j exp (−ikct)
(p+1)2∑

n=1

βnwQ,n (48)
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Therefore, the semi-discrete error can be formed by subtracting Eq. (48) from Eq. (47) as:

ei, j (t, k) = uδ
i, j (t, k) − ui, j (t, k)

= uc,i, j exp (−ikct)
(p+1)2∑

n=1

(
exp

(
ikct(λn + 1)

) − 1
)
βnwQ,n

(49)

This measure of the semi-discrete error can then inform how the error changes with grid
andwavenumber, some results ofwhichwere investigated for 1DNDGvia FRbyAstana et al.
[4]. Subsequently, the error may form a rate of convergence, which for grid spacing is then:

rh(t, k) = log (‖ei, j (t, k, J1))‖2) − log (‖ei, j (t, k, J2))‖2)
log (J1) − log (J2)

(50)

Here J1 and J2 are the Jacobians for two different grid spacings. The rate of convergence
with wavenumber is similarly defined as:

rk(t, J ) = log (‖ei, j (t, k1, J ))‖2) − log (‖ei, j (t, k1, J ))‖2)
log (k1) − log (k2)

. (51)

5 Analytical Findings

The analytical methods presented in Sects. 3 and 4 allow us to investigate many properties of
FR, however from Eqs. (36–38) it can be seen that the functional space ofQ is 8 dimensional,
leading to the functional space of ρ(R) being 9 dimensional (τ, γx , γy,Δx ,Δy, k, θ, ι, p).
Therefore, we need to restrict our investigation to some key results relating to grid deforma-
tion. Firstly, understanding the dispersion and dissipation (�(ω) and �(ω)) in 2D for both
uniform and stretched grids will be important. Secondly, we wish to briefly understand how
higher dimensionality and grid deformations affect the temporal stability of FR through eval-
uation of the CFL limits [16]. Then we will go on to study the effect of grid deformation and
incident angle on the rate of convergence.Wewill finish the analytic studywith the evaluation
of the fully-discrete dispersion and dissipation relations. Throughout this investigation we
will also look to understand the effect of the correction functions on these properties.

5.1 Review of 1D Grid Expansion

Before commencing with the Fourier/von Neumann analysis in 2D, we will give a brief
review of the behaviour exhibited in one dimension. Figure 3 shows the results for upwinded
NDG correction functions at various order.

The results are separated into the real and imaginary parts of ω̂, where they represent
dispersion and dissipation respectively. Ideally �(ω̂) = 1 and �(ω̂) = 0. However, the
numerical discretisation will cause deviation from the ideal dispersion, while the interface
upwinding here will cause dissipation. In [47] a non-conservative Jacobian definition was
used that resulted in variation of the numerical characteristics as the grid was deformed.
However, if a conservative Jacobian is properly applied, then grid stretching has no impact
upon dispersion and dissipation of FR other than a change in the Nyquist wavenumber. For
a geometrically deformed grid the Nyquist wavenumber will be:

knq = 1

2γ (p + 1)
(52)
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(a) (b)

Fig. 3 Upwinded 1D FR, for various orders with NDG correction functions

This raises the question, of what is the impact—for this linear system in 2D—of stretching the
grid in x and y? And what implications will these effects have for the practical application of
the scheme?Additionally, what implications will any effects have on the practical application
of the scheme?

5.2 Effect of Grid on Dispersion and Dissipation

For the higher dimensional case, we begin by considering the dispersion and dissipation
on a uniform grid in two dimensions as order is varied. We are concerned here with the
primary mode—as FR has multiple modes, this is the one that physically represents the wave.
Although, as was found by Asthana et al. [4], this may not be how the energy distributes
itself. We identify the physical mode as that which has the largest contribution to the energy
at very low, well resolved, wavenumbers.

For this investigation into the dispersion and dissipation characteristics of FR, we wish
to make a note of the Nyquist frequency of the elements. The Nyquist frequency has a
dependency on the expansion ratio. This is found from the harmonic mean of the 1D Nyquist
frequencies, then normalised by the adjacent element size at that angle. Hence, the normalised
wavenumber is then:

k̂ = k/knq = 1

2
kmax

{
cos (θ), sin (θ)

}( 1

p + 1

)√(
cos (θ)

γx

)2

+
(
sin (θ)

γy

)2

(53)

The dispersion and dissipation relations are then shown in Figs. 4 and 5 . It is clear that
for all orders FR becomes dispersive as the incidence angle is increased to θ = 45◦, but then
returns to a dispersion similar to that of θ = 0◦ close to θ = 45◦. This can be seen by the
bowing out of the contour as the angle approaches 45◦ before receding at θ = 45◦. In the
case of dissipation for uniform grids, the dissipation decreases as the angle increases towards
a minimum at θ ≈ 30◦. Once again at θ = 45◦, the dissipation returns to that of a wave at 0◦.
This behaviour, where both the dispersion and dissipation at θ = 0◦ and 45◦ are the same, is
due to the projection of the wave in y being zero in the θ = 0◦ case and the projections in x
and y being the same in the θ = 45◦ case.

Looking at the trends shown as order is varied, order seems to only have aminor impact on
the angular spread over which the dispersion and dissipation changes. By comparison with
the results of Lele [31], where a similar test is performed for finite and compact difference
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(a) p = 2. (b) p = 3.

(c) p = 4. (d) p = 5.

Fig. 4 Primarymodedispersion for 2DupwindedFR,withHuynh g2 corrections, at various orders.Normalised
wavenumber as radial distance (markers atπ/4 intervals), and element angle of incidence as azimuthal distance

schemes, FR shows a comparatively smaller change in performance as the angle is varied. It
is thought that this is due to the method of polynomial fitting used by FR, namely that this
implementation of FR used a tensor grid of monomials i.e., the number of solution points
is (p + 1)d and hence the monomials in the interpolation go from (ξ0η0, ξ1η0 . . . ξ pηp).
By contrast, finite differences do not include the cross product terms, which will become
increasingly dominant as the angle is increased.
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(a) (b)

(d)(c)

Fig. 5 Primary mode dissipation for 2D upwinded FR, with Huynh g2 corrections, at various orders. Nor-
malised wavenumber as radial distance (markers atπ/4 intervals), and element angle of incidence as azimuthal
distance

Moving on, we then consider the impact of non-uniform grids on the character of the dis-
persion and dissipation. In particular, we explore the effect of grid expansion and contraction
and how they interact, if there is expansion orthogonal to contraction. Initially we will focus
on Huynh’s g2 correction function, the results of which are summmarised in Fig. 6.

Let us first focus on the case of γx = 1 and γy = 1.1, as is presented in Fig. 6a, b. In
the region of 0◦ < θ < 45◦, the impact of the perpendicular grid expansion has been to
reduce �(ω̂)—most notably near θ = 45◦—as is exemplified in Fig. 7a. Conversely, in the
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(a) Dispersion, γx = 1, γy = 1.1. (b) Dissipation, γx = 1, γy = 1.1.

(c) Dispersion, γx = 0.9, γy =
1.1.

(d) Dissipation, γx = 0.9, γy =
1.1.

Fig. 6 Two dimensional upwinded FR, p = 3 with Huynh g2 corrections, for different grid expansion factors.
Normalised wavenumber as radial distance (markers at π/4 intervals), and element angle of incidence as
azimuthal distance

range 45◦ < θ < 90◦ the grid expansion has caused an increase in dispersion. For the case
of p = 3 explored here, this action is beneficial, however, as order is increased further this
may cause a detrimental dispersion overshoot to develop. Studying the impact on dissipation
for γx = 1, γy = 1.1 case, associated with the increase in dispersion, there is additional
dissipation over the central wavenumbers. This is preceded by a reduction in dissipation near
the Nyquist wavenumber. This behaviour is reversed for dissipation in 45◦ < θ < 90◦.
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(a) Dispersion. (b) Dissipation.

Fig. 7 Two dimensional upwinded FR, p = 3, with Huynh g2 corrections at selected incident angles and
stretching

We may now apply a contraction perpendicular to an expansion, shown in Fig. 6c, d.
The trends that were discussed for γx = 1, γy = 1.1 seem to continue when an additional
contraction is applied. However, the contraction has served to amplify the effect seen previ-
ously, which is more clearly visible in Fig. 7. It should also be remarked that the dispersion
and dissipation at θ = 45◦ is no longer the same as the θ = 0◦ case. This is due to the
projection into x and y no longer being the same, which can be understood from Eq. 53. This
equation also indicates the origin of the differences with angle and deformation: that, after
projection into x and y, the wave components will have different normalised wavenumbers
in the element they are advecting from, and hence different properties.

To understand this further we can think about a given wave decomposed into x and y
components initially at θ = 45◦. For γx = 1 and γy = 1.1 we may calculate the normalised
wavenumber of the projections in the adjacent upwind elements, thiswill aid in understanding
how the incoming solution is affected. Although they should be equal, the projection in y will
have a lower wavenumber due to the smaller size of the element from which it is advecting.
At lowwavenumbers this difference will have a small impact on the 2D result as in both x and
y we have c ≈ 1. However at higher wavenumbers the effect will become more pronounced.
Larger variations are then seen at other angles due to the projections, even for a uniform grid,
having different wavenumbers and hence properties. This also explains why, in Fig. 7, we
see the effect of grid deformation being approximately symmetric about the uniform case.
Furthermore, this explains why coupling an expansion and contraction causes the effect to
become more pronounced.

We will now vary the correction function and investigate the effect of grid stretching.
Here we will apply the NDG correction function, the results of which are presented in Fig. 8.
When applied to a uniform grid, it is evident that NDG exhibits similar changes compared
to Huynh’s g2 as the incidence angle is varied. Nonetheless, the variation of dispersion and
dissipation with θ appears to be smaller for NDG. As the grid is then deformed, the same
changes in the properties take place. Yet, due to the dispersion overshoot of NDG in the
uniform case, stretching has led to the changes in dispersion becoming more significant.

123



Journal of Scientific Computing (2020) 82 :77 Page 17 of 36 77

(a) Dispersion, γx = γy = 1.0. (b) Dissipation, γx = γy = 1.0.

(c) Dispersion, γx = 0.9, γy =
1.1.

(d) Dissipation, γx = 0.9, γy =
1.1.

Fig. 8 Two dimensional upwinded FR, p = 3 with NDG corrections, for different grid expansion factors.
Normalised wavenumber as radial distance (markers at π/4 intervals), and element angle of incidence as
azimuthal distance

5.3 Effect of Grid on Error and Convergence

The dispersion and dissipation relations explored show that grid expansion, contraction and
incidence angle can have an appreciable impact on the numerical characteristics of FR. A
means of measuring the impact of these variations is through calculating analytically the
error of the method.
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(a) Huynh g2. (b) NDG

Fig. 9 Semi-discrete error of FR, p = 3, with upwinded interfaces on a uniform grid for θ = 45◦

Beginningwith a uniformgrid, the errorwithwavenumber for a uniformgrid can be seen in
Fig. 9.Here, time has been normalised by thewave’s time period. Figure 9a shows thatwemay
separate the error into three regions. Low wavenumbers, where the well resolved waves have
low levels of error. High wavenumbers, where the lower dissipation of Huynh’s g2 correction
function leads to some high amplitude oscillations. Previous works [4,46] found that these
oscillations were due to the solution being formed from secondary, erroneous, modes. Lastly,
there is a central range of wavenumbers where the solution is still mainly composed of the
primary mode, however, the primary mode’s dissipation is increasing. Therefore, waves here
quickly become damped and the error grows.

Comparisonmaybemade to the error evolution forNDG, shown inFig. 9b. It is evident that
NDG has lower error and a wider range of wavenumbers over which waves are well resolved.
At higher wavenumbers NDG also produces lower amplitude spurious waves. This is due to
the higher dissipation of NDG compared to g2. In the intermediate range of wavenumbers,
transients in the error early on are visible for both NDG and g2. However they appear smaller
for NDG, again associated with the higher dissipation and reduced half-life of the spurious
modes.

The error results presented here were for a wave at 45◦. To understand the effect of
incidence angle, the error calculated may then be used to produce a rate of convergence
with grid spacing via Eq. (50). A rate of convergence with wavenumber is similarly defined,
Eq. (51). However, this givesmuch the same insight as rh and is left out for brevity. The results
for rh on a uniform grid, at an absolute wavenumber of k = 2 and J1/J2 = 2 are then shown
in Fig. 10. For NDG, Fig. 10a, the initial rate of convergence is 4 and, after the dissipation
of spurious modes, the rate can be seen to be increasing towards 7. This is the expected
behaviour explored by Asthana et al. [4]. As the angle is varied, however, the time for the
scheme to reach the convergence-rate-limit increases. This indicates that as the incidence
angle is increased towards θ = 45◦, the half-life of the secondary modes may also increase.
This is rooted in the use of an anisotropic quadrature to form the polynomial approximation.
In particular, we use a tensor grid, which has higher resolution on the diagonal. Hence,
although the primary mode is unaffected at θ = 45◦, we have shown here that the resolution
of the secondary mode is increased. Consequently, this could mean that when the method is
applied practically, grid alignment could impact results.
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(a) NDG. (b) Huynh’s g2.

Fig. 10 Grid spacing rate of convergence of FR, p = 3, with upwinded interfaces on a uniform grid

Fig. 11 Semi-discrete error of
FR, p = 3, upwinded interfaces
with: γx = 1, γy = 1.1, and
θ = 30◦. Here Huynh’s g2
correction function has been
applied

Again, investigating the effect of changing to Huynh’s g2 correction function (Fig. 10b)
we see that the initial rate is the expected value of 4, which then asymptotes to a value of
6. The decrease relative to NDG is due to the well know super-convergence of DG [3,15],
and in FR is rooted in the g2 correction function having lower order, p − 1, terms. For g2
correction functions, the reduction in the dissipation for θ ≈ 30◦ and θ ≈ 60◦ coincides
with an increase in the time to reach the convergence limit, similar to that observed for NDG.
However, the g2 correction functions goes on to have a slight increase in the convergence limit
around θ = 45◦. In a more general sense, it may be remarked that g2 correction functions
may be more resilient in higher dimensions due to smaller variation in properties that this
rate investigation shows.

Now applying a grid expansion in the y direction, we obtain the error results presented
in Fig. 11. Here we have extended the time window of the analysis to demonstrate a key
result. For the range of wavenumbers that would be expected to be well resolved, the error
steadily increases with time. This is not due to excess dissipation. It is clear from Fig. 6b
the change in dissipation in this range is negligible, and is in fact reduced. Inspection of the
values of � instead show there is a small reduction in the phase velocity (ω/k), which will
have an associated reduction in the group velocity (∂ω/∂k). Therefore, the speed at which
the wave is propagating is incorrect and manifests itself as a gradually oscillating error. Due
to this behaviour of the error, it has not been possible to calculate the rate of convergence on
stretched grids.
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5.4 Effect of Grid on CFL Limit

We add here a brief note on the temporal stability limits on non-uniform grids. The definition
of CFL limit, extended to higher dimension, that we will apply is:

CFLd = τ

d∑

i=1

ai
Δi

(54)

where d is the dimensionality, τ is the time step and, ai and Δi are the characteristic velocity
and grid spacing in the i th dimension, respectively. The CFL limit is then the maximum value
of CFL at which the scheme is stable in a von Neumann sense.

We undertook an analysis in which the angle, x to y ratio (Δx/Δy), and stretching factors
(γx and γy) were varied. It was found that there is no dependence between these factors and
the CFL limit when the CFL number is defined as in Eq. (54). This means that when applied
to a 2D plane wave the CFL number based on τ is:

CFL = τ

(
cos (θ)

Δx
+ sin (θ)

Δy

)
(55)

This is clearly an implication of solving a linear equation that could be decomposed into an
x and y direction. Moreover, as the correction function was varied the CFL limit in 2D was
found to be the same as those presented for 1D by Vincent et al. [53].

5.5 Effect of Grid on Fully Discrete Dispersion and Dissipation

Following on from the exploration of grid expansion on temporal stability limits, we will
present the fully discretised Fourier analysis in 2D. In this investigation, we again focus on
theHuynh g2 andNDGcorrection functions, and the effect of angle and grid on the dispersion
and dissipation relations. Throughout this investigation as the angle is swept through 0◦−90◦,
the CFL number will be held constant.

Figure 12 shows the results when using the Huynh g2 correction function, with RK44
explicit temporal integration and CFL = 0.8CFLmax. As the angle and wavelength are swept
there are some clear anomalous regions, most notably in the dissipation. This is due to
difficulties in selecting the primary mode due to large gradients in these regions.

Focusing initially on θ = 0◦, a large amount of error in the dispersion relation is encoun-
tered. Notably, at high wavenumbers, there are regions with rapid changes in �(ω̂) and
hence a large group velocity (∂ω/∂k). This result was also encountered in the 1D work of
Vermeire et al. [51], and can result in spurious waves travelling rapidly through the solution,
particularly when the method is applied as implicit LES (ILES). What the 2D analysis shows
is that as the angle of incidence is increased there is an angle at which the group switches
from positive to negative. This occurs here at θ ≈ 10◦ and then back again at θ ≈ 35◦. This
could have a significant impact on the solution when the method is applied as multidimen-
sional ILES. In this case, spurious high frequency waves will propagate rapidly in different
directions depending on the angle of incidence.

For brevity of the main text, results for fully discrete grid stretching have been included
in “Appendix A”. They show that grid stretching causes similar changes in behaviour as was
observed in the semi-discrete case. The added impact here is that the angle at which the sign
of the group velocity changes has been impacted by the grid deformation.

Changing the correction function to use NDG and again maintaining CFL = 0.8CFLmax,
we obtain the results shown in Fig. 13. When θ = 0◦, we again see large variations in the
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(a) Dispersion: γx = γy = 1. (b) Dissipation: γx = γy = 1.

Fig. 12 Dispersion and dissipation of upwindedFR, p = 3,withHuynh g2 corrections, explicit RK44 temporal
integration, and CFL = 0.8CFLmax. The radial distance is the normalised wavenumber (including the effect
of angle), and the azimuthal distance is the angle of incidence to the element

(a) Dispersion: γx = γy = 1. (b) Dissipation: γx = γy = 1.

Fig. 13 Dispersion and dissipation of upwinded FR, p = 3, with NDG corrections, explicit RK44 temporal
integration, and CFL = 0.8CFLmax. The radial distance is the normalised wavenumber (including the effect
of angle), and the azimuthal distance is the angle of incidence to the element
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dispersion. However, for NDG at highwavenumbers, there is initially an increase in�(ω̂) fol-
lowed by a sharp decrease. This will bring about very high values of group velocity. Sweeping
the incidence angle shows somewhat different behaviour to g2 correction functions. There
is still a form of change that occurs at θ ≈ 10◦ and θ ≈ 35◦, but it has a different character.
Now after the switch, the initial increase in dispersion is reduced, and, by inspection, the
group velocity at the extreme end of the frequency range seems to have reduced. Throughout
the range of wavenumbers with high group velocities, Fig. 13b shows that there is a large
amount of dissipation that may reduce the effect of the dispersion. Therefore, it seems that
the NDG correction function for ILES with explicit temporal integration may cause smaller
dispersion errors for waves that are not grid aligned.

Again, for brevity of the main text, results of grid deformation with the NDG correction
function are shown in Appendix A. They indicate the effect of grid deformation is to cause
a similar change as to that of the semi-discrete case.

6 Non-linear Navier–Stokes Equations with Deformed Grids

It is common within the CFD community to use the canonical Taylor–Green Vortex (TGV)
[41] test case to assess the numerics of a solver applied to the Navier–Stokes equations
with turbulence—and to that end, there is a plethora of DNS data available for comparison
[19,50]. However, this case is quite contrived and ultimately will favour spectral or structured
methods due to the Cartesian and periodic domain, whilst also being unrepresentative of
engineering flows that are often wall bounded and/or have complex geometries. Hence, we
propose deforming the elements, initially linearly by jittering the corner nodes to be more
representative of real mesh conditions. Importantly, these deformations will introduce cross
multiplication into the Jacobian, as well as local regions of expansion and contraction.

The initial conditions of the TGV applied here are those of DeBonis [19], where the
character of the flow is controlled by the non-dimensional parameters defined as:

Re = ρ0U0L

μ
, Pr = 0.71 = μγ R

κ(γ − 1)
, Ma = 0.08 = U0√

γ RT0
(56)

where we will use the standard set of free-variables for the velocity, density, pressure, and
gas characteristics:

U0 = 1, ρ0 = 1, p0 = 100, R = 1, γ = 1.4, L = 1 (57)

Here, due to the solver implementation, we use a specific gas constant of unity and hence,
to achieve the required Reynolds and Prandtl numbers, the dynamic viscosity and thermal
conductivity are set appropriately. The statistics that will be studied here are the decay of the
kinetic energy and the enstrophy scaled by viscosity, which are defined respectively as:

−dEk

dt
= − 1

2U 2
0 ρ0|�|

d

dt

∫

�

ρ(u2 + v2 + w2)dx (58)

ε = μ

U 2
0 ρ2

0 |�|
∫

�

ρ(ωωω · ωωω)dx (59)

whereωωω = ∇ ×[u, v, w]T is vorticity and |�| is the domain volume. The enstrophy is scaled
in such a manner as it is known that in the incompressible case enstrophy and kinetic energy
dissipation can be directly related this way. Throughout, a reference DNS solution—labelled
ref—is provided from van Rees et al. [50].
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The FR method is extended to 3D hexahedrals—from 2D quadrilaterals—by the same
tensor product formulation of Huynh [24]. The invisicid common interface calculation was
performed using a Rusanov flux [37] with a Davis [17] wave speed. The viscous common
interface calculation was the BR1method of Bassi and Rebay [5,6]. Here, the gradients of the
C0 continuous solution is required at thefluxpoints. These are calculatedbyfirst correcting the
gradient at the solution points, then interpolating this to the flux points. Fromhere the gradient
can be transformed from the computational space to the physical space. The alternative would
be to interpolate the solution point gradient after transforming it to the physical space. The
two methods will give different results on complex element transformations, however due to
the small scale of the viscous terms in the forthcoming cases, investigation of this difference
will be deferred.

6.1 Randomised Grids

As has been stated, we begin by taking a uniform periodicmesh on the domain� ∈ [−π, π]3,
and jittering corner nodes of the elements that are interior to the domain. The degree of jitter
is calculated using a time seeded random number shifted to be centred about zero and scaled
by a global factor, j f , between zero and unity. The scaling factor is such that zero gives a
uniform mesh and unity could lead to edges of zero length. This transformation is defined
as:

x ′ = x + j f
l(x̂ − 0.5)

nx
(60a)

y′ = y + j f
l(ŷ − 0.5)

ny
(60b)

z′ = z + j f
l(ẑ − 0.5)

nz
(60c)

where x ′ etc. are the new points, x etc. are a uniform base grid, and x̂ j ∈ (0, 1] etc. are
random numbers. To assess the grid quality, we seek a single a metric to describe the relative
quality of the meshes produced. We opted for a volume ratio shape factor, slightly redefined
as:

qh = 6
√

πVh

S3/2h

(61)

where Sh is the surface area of the hexahedral element and Vh is its volume. The quality
metric, qh , is then defined as the ratio of the volume of the element to the volume of a sphere
with the same surface area, with qh = √

π/6 for a perfect cube. To put this parameter into
context, some example meshes are shown in Fig. 14.

As part of the jittering process, only the four vertices of each element were moved. It
remains to propagate these distortions through to the solution and flux points required by the
Flux Reconstruction approach. The distortions considered as part of this work were purely
linear, and thus the effect of jittering the element vertices could have been carried through to
the internal solution points and flux points by use of bilinear interpolation. However, with a
view to future work in which non-linear distortions will be applied to the elements, a Radial
Basis Function based approach was used to perform the interpolation.

Radial Basis Functions are well known in computational physics for mesh distortion and
generalised interpolation (see, for example, [7,11,18]). They allow for the easy and smooth
interpolation of scattered data, and, in this specific case, for the interpolation of volume
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(a) qh =
√

π/6 ≈ 0.7236. (b) qh = 0.7201. (c) qh = 0.7016.

Fig. 14 Example slices through a 3D hexahedral mesh to illustrate the mesh quality metric

(a) Selected turbulent kinetic energy dissi-
pation.

(b) Variation of turbulent kinetic energy dis-
sipation with jitter. Dashed contour at zero
dissipation.

Fig. 15 Effect of jitter on turbulent kinetic energy dissipation of the TGV (Re = 1600) for FR, p = 2, with
Huynh g2 correction functions on a 1203 DoF mesh. Explicit time step size is Δt = 1 × 10−3

distortion from prescribed boundary distortions. A wider discussion of the use of RBFs is
outside the scope of this paper, but they take the general form:

f (x) =
n∑

i=1

λiφ (||x − xi ||) (62)

where λi are weights, and φ is the basis function. The thin plate spline is a widely used radial
basis function for mesh warping, and is defined as [20]:

φT PS = ||x − xi ||2 ln ||x − xi || (63)

Once the vertex distortion has been propagated through the solution and flux points of the
cell, the Jacobian of the transformation can be defined. Initially, this will be done using the
non-conservative formulation (ξx = yηxζ − yζ xη). This might be expected to be sufficient
for the linear distortions to the elements which are being applied here.

Figures 15 and 16 show the first of these results. First looking at Figs. 15a and 16a, which
show two specific dissipation curves for a uniform and jittered mesh. At the beginning of the
simulation, there is a clear time at which the global energy increases. Extending these runs to
covermultiple grid qualities, Figs. 15b and 16b, it is observed that as the grid quality decreases
a region where turbulent kinetic energy increases soon emerges. As time progresses, energy
dissipation is again seen and the point of peak dissipation arrives early, moving from t ≈ 8.5
to t ≈ 7.5. The same behaviour is seen for both p = 2 and p = 4. From comparison of
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(a) Selected turbulent kinetic energy dissi-
pation.

(b) Variation of turbulent kinetic energy dis-
sipation with jitter. Dashed contour at zero
dissipation.

Fig. 16 Effect of jitter on turbulent kinetic energy dissipation of the TGV (Re = 1600) for FR, p = 4, with
Huynh g2 correction functions on a 1203 DoF mesh. Explicit time step is Δt = 1 × 10−3

(a)p = 2. (b)p = 4.

Fig. 17 Comparison of TGV (Re = 1600) enstrophy for 1203 degree of freedom grid with similar qh

p = 2 and p = 4, it seems that p = 4 is slightly more robust to grid deformation, as p = 4
was able to run at qh ≈ 0.7, whereas for p = 2, qh could not be reduced much below 0.717
for 1203 DoF without completely diverging.

The explanation of this is believed to be due to two interacting components. The first
is that, although the randomised grid transformation applied here is linear, the thin plate
spline RBF method will not recover an exactly linear model of the transformation. Hence,
the second factor is that the non-conservative method for defining the Jacobian is no longer
sufficient to accurately define what is now essentially a non-linear transformation. Remedial
actions will be presented shortly.

Studying the effect of jittered grids on enstrophy, shown in Fig. 17, it is clear that as the
grid is stretched the enstrophy increases. This is indicative of an increase in the vorticity,
with the rise occurring within t = 0 − 1. This is consistent with energy being added at the
large scales, as at this time there are only large scales present. After the initial increase, the
enstrophy returns to following the trend of the uniform case. However, in the case of p = 2,
Fig. 17a, a larger initial increase is seen followed by a wider peak. The wider peak is similar
in character to that of the uniform case and is due to the grid being mildly under-resolved
in the p = 2 case relative to the DNS. This aims to show that RBF grid transformation can
result in non-linearities in the grid and, when coupled to a non-conservative Jacobian, this
manifests itself in the energy of the largest scales increasing.

We will investigate further the effect of mesh jittering by instead using the symmetric
conservative method similar to that of Thomas et al. [42] (ξx = [(yηz − zηy)ζ − (yζ z −
zζ y)η]/2). Further to this we will also use the grid interpolation methodology of Abe [1].
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(a) (b)

Fig. 18 Comparison of polynomial and RBF methods for point placement on jittered meshes. This is for a
TGV, Re = 1600, p = 4, 1203 DoF, RK44, and Δt = 10−3. A jitter factor of j f = 0.3 and 0.2 gives
qh = 0.7157 and 0.7199 respectively

(a) Kinetic energy dissipation. (b) Enstrophy based dissipation.

Fig. 19 Comparison of Huynh g2 correction functions with NDG for jittered meshes. This is for a TGV,
Re = 1600, p = 4, 1203 DoF, RK44, and Δt = 10−3. A jitter factor of j f = 0.3 gives qh = 0.7157

This combined methodology was shown to satisfy the surface conservation law [2,60] and
hence ensure freestream preservation.

The results comparing the symmetric conservative Jacobian with RBF and polynomial
interpolation methods of point placement are shown in Fig. 18. Here Huynh g2 correction
functions are used. Foremost is that in both cases the issue of non-conservation appear to have
been removed. Secondly, themethods of point placement appear to givewholly similar results.
The most notable difference is shown in the enstrophy based dissipation of the polynomial
method at j f = 0.3, see Fig. 18b, where the peak value is slightly increased. Coupled to
the slight over dissipation in the kinetic energy measure that is unchanged between methods,
this may indicate that the polynomial method introduces additional dispersion. However, this
difference is small.

Now, varying the correction function with polynomial point placement and the symmetric
conservative Jacobian definition, we obtain the results presented in Fig. 19. From Fig. 19b
it is clear the lower dissipation of g2 corrections over NDG has led to a more accurate
approximation. We may infer this as increased dissipation, particularly at the smallest scales.
This will cause the vorticity to be reduced and hence the enstrophy will be reduced. This
somewhat confirms the prediction of the convergence rate study of Sect. 4.
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(a) (b)

Fig. 20 Dispersion and dissipation relation for 1D upwinded FR, p = 1, with DG correction function

As the mesh is then randomised, g2 corrections show an increased enstrophy peak, likely
to be dispersion. This is then followed by a dissipation deficit due to the energy deficit. The
additional dispersion error is in accordance with the predictions of Sect. 5.5 and Appendix A.
Here, the fully discrete analysis showed that on both uniform grid and amplified on non-
uniform grids, the scheme suffered from dispersion error without accompanying dissipation
to reduce them. When looking at the NDG results, the opposite is true. Although larger error
in the dispersionwas found analytically, the scheme also has a large amount of accompanying
dissipation. This is reflected in the TGV results, where peak enstrophy is reduced.

For both correction functions there are additional errors in the dissipation after the peak for
the jittered grids, as the solution tend towards homogeneous decaying turbulence. Initially,
the TGV is anisotropic, however for Re <≈ 500, the flow will become isotropic with time
[8]. Therefore, as time goes on, waves will go from largely grid aligned to range over all
angles. These waves will then be affected by the anisotropic properties shown in Sect. 5. As
could also be predicted from the results of Sect. 5, these inaccuracies are made worse by a
randomised grid.

To provide some reference as to howFRperforms relative to an establishedmethodwewill
use an edge-based Finite Volume (FV) method for comparison. The FV method is a standard
central second order method with L2Roe smoothing [33] for stabilisation, which has been
validated previously [38]. The particular FR scheme used in this comparison is p = 1, giving
second order, the same as the FV scheme. However, this puts FR at a significant disadvantage
as its numeric characteristics at low order are particularly poor. For example, consider the
dispersion and dissipation relations in Fig. 20, which, by comparison to the result of Lele
[31], show that FR has noticeably lower resolving abilities when compared against a second
order FD scheme.

With this in mind, we present the results of tests on various jittered grids with a total of
1703 degrees of freedom in Fig. 21. For the uniform case, the enstrophy clearly shows that
FR is under-resolved compared to FV, which is also shown by a slightly increased rate of
dissipation earlier—indicating that the implicit filter is too narrow. If we now consider the
effect of jittering, several things may be concluded.

For −dEk/dt it seems that the peak value is less sensitive with FR than with FV, with
central FV seeing some large amplitude oscillations in −dEk/dt . This is likely to be rooted
in the central differencing at the interfaces. If we change to a kinetic energy preserving
formulation [26,57], as is displayed in Fig. 22, these oscillations are removed. The sensitivity
to jitter is then reduced to a similar level as FR. The enstrophy (Fig. 22b) seems to indicate
that a large amount of what seemed to be resolved energy may have in fact been dispersion
induced fluctuations. However, in both cases FVwas able to runwith grids up to j f = 0.9 and
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(a) Kinetic energy dissipation. (b) Enstrophy based dissipation.

Fig. 21 Comparison of FR, p = 1 with DG correction functions with a second order central FV scheme with
L2 Roe smoothing both with 1703 degrees of freedom and Δt ≈ 5 × 10−4. A reference DNS solution is
provided by Brachet et al. [8]

(a) Kinetic energy dissipation. (b) Enstrophy based dissipation.

Fig. 22 Comparison of FR, p = 1 with DG correction functions with a second order KEP FV scheme with
L2 Roe smoothing both with 1703 degrees of freedom and Δt ≈ 5 × 10−4. A reference DNS solution is
provided by Brachet et al. [8]

qh = 0.6382 (not shown). It appears that in these cases the added stability of the smoothing
has greatly helped FV. This is especially so in the central difference case where running
without smoothing caused the case to fail even at low levels of jitter. Comparatively, FR was
only able to run with j f ≈ 0.6, before becoming unstable.

Before moving on, it must be noted that for both FR and FV we see a dip in dEk/dt . This
is only present in the kinetic energy dissipation and no change in the enstrophy is observed.
Therefore, the decrease must be due to an energy increase in the zeroth mode. The reason for
this is not currently known. The results presented here show that, even for second order, FR
is more resilient to mesh deformation than FV with traditional smoothing. A similar result
was reported in [47], but solely for Euler’s equations. Hence, this resilience seems to carry
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Fig. 23 Example 1203 DoF
curved grid for p = 4, A = 0.4,
and kg = 4. Here a sub-sample of
every 10th point is shown

over to the Navier–Stokes equations. However, when FV with a kinetic energy preserving
(KEP) [57] scheme is used the mesh sensitivity is greatly reduced and so this should be
considered as important for FV solvers. FR and KEP together may also improve further the
mesh resilience of FR.

6.2 Curved Grids

To end,wewill briefly present some results on curved grids.Amore complete numerical study
was presented byMengaldo et al. [32]. However, we seek to understand if the behaviour of the
stretched and jittered grids carries over. We will employ a similar curved grid transformation
to that used by Abe et al. [1]. To remove some issues of point placement we will initially
form a uniform grid and then deform the solution and flux points by the following:

x ′ = x + l

nx
A sin

(
kgπ y

l

)
sin

(
kgπ z

l

)
(64a)

y′ = y + l

ny
A sin

(
kgπx

l

)
sin

(
kgπ z

l

)
(64b)

z′ = z + l

nz
A sin

(
kgπx

l

)
sin

(
kgπ y

l

)
(64c)

Symbols take the samemeaning as before,with the addeddefinition of kg—thegridwavenum-
ber, and A, the grid wave amplitude. In keeping with Abe et al. [1] we will use kg = 4 and
A = 0.4.

Applying this transformation to a 1203 DoF p = 4 mesh, results in qh = 0.7128 and
Δxmax/Δxmin = 1.5—see Fig. 23. The result of applying a TGV to this grid are displayed in
Fig. 24. This shows that for both NDG and g2 the curved grid causes a larger variation in the
enstrophy, mostly manifesting as over dissipation—and hence dispersion—at t ≈ 10. This
error is less for NDG but due to its presence in both correction functions, it may be concluded
that this grid deformation results in the increase in high frequency dispersion with FR.

7 Conclusions

Through this work, a theoretical extension of the FR von Neumann analysis to higher dimen-
sions has been presented. This allowed us to understand the character of the dispersion and
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(a) Kinetic energy dissipation. (b) Enstrophy based dissipation.

Fig. 24 TGV results for FR, p = 4, on a curved grid with 1203 DoF. RK44 explicit time stepping is used with
Δt = 10−3

dissipation relations of FR as the incident angle of a wave was varied. Differences were noted
between the behaviours of FR and finite differencing methods, primarily that FR saw a lower
variation in character with the angle of incidence.

Investigationswere thenperformedondeformedmeshes.The samemechanism that caused
the variation of properties with angle on a uniform grid meant that deformed grids saw
a greater variation. For expanding grids this led to dispersion overshoot for waves more
aligned with the expansion. Associated with the increase in dispersion was a decrease in
dissipation. Application of an expansion and contraction led to this variation being amplified.
Investigation of the fully discretised system found large angular variations in the dispersion
and dissipation. In some instances, a small perturbation of the angle could cause a complete
reversal of the group velocity. Here it was found that for CFL numbers close to the CFL
limit, DGmay be more resilient due to large levels of dissipation that would reduce the effect
of high group velocity induced dispersion errors. The last theoretical investigation into the
semi-discrete error and convergence found that Huynh’s g2 correction function suffered less
from anisotropy with wave angle, suggesting it may be more suitable for ILES at a lower
percentage of the CFL limit.

Numerical experiments were then undertaken to explore the link and impact of the theo-
retical findings. Some remarks were made about the effect of using RBF projection for grid
definition, which highlighted the importance of a symmetric conservative Jacobian defini-
tion. Then, by using the Taylor–Green vortex case on randomised grids, it was observed that
Huynh’s g2 correction function did indeed show signs of increased dispersion on randomised
grids. However, they were better able to resolve the flow thanks, in part, to lower dissipation
at high wavenumbers. Conversely, NDG correction functions showed signs of increased dis-
sipation on randomised grids. Finally, some comparison was made between second order FR
and an industrial second order finite volume method. It was found if more traditional L2Roe
smoothing was used, FV was less resilient to mesh deformation than FR. However, if KEP
was employed for the FV method, then both methods were comparably robust. Yet, in both
cases FV was better able to resolve the flow. Hence, if a second order method is sought for
practical applications, then FV with KEP is recommended. The use of a KEP form of FR
remains an open question, and an avenue which may lead to further improvements in FR.

Acknowledgements The support of the Engineering and Physical Sciences Research Council of the United
Kingdom is gratefully acknowledged under the Award Reference 1750012. This work was performed using
resources provided by the Cambridge Service for Data Driven Discovery (CSD3) operated by the University of
CambridgeResearchComputing Service (http://www.csd3.cam.ac.uk/), provided byDell EMCand Intel using

123

http://www.csd3.cam.ac.uk/


Journal of Scientific Computing (2020) 82 :77 Page 31 of 36 77

Tier-2 funding from the Engineering and Physical Sciences Research Council (Capital Grant EP/P020259/1),
and DiRAC funding from the Science and Technology Facilities Council (www.dirac.ac.uk).

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included in the
article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is
not included in the article’s Creative Commons licence and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

A Additional Dispersion and Dissipation Figures
We include some additional figures that explore the effect of grid stretching in 2D, for the
fully discretised Fourier analysis.

See Figs. 25 and 26.
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(a) Dispersion: γx = 1, γy = 1.1. (b) Dissipation: γx = 1, γy = 1.1.

(c) Dispersion: γx = 0.9, γy =
1.1.

(d) Dissipation: γx = 0.9, γy =
1.1.

Fig. 25 Dispersion and dissipation of upwindedFR, p = 3,withHuynh g2 corrections, explicit RK44 temporal
integration, and CFL = 0.8CFLmax. The radial distance is the normalised wavenumber (including the effect
of angle), and the azimuthal distance is the angle of incidence to the element
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(a) Dispersion: γx = 1, γy = 1.1. (b) Dissipation: γx = 1, γy = 1.1.

(c) Dispersion: γx = 0.9, γy =
1.1.

(d) Dissipation: γx = 0.9, γy =
1.1.

Fig. 26 Dispersion and dissipation of upwinded FR, p = 3, with NDG corrections, explicit RK44 temporal
integration, and CFL = 0.8CFLmax. The radial distance is the normalised wavenumber (including the effect
of angle), and the azimuthal distance is the angle of incidence to the element
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