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A PURE SOURCE TRANSFER DOMAIN DECOMPOSITION

METHOD FOR HELMHOLTZ EQUATIONS IN UNBOUNDED

DOMAIN

YU DU∗∗ AND HAIJUN WU††

Abstract. We propose a pure source transfer domain decomposition method (PSTDDM) for
solving the truncated perfectly matched layer (PML) approximation in bounded domain of Helmholtz
scattering problem. The method is a modification of the STDDM proposed by [Z. Chen and X.
Xiang, SIAM J. Numer. Anal., 51 (2013), pp. 2331–2356]. After decomposing the domain into N
non-overlapping layers, the STDDM is composed of two series steps of sources transfers and wave
expansions, where N − 1 truncated PML problems on two adjacent layers and N − 2 truncated half-
space PML problems are solved successively. While the PSTDDM consists merely of two parallel
source transfer steps in two opposite directions, and in each step N − 1 truncated PML problems on
two adjacent layers are solved successively. One benefit of such a modification is that the truncated
PML problems on two adjacent layers can be further solved by the PSTDDM along directions parallel
to the layers. And therefore, we obtain a block-wise PSTDDM on the decomposition composed of N2

squares, which reduces the size of subdomain problems and is more suitable for large-scale problems.
Convergences of both the layer-wise PSTDDM and the block-wise PSTDDM are proved for the case
of constant wave number. Numerical examples are included to show that the PSTDDM gives good
approximations to the discrete Helmholtz equations with constant wave numbers and can be used as
an efficient preconditioner in the preconditioned GMRES method for solving the discrete Helmholtz
equations with constant and heterogeneous wave numbers.

Key words. Helmholtz equation, large wave number, perfectly matched layer, source transfer,
domain decomposition method, preconditioner

AMS subject classifications. 65N12, 65N15, 65N30, 78A40

1. Introduction. This paper is devoted to a domain decomposition method for
the Helmholtz problem in the full space R2 with Sommerfeld radiation condition:

∆u+ k2u = f in R
2,(1.1)

∣

∣

∣

∣

∂u

∂r
− iku

∣

∣

∣

∣

= o(r−
1
2 ) as r = |x| → ∞.(1.2)

where the wave number k is positive and f ∈ L2(R2) having compact support.
The proposed domain decomposition method is a modification of the source trans-
fer domain decomposition method (STDDM) given in [19], which can reduce further
the size of subdomain problems, can be easily extended to solve three-dimensional
Helmholtz scattering problems, and can be used as an efficient preconditioner for
discrete Helmholtz problems with constant and heterogeneous wave numbers.

The Helmholtz problem (1.1)-(1.2) appears in various applications, such as acous-
tic, elastic, and electromagnetic scattering problems. Diverse numerical methods have
been proposed or analyzed for Helmholtz equations with large wave numbers (see,
e.g., [1, 2, 3, 23, 35, 36, 37, 45, 47, 48, 24, 42, 54, 56, 22, 28, 29, 46, 10, 33, 12, 34,
49, 51, 50, 53]). Due to the highly indefinite nature of the Helmholtz problem with
large wave number, it is challenging to solve the linear algebraic systems resulting
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2 Y. Du & H. Wu

from its numerical discretization, which usually contain huge numbers of degrees of
freedom, in particular for the cases of three dimensions or/and existing pollution ef-
fects [2, 3, 23, 36, 37, 53]. Considerable efforts in the literature have been made on
fast solvers, e.g., multigrid methods [8, 13, 25] and domain decomposition methods
[4, 14, 30, 31, 41, 44]. Recently Engquist and Ying [26] introduced a new sweeping
preconditioner for the iterative solution of the Helmholtz equation, which has linear
application cost, and the preconditioned iterative solver converges in a number of
iterations that is essentially independent of the number of unknowns or the frequency
(see also [43, 27, 52, 32]). Inspired by [26], Chen and Xiang [19] proposed a source
transfer domain decomposition method (STDDM) along with a rigorous convergence
analysis, which can be used as an efficient preconditioner in the preconditioned GM-
RES method for solving discrete Helmholtz equations. After decomposing the domain
into N non-overlapping layers, the STDDM is composed of two series steps of sources
transfers and wave expansions, where N−1 truncated PML problems on two adjacent
layers and N − 2 truncated half-space PML problems are solved successively. We also
refer to [55] for a double STDDM.

In this paper we modify the STDDM in [19] to obtain a domain decomposition
method that consists merely of two parallel source transfer steps in two opposite
directions, and in each step N−1 truncated PML problems on two adjacent layers are
solved successively. Therefore, we call it “pure source transfer domain decomposition
method” (PSTDDM). Next we illustrate the ideas of PSTDDM by considering the
Helmholtz problem (1.1)–(1.2). Let Bl = {x = (x1, x2) ∈ R2 : |x1| < l1, |x2| < l2}.
Assume that f is supported in Bl. We divide the interval (−l1, l1) into N segments
with the points ζi = −l1 + (i − 1)∆ζ where ∆ζ = 2l1/N and 1 ≤ i ≤ N + 1. Set
ζ0 = −∞, ζN+2 = ∞. Then we denote the layers by

Ω1 =
{

x = (x1, x2) ∈ R
2 : x1 < ζ2

}

,

Ωi ={x = (x1, x2) ∈ R
2 : ζi < x1 < ζi+1}, i = 2, · · · , N − 1,(1.3)

ΩN =
{

x = (x1, x2) ∈ R
2 : x1 > ζN

}

.

Clearly, supp f ⊂ ∪Ni=1Ωi. Let fi = f in Ωi and fi = 0 elsewhere. Let f̄+
1 = f1 and

f̄−
N = fN . Similar to [19], the key idea is that by defining the source transfer operators
Ψ±
i in the sense that

∫

Ωi

f̄+
i (y)G(x, y)dy =

∫

Ωi+1

Ψ+
i+1(f̄

+
i )(y)G(x, y)dy ∀x ∈ ∪N+1

j=i+2Ωj ,

∫

Ωi

f̄−
i (y)G(x, y)dy =

∫

Ωi−1

Ψ−
i−1(f̄

−
i )(y)G(x, y)dy ∀x ∈ ∪i−2

j=0Ωj ,

and letting f̄±
i±1 = fi±1 +Ψ±

i±1(f̄i). Clearly, we have for any x ∈ Ωi

u(x) =

(

−
∫

Ωi

fi(y)G(x, y)dy −
∫

Ωi−1

f̄+
i−1(y)G(x, y)dy

)

+(1.4)

(

−
∫

Ωi+1

f̄−
i+1(y)G(x, y)dy

)

.

Here, G(x, y) is the Green’s function of the problem (1.1)–(1.2). Observing (1.4), we
know that u(x) in Ωi consists of two independent parts. The first part only involves the
sources in Ωi and Ωi−1 and the second one only involves the source in Ωi+1. Thus they
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could be solved independently by using the perfectly matched layer (PML) method
right outside Ωi−1 ∪Ωi and Ωi∪Ωi+1, respectively. The above procedure leads to the
PSTDDM of Algorithm 1 in Subsection 2.2. The PSTDDM with truncated PML is
listed in Algorithm 2 and its convergence is proved in Subsection 2.3. Moreover, the
PML problems on two adjacent layers in the above PSTDDM can be further solved
by the same PSTDDM but along directions parallel to the layers. And therefore,
we obtain some block-wise PSTDDM on the decomposition composed of N2 squares
(see Algorithms 3 and 4 in Section 3), which further reduces the size of subdomain
problems and is more suitable for large-scale problems, in particular in 3D. For the
sake of clarity, we sometimes call the PSTDDM in Algorithms 1 and 2 the layer-wise
PSTDDM.

The PML is a mesh termination technique of effectiveness, simplicity and flex-
ibility in computational wave propagation. After the pioneering work of Bérenger
[5, 6], various constructions of PML absorbing layers have been proposed and many
theoretical results about Helmholtz problem, such as those about the convergence and
stability, have been studied [7, 16, 17, 18, 20, 38, 39, 40]. In this paper, the uniaxial
PML methods will be used (see e.g. [7, 19]).

The remainder of this paper is organized as follows. In Section 2, we first recall
the uniaxial PML and related properties. Then we introduce the layer-wise PSTDDM
with non-truncated PML and show that it just produces the exact solution by solving
PML problems on two adjacent layers. Thirdly, we give the layer-wise PSTDDM
with truncated PML and prove that it converges exponentially with respect to the
medium parameters or the thickness of the PML. Section 3 is devoted to the block-
wise PSTDDM. In particular, an error estimate with explicit dependences on k and N
for the block-wise PSTDDM with truncated PML is derived. In Section 4, the layer-
wise and block-wise PSTDDM with truncated PML are discretized by bilinear finite
element methods. Numerical experiments are presented to show the accuracies of
the discretized PSTDDM and the performances of using the discretized PSTDDM as
preconditioners in the preconditioned GMRES when the wave number or the number
of subdomains (layers or blocks) increases.

Throughout the paper, for any bounded domain U , we shall use the standard
Sobolev space Hs(U), its norm and inner product, and refer to [9] for their definitions.
But, we will often use the following weighted norms

‖|v|‖U =
(

‖∇v‖2L2(U) + ‖kv‖2L2(U)

)
1
2

,(1.5)

‖v‖
H

1
2 (∂U)

=
(

d−1
U ‖v‖2L2(∂U) + |v|2

H
1
2 (∂U)

)
1
2

, ∀v ∈ H1(U),(1.6)

where dU := diam(U). For any f ∈ H1(U)′ the dual space of H1(U), define its norm

‖|f |‖∗U := sup
06=v∈H1(U)

〈f, v〉
‖|v|‖U

.

It is clear that ‖|f |‖∗U ≤ k−1 ‖f‖L2(U) if f ∈ L2(U).
For the simplicity of notation, we shall frequently use C for a generic positive

constant in most of the subsequent estimates, which is independent of k. We will also
often write A . B and B & A for the inequalities A ≤ CB and B ≥ CA respectively.
A h B is used for an equivalent statement when both A . B and B . A hold. We
suppose that k & 1.
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2. Source transfer layer by layer. In this section, we first recall the PML
formulations for the Helmholtz scattering problem (1.1)–(1.2). Then we introduce
the PSTDDM for the PML problem in the whole space as well as in the bounded
truncated domain by dividing the computational domain into layers and doing source
transfer layer by layer.

2.1. The PML problems. In this subsection, we introduce the PML to trun-
cate the unbounded domain. We adopt the uniaxial PML method [7, 15, 19, 38]. The
model medium properties are defined by

α1(x1) = 1 + iσ1(x1), α2(x2) = 1 + iσ2(x2)

σj(t) = σj(−t) and 0 ≤ σj(t) ≤ σ0 for t ∈ R
2,

σj = 0 for |t| ≤ lj , σj = σ0 > 0 for |t| ≥ l̄j.

where σj(xj) ∈ C1(R2) are piecewise smooth functions, l̄j > lj is fixed and σ0 is a
constant. We remark that the requirements on σj are used in [19] to estimate the inf–
sup constants of the PML problems. We introduce the PML by complex coordinate
stretching [21, 19] as follows. For x = (x1, x2)

T , define x̃(x) = (x̃1(x1), x̃2(x2)) by

x̃j(xj) =

∫ xj

0

αj(t)dt = xj + i

∫ xj

0

σj(t)dt, j = 1, 2.(2.1)

Let ∆̃ denote the Laplacian with respect to x̃. Then the PML equation is derived
from ∆̃ũ+ k2ũ = f in R2 by using the chain rule:

J−1∇ · (A∇ũ) + k2ũ = f in R
2,(2.2)

with the radiation condition that ũ is bounded inR2. HereA(x) = diag
(

α2(x2)
α1(x1)

, α1(x1)
α2(x2)

)

and J(x) = α1(x1)α2(x2). The weak formulation of (2.2) reads as: Find ũ ∈ H1(R2)
such that

(A∇ũ,∇v) − k2(Jũ, v) = −〈Jf, v〉 ∀v ∈ H1(R2),(2.3)

where (·, ·) is the inner product in L2(R2) and 〈·, ·〉 is the duality pairing between
H1(R2)′ and H1(R2).

We recall that the exact solution of the Helmholtz problem (1.1)–(1.2) can be

written as the acoustic volume potential. Let G(x, y) := i

4H
(1)
0 (k |x− y|) be the

fundamental solution of the Helmholtz problem where H
(1)
0 is the first kind Hankel

function of order zero. Then, the solution of (1.1) is given by

u(x) = −
∫

R2

f(y)G(x, y)dy ∀x ∈ R
2.(2.4)

Similarly, the solution to the PML problem can be expressed as

ũ(x) = u(x̃) = −
∫

R2

f(y)G(x̃, ỹ)dy ∀x ∈ R
2.(2.5)

Note that ỹ = y and ũ = u in Bl since f is supported inside Bl. For any z ∈
C \ [0,+∞), denote by z

1
2 the analytic branch of

√
z such that Re(z

1
2 ) > 0. Define

the “complex distance” [19]

ρ(x̃, ỹ) =
(

(x̃1 − ỹ1)
2 + (x̃2 − ỹ2)

2
)

1
2(2.6)
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The fundamental solution of the PML equation (2.2) is formulated as (see [19, 40]):

G̃(x, y) = J(y)G(x̃, ỹ) =
i

4
J(y)H

(1)
0 (kρ(x̃, ỹ)).(2.7)

It is proved that ũ decays exponentially as |x| → ∞ [16, 7, 19, 40]. Therefore the
PML can be truncated where ũ small enough. Let BL = (−l1 − d1, l1 + d1)× (−l2 −
d2, l2 + d2) where l1 + d1 > l̄1 and l2 + d2 > l̄2. Then we have the following truncated
PML problem obtained by truncate the PML at ∂BL: Find û ∈ H1

0 (BL) such that

(A∇û,∇v)− k2(Jû, v) = −〈Jf, v〉 ∀v ∈ H1
0 (BL).(2.8)

Denote by d = min(d1, d2). The following lemma says that the the sesquilinear form
associated with the truncated PML problem satisfies the inf–sup condition and that
the truncated PML solution is exponentially close to the PML solution. We refer to
[19, Lemmas 3.3, 3.4, and 3.6] for the proof.

Lemma 2.1. For sufficiently large σ0d ≥ 1, there exists a constant α ≥ 0 such

that the truncated PML problem (2.8) attains a unique solution and the following

inf-sup condition holds.

sup
ψ∈H1

0 (BL)

∣

∣(A∇φ,∇ψ) − k2(Jφ, ψ)
∣

∣

‖|ψ|‖BL

≥ µ ‖|φ|‖BL
∀φ ∈ H1

0 (BL),(2.9)

where µ−1 ≤ C(σ0)k
1+α and C(σ0) is a constant that may polynomially depend on

σ0.

Remark 2.1. (i) [19, Lemma 3.4] shows that the above lemma holds with α = 1
2 .

But since the inf-sup constant for the original scattering problem is of order O(k−1)
[11], we expect the lemma holds with α = 0. Actually this has been proved for the
circular PML [42] although it has not been proved for the uniaxial PML setting of
this paper yet.

(ii) The inf–sup condition holds also for the PML equation in R
2 [19, (3.10)]:

sup
ψ∈H1(R2)

(A∇φ,∇ψ) − k2(Jφ, ψ)

‖|ψ|‖
R2

& µ ‖|φ|‖
R2 ∀φ ∈ H1(R2).(2.10)

Finally, we recall estimates of the Green function, see [19, (2.5) and Lemma 2.5].

Lemma 2.2. For any x, y ∈ R2, x 6= y, there hold

|G(x̃, ỹ)| . e−
1
2
k Im ρ(x̃,ỹ)(k |x− y|)− 1

2 ,

|∇xG(x̃, ỹ)| . ke−
1
2
k Im ρ(x̃,ỹ)

(

(k |x− y|)− 1
2 + (k |x− y|)−1

)

,

|∇x∇yG(x̃, ỹ)| . k2e−
1
2
k Im ρ(x̃,ỹ)

(

(k |x− y|)− 1
2 + (k |x− y|)−2

)

.

Moreover,

Im ρ(x̃, ỹ) ≥ 1

|x− y|

(

|x1 − y1|
∣

∣

∣

∣

∫ x1

y1

σ1(t)dt

∣

∣

∣

∣

+ |x2 − y2|
∣

∣

∣

∣

∫ x2

y2

σ2(t)dt

∣

∣

∣

∣

)

.(2.11)
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2.2. The PSTDDM for the PML problem in R2. In this subsection, we in-
troduce PSTDDM for the PML equation in the whole space and give the fundamental
theorems.

We recall that the domain {x = (x1, x2) : |x1| ≤ l1} is divided into N layers (1.3)
and that fi(x) = f(x)|Ωi

for any x ∈ Ωi and fi(x) = 0 for any x ∈ R
2\Ω̄i. We define

smooth functions β+
i (x1) and β

−
i (x1) by

β+
i = 1, β−

i = 0, β+
i

′
= β−

i

′
= 0 as x1 ≤ ζi,(2.12)

β+
i = 0, β−

i = 1, β+
i

′
= β−

i

′
= 0 as x1 ≥ ζi+1,

∣

∣

∣
β+
i

′
∣

∣

∣
≤ C(∆ζ)−1,

∣

∣

∣
β−
i

′
∣

∣

∣
≤ C(∆ζ)−1,

where C is a constant independent of ζi, ζi+1 and the subscript i. The PSTDDM
consists of two source transfer steps described in Algorithm 1 below. The two steps
are independent of each other and can be computed in parallel. We recall that the
construction of the original STDDM [19] is a step of source transfer followed by
another step of “wave expansion”. Those two steps are executed in a sequential
manner.

Algorithm 1 Source Transfers for PML problem in R2

Step 1.

1. Let f̄+
1 = f1;

2. While i = 1, · · · , N − 2 do
• Find u+i ∈ H1(R2) such that

J−1∇·(A∇u+i ) + k2u+i(2.13)

= −f̄+
i − fi+1 in R

2.

• Compute

Ψ+
i+1(f̄

+
i ) =J−1∇ · (A∇(β+

i+1u
+
i ))

+ k2(β+
i+1u

+
i ).

• Set

f̄+
i+1 =

{

fi+1 +Ψ+
i+1(f̄

+
i ) in Ωi+1,

0 elsewhere.

End while;
3. For i = N − 1, find u+N−1 ∈ H1(R2)
such that

J−1∇·(A∇u+N−1) + k2u+N−1(2.14)

= −f̄+
N−1 − fN in R

2.

Step 2.

1. Let f̄−
N = fN ;

2. While i = N − 1, · · · , 2,
• Find u−i ∈ H1(R2) such that

J−1∇·(A∇u−i ) + k2u−i(2.15)

= −f̄−
i+1 in R

2.

• Compute

Ψ−
i (f̄

−
i+1) =J

−1∇ · (A∇(β−
i u

−
i ))

+ k2(β−
i u

−
i ).

• Set

f̄−
i =

{

fi +Ψ−
i (f̄

−
i+1) in Ωi,

0 elsewhere.

End while;
3. For i=1, find u−1 ∈ H1(R2) such that

J−1∇·(A∇u−1 ) + k2u−1(2.16)

= −f1 − f̄−
2 in R

2.

By (2.13), (2.15) and (2.16), we know that u+i is given by

u+i (x) =

∫

Ωi∪Ωi+1

(f̄+
i + fi+1)J(y)G(x̃, ỹ)dy ∀x ∈ R

2, i = 1, · · · , N − 1,(2.17)
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and u−i is given by

u−i (x) =

∫

Ωi+1

f̄−
i+1(y)J(y)G(x̃, ỹ)dy ∀x ∈ R

2, i = N − 1, · · · , 2,(2.18)

u−1 (x) =

∫

Ω1∪Ω2

(f̄−
2 (y) + f1(y))J(y)G(x̃, ỹ)dy.(2.19)

By simple calculation, we have the equivalent form of the source transfer operator
Ψ+
i+1:

Ψ+
i+1(f̄

+
i ) = J−1∇ ·

(

A∇β+
i+1u

+
i

)

+ J−1∇β+
i+1 · (A∇u+i )− β+

i+1fi+1.(2.20)

and it’s easily obtained that Ψ+
i+1(f̄

+
i ) + β+

i+1fi+1 is in L2(Ωi+1) and supported in

Ωi+1. Similarly, we can get the equivalent form for Ψ−
i :

Ψ−
i (f̄

−
i+1) = J−1∇ ·

(

A∇β−
i u

−
i

)

+ J−1∇β−
i · (A∇u−i ).(2.21)

The next two theorems verify the source transfer identities and give the integral
representations of u±i . Let Γi := {x ∈ R2 : x1 = ζi}. Given a < b, denote by
Ω(a, b) :=

{

x ∈ R
2 : a < x1 < b

}

.

Theorem 2.3. The following assertions hold:

(i) For i = 1, · · · , N − 2, we have, for any x ∈ Ω(ζi+2,+∞),

∫

Ωi

f̄+
i (y)G̃(x, y)dy =

∫

Ωi+1

Ψ+
i+1(f̄

+
i )(y)G̃(x, y)dy.(2.22)

(ii) For the solution u+i in (2.13), we have, for any x ∈ Ωi+1, i = 1, · · · , N − 1,

u+i (x) =

∫

Ω(−∞,ζi+2)

f(y)G(x̃, ỹ)dy.(2.23)

Proof. We first prove (2.22). From (2.7) we have (see also [19, (2.11)-(2.13)], [7,
Theorem 2.8], and [40, Theorem 4.1])

∇y · (A∇y(J
−1G̃(x, y))) + k2J(J−1G̃(x, y)) = 0, ∀x ∈ Ω(ζi+2,+∞), y ∈ Ω(ζ1, ζi+2).

For x ∈ Ω(ζi+2,+∞), y ∈ Ωj , j = 1, · · · , i + 1, G̃(x, y) decays exponentially as
|y| → ∞ (cf. [19, Lemma 2.5]). We know that u+i (y) also decays exponentially as
|y| → ∞ (cf. [19, Lemma 2.6]). Therefore by integrating by parts we have

∫

Ωi

f̄+
i (y)G̃(x, y)dy

= −
∫

Ω(−∞,ζi+1)

J−1
[

∇y · (A∇yu
+
i (y)) + k2Ju+i (y)

]

G̃(x, y)dy

= −
∫

Γi+1

[

(A∇yu
+
i (y) · e1)J−1G̃(x, y)− (A∇y(J

−1G̃(x, y)) · e1)u+i (y)
]

ds(y),
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where e1 is the unit vector in the positive x1-axis. By using (2.12) and integration by
parts again, we have
∫

Ωi

f̄+
i (y)G̃(x, y)dy =

∫

∂Ωi+1

[

(A∇y(β
+
i+1u

+
i (y)) · n)J−1G̃(x, y)−

(A∇y(J
−1G̃(x, y)) · n)β+

i+1u
+
i (y)

]

ds(y)

=

∫

Ωi+1

J−1[∇y · (A∇y(β
+
i+1u

+
i (y))) + k2Jβ+

i+1u
+
i (y)]G̃(x, y)dy

=

∫

Ωi+1

Ψ+
i+1(f̄

+
i )(y)G̃(x, y)dy,

where n is the unit outer normal to ∂Ωi+1. That is, (2.22) holds.
Since ỹ(y) = y and J(y) = 1 for any y ∈ Bl, By using (2.17) and (2.22) we could

prove (2.23) as follows. For any x ∈ Ωi+1

u+i (x) =

∫

Ωi∪Ωi+1

(f̄+
i + fi+1)J(y)G(x̃, ỹ)dy

=

∫

Ωi+1

fi+1(y)J(y)G(x̃, ỹ)dy +

∫

Ωi

fi(y)J(y)G(x̃, ỹ)dy

+

∫

Ωi

Ψ+
i (f̄

+
i−1)(y)J(y)G(x̃, ỹ)dy

=

∫

Ωi∪Ωi+1

f(y)G(x̃, ỹ)dy +

∫

Ωi−1

f̄+
i−1(y)J(y)G(x̃, ỹ)dy

= · · · =
∫

∪i+1

j=1
Ωj

f(y)G(x̃, ỹ)dy.

This completes the proof of the theorem.
The second step of Algorithm 1 is similar to the first one. So by similar argument,

we can obtain the following theorem whose proof is omitted.
Theorem 2.4. The following assertions hold:

(i) For i = N − 1, · · · , 2, we have, for any x ∈ Ω(−∞, ζi),
∫

Ωi+1

f̄−
i+1(y)G̃(x, y)dy =

∫

Ωi

Ψ−
i (f̄

−
i+1)(y)G̃(x, y)dy.(2.24)

(ii) For the solution u−i , i = N − 1, · · · , 2, in (2.15), we have, for any x ∈ Ωi,

u−i (x) =

∫

Ω(ζi+1,+∞)

f(y)G(x̃, ỹ)dy.(2.25)

(iii) For the solution u−1 (x) in (2.16), we have, for any x ∈ Ω1,

u−1 (x) =

∫

R2

f(y)G(x̃, ỹ)dy.(2.26)

Combining Theorem 2.3 and Theorem 2.4, we could obtain the main result in this
section.

Theorem 2.5. Define u+0 ≡ 0 and u−N ≡ 0. Then we have

ũ(x) = −(u+i−1(x) + u−i (x)) for any x ∈ Ωi, i = 1, · · · , N.
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Proof. From (2.26), it is clear that the above identity holds for i = 1. For any
x ∈ Ωi, i = 2, · · · , N , it follows from (2.23), (2.25), and (2.5) that,

ũ(x) = −
∫

R2

f(y)G(x̃, ỹ)dy

= −
(

∫

Ω(−∞,ζi+1)

f(y)G(x̃, ỹ)dy +

∫

Ω(ζi+1,+∞)

f(y)G(x̃, ỹ)dy

)

= −(u+i−1(x) + u−i (x)),

where we have used ỹ(y) = y in Bl. This completes the proof of the theorem.

2.3. The PSTDDM for the truncated PML problem. Note that the PML
problems (2.13)–(2.16) in Algorithm 1 are defined in R2. In practice, they must be
truncated into bounded domains.

We introduce local PML problems by using the PML complex coordinate stretch-
ing outside the domain (ζi, ζi+2)× (−l2, l2). The PML stretching is x̃i(x) = (x̃i1(x1),
x̃2(x2))

T , which has been proposed in [19], where

(2.27) x̃i1(x1) = x1 + i

∫ x1

ζi+1

σi1(t)dt, σi1(t) :=

{

σ1(t+ ζN+1 − ζi+2) if t > ζi+1,

σ1(t− ζi + ζ1) if t ≤ ζi+1.

We define

Ai(x) = diag

(

x̃2(x2)
′

x̃i1(x1)
′ ,
x̃i1(x1)

′

x̃2(x2)′

)

, Ji(x) = x̃i1(x1)
′x̃2(x2)

′.

Denote by ΩPML
i = {x = (x1, x2) ∈ BL : ζi − d1 ≤ x1 ≤ ζi+2 + d1}. The local PML

problems in truncated domains can be defined for some wave source F ∈ H1(ΩPML
i )′

as: find φ ∈ H1
0 (Ω

PML
i ) such that

(Ai∇φ,∇ψ)− k2(Jiφ, ψ) = −〈JF, ψ〉 ∀ψ ∈ H1
0 (Ω

PML
i ).(2.28)

Then the PSTDDM for the PML equation in a truncated bounded domain is described
in Algorithm 2 which is a natural modification of Algorithm 1.

Similar to (2.9) (see also [19, (3.16)]), the following inf–sup condition holds for
the truncated PML problem (2.28) if σ0d is sufficiently large.

sup
ψ∈H1

0 (Ω
PML
i

)

(Ai∇φ,∇ψ) − k2(Jiφ, ψ)

‖|ψ|‖ΩPML
i

≥ µ(k) ‖|φ|‖ΩPML
i

∀φ ∈ H1
0 (Ω

PML
i ),(2.33)

where µ−1(k) ≤ C(σ0)k
1+α and C(σ0) is a constant that may polynomially depend

on σ0.
In order to estimate the PML truncation errors of Algorithm 2, we introduce

auxiliary functions ū±i , i = 1, · · · , N − 1 defined as follows:

ū+i (x) =

∫

Ωi∪Ωi+1

(f̄+
i (y) + fi+1(y))Ji(y)G(x̃

i, ỹi)dy, i = 1, · · · , N − 1,(2.34)

ū−i (x) =

∫

Ωi+1

f̄−
i+1(y)Ji(y)G(x̃

i, ỹi)dy, i = N − 1, · · · , 2,(2.35)

ū−1 (x) =

∫

Ω1∪Ω2

(f̄−
2 + f1)J1(y)G(x̃

1, ỹ1)dy.(2.36)
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Algorithm 2 Source Transfers for Truncated PML problem

Step 1.

1. Let f̂+
1 = f1;

2. While i = 1, · · · , N − 2 do
• Find û+i ∈ H1

0 (Ω
PML
i ),

J−1
i ∇·(Ai∇û+i ) + k2û+i(2.29)

= −f̂+
i − fi+1.

• Compute Ψ̂+
i+1(f̂

+
i ) ∈ H−1(ΩPML

i ),

Ψ̂+
i+1(f̂

+
i ) =J−1

i ∇
(

Ai∇(β+
i+1û

+
i )
)

+ k2(β+
i+1û

+
i ).

• Set

f̂+
i+1 =

{

fi+1 + Ψ̂+
i+1(f̂

+
i ) in Ωi+1 ∩BL,

0 elsewhere.

End while;
3. For i = N−1, find û+N−1 ∈ H1

0 (Ω
PML
N−1),

J−1
N−1∇·(AN−1û

+
N−1) + k2û+N−1(2.30)

= −f̂+
N−1 − fN .

Step 2.

1. Let f̂−
N = fN ;

2. While i = N − 1, · · · , 2,
• Find û−i ∈ H1

0 (Ω
PML
i ),

J−1
i ∇·(Ai∇û−i ) + k2û−i(2.31)

= −f̂−
i+1.

• Compute Ψ̂−
i (f̂

−
i+1) ∈ H−1(ΩPML

i ),

Ψ̂−
i (f̂

−
i+1) =J

−1
i ∇(Ai∇(β−

i û
−
i ))

+ k2(β−
i û

−
i ).

• Set

f̂−
i =

{

fi +Ψ−
i (f̂

−
i+1) in Ωi ∩BL,

0 elsewhere.

End while;
3. For i=1, find û−1 ∈ H1

0 (Ω
PML
1 ),

J−1
1 ∇·(A1∇û−1 ) + k2û−1(2.32)

= −f̂−
2 − f1.

Clearly,

u±i = ū±i in Ωi ∪ Ωi+1.(2.37)

Lemma 2.6. Let σ0d ≥ 1 be sufficiently large, we have
∥

∥ū±i
∥

∥

H
1
2 (∂ΩPML

i
)
. (1 + kL)e−

1
2
kγσ̄ ‖f‖L2(Bl)

, i = 1, · · · , N − 1,

where

γ = min
( d1
√

d21 + (2l2 + d2)2
,

d2
√

d22 + (2l1 + d1)2

)

, σ̄ = min
j=1,2

∫ lj+dj

lj

σj(t) dt.(2.38)

The proof of this lemma is omitted since it can be proved by following the proofs of
[19, Lemma 3.5–Lemma 3.6].

The following lemma shows that f̂±
i is a good approximation of f̄±

i in Algorithm 1.
Lemma 2.7. Let σ0d ≥ 1 be sufficiently large. we have, for i = 2, · · · , N − 1,

∥

∥

∥

∣

∣

∣
f̄+
i − f̂+

i

∣

∣

∣

∥

∥

∥

∗

ΩPML
i

. (kµ)−(i−1)(1 + kL)2e−
1
2
kγσ̄ ‖f‖L2(Bl)

,

∥

∥

∥

∣

∣

∣
f̄−
i − f̂−

i

∣

∣

∣

∥

∥

∥

∗

ΩPML
i−1

. (kµ)−(N−i)(1 + kL)2e−
1
2
kγσ̄ ‖f‖L2(Bl)

.
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Proof. We only prove (i) since the proof of (ii) is similar. From (2.17) and (2.34),
we have that u+i (x) = ū+i (x) for x ∈ Ωi ∩ Ωi+1, which implies

Ψ+
i+1(f̄

+
i ) = J−1

i ∇ · (Ai∇(β+
i+1ū

+
i )) + k2(β+

i+1ū
+
i ).

By simple calculation, we have for any ψ ∈ H1(ΩPML
i+1 ),

〈

JiΨ
+
i+1(f̄

+
i ), ψ

〉

= −(Ai∇β+
i+1ū

+
i ,∇ψ)Ωi+1

+ (Ai∇ū+i ,∇β+
i+1ψ)Ωi+1

−
〈

fi+1, β
+
i+1ψ

〉

,

and
〈

JiΨ̂
+
i+1(f̂

+
i ), ψ

〉

= −(Ai∇β+
i+1û

+
i ,∇ψ)Ωi+1

+ (Ai∇û+i ,∇β+
i+1ψ)Ωi+1

−
〈

fi+1, β
+
i+1ψ

〉

.

Therefore, for ψ ∈ H1(ΩPML
i )

(Ji−1(f̄
+
i − f̂+

i ), ψ) =
(

Ji−1(Ψ
+
i (f̄

+
i−1)− Ψ̂+

i (f̂
+
i−1)), ψ

)

Ωi∩BL

= −
(

Ai−1∇β+
i (ū

+
i−1 − û+i−1),∇ψ

)

Ωi∩BL
+
(

Ai−1∇(ū+i−1 − û+i−1),∇β+
i ψ
)

Ωi∩BL

. k−1
∥

∥

∣

∣ū+i−1 − û+i−1

∣

∣

∥

∥

Ωi∩BL
‖|ψ|‖Ωi∩BL

. k−1
∥

∥

∣

∣ū+i−1 − û+i−1

∣

∣

∥

∥

ΩPML
i−1

‖|ψ|‖ΩPML
i

.

On the other hand, ū+i−1 − û+i−1 = ū+i−1 on ∂ΩPML
i−1 and for any ψ ∈ H1

0 (Ω
PML
i−1 )

(Ai−1∇(ū+i−1 − û+i−1),∇ψ)− k2(Ji−1(ū
+
i−1 − û+i−1), ψ) =

〈

Ji−1(f̄
+
i−1 − f̂+

i−1), ψ
〉

.

By using the inf–sup condition (2.33), and Lemma 2.6, we have

∥

∥

∣

∣ū+i−1 − û+i−1

∣

∣

∥

∥

ΩPML
i−1

. µ−1
∥

∥

∥

∣

∣

∣
f̄+
i−1 − f̂+

i−1

∣

∣

∣

∥

∥

∥

∗

ΩPML
i−1

+ µ−1(1 + kL) ‖ūi−1‖
H

1
2 (∂ΩPML

i−1
)

. µ−1
∥

∥

∥

∣

∣

∣
f̄+
i−1 − f̂+

i−1

∣

∣

∣

∥

∥

∥

∗

ΩPML
i−1

+ µ−1(1 + kL)2e−
1
2
γσ̄ ‖f‖L2(Bl)

.

Therefore,

∥

∥

∥

∣

∣

∣
f̄+
i − f̂+

i

∣

∣

∣

∥

∥

∥

∗

ΩPML
i

. (kµ)−1
∥

∥

∥

∣

∣

∣
f̄+
i−1 − f̂+

i−1

∣

∣

∣

∥

∥

∥

∗

ΩPML
i−1

+ (kµ)−1(1 + kL)2e−
1
2
kγσ̄ ‖f‖L2(Bl)

.

(i) follows from the induction argument and the fact that f̄+
1 −f̂+

1 = 0. This completes
the proof of the lemma.

Lemma 2.8. Let σ0d ≥ 1 be sufficiently large. For i = 1, · · · , N − 1,
∥

∥

∣

∣ū+i − û+i
∣

∣

∥

∥

ΩPML
i

. k(kµ)−i(1 + kL)2e−
1
2
kγσ̄ ‖f‖L2(Bl)

,
∥

∥

∣

∣ū−i − û−i
∣

∣

∥

∥

ΩPML
i

. k(kµ)−(N−i)(1 + kL)2e−
1
2
kγσ̄ ‖f‖L2(Bl)

.

Proof. Clearly,

(Ai∇(ū+i − û+i ),∇ψ) − k2(Ji(ū
+
i − û+i ), ψ) =

〈

Ji(f̄
+
i − f̂+

i ), ψ
〉

, ∀ψ ∈ H1
0 (Ω

PML
i ).
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By using the fact that ū+i − û+i = ū+i on ∂ΩPML
i , Lemmas 2.6–2.7, and the inf–sup

condition (2.33), the first result can be obtained. The second result can be proved
similarly.

Theorem 2.9. We define û+0 = û−N+1 = 0 in R2. Let v̂ = −(û+i−1 + û−i ) in

Ωi ∩BL for all i = 1, 2, · · · , N . Then for sufficiently large σ0d ≥ 1, we have

‖|ũ− v̂|‖BL
. k(kµ)−(N−1)(1 + kL)2e−

1
2
kγσ̄ ‖f‖L2(Bl)

,(2.39)

where ũ is the solution to the PML problem (2.3) in the whole space.

Proof. Combining with Theorem 2.5, we have ũ(x) = −(ū+i−1(x)+ ū−i (x)) for any

x ∈ Ωi, i = 1, · · · , N , where ū+0 = ū−N = 0 in R2. Then, by using (2.37) and Lemma
2.8, we complete the proof.

Remark 2.2. (i) Theorem 2.9 shows that the solution v̂ obtained by our PSTDDM
is a fine approximation of the exact solution to the PML problem in the whole space.

(ii) The invisible constant in (2.39) generally polynomially depends on the size
of ΩPML

i and the number N of layers due to the inf–sup condition and the induction
argument used in the proofs.

(iii) If Lemma 2.1 holds with α = 0, then (2.39) becomes

‖|ũ− v̂|‖BL
. k(1 + kL)2e−

1
2
kγσ̄ ‖f‖L2(Bl)

,(2.40)

3. Source transfer block by block. Recall that the PSTDDM in Algorithms 1
and 2 are layer-wise in which the original PML problems are decomposed into small
PML problems by doing source transfers layer by layer from both positive and negative
x1-directions. Obviously, those small PML problems on strips may be solved by the
same PSTDDM recursively but by doing source transfers along two x2-directions,
and as a results, they are decomposed further into small PML problems on blocks. In
this section we introduce such block-wise PSTDDM by doing source transfers block
by block (PSTDDMb), which further reduce the size of the subproblems and the
computational costs to solve them. In this section, the generic constant is assumed
to be independent of k, N , and f .

3.1. The PSTDDMb for the PML problem in R
2. We only show the PST-

DDM for solving the local PML equations in Algorithm 1, which is described in
Algorithm 3 below. The PSTDDMb for the original PML problem (2.3) is a com-
bination of Algorithm 1 and Algorithm 3. We first introduce some notation. For
simplicity, we set l1 = l2 = l, l̄1 = l̄2 = l̄, d1 = d2 = d and assume that l h 1 and
l < l̄ < l + d/2. We divide the whole space into layers:

Ω1 = {x = (x1, x2) ∈ R
2 : x2 < ζ2},

Ωj = {x = (x1, x2) ∈ R
2 : ζj < x2 < ζj+1}, j = 2, · · · , N − 1,

ΩN = {x = (x1, x2) ∈ R
2 : ζN < x2}.

Although u±i in Algorithm 1 is defined in R2, only its restriction in Ωi∪Ωi+1 is useful
(see also Theorem 2.5). Since ū±i defined in (2.34)–(2.36) equals to u±i in Ωi ∪ Ωi+1,
the local PML problems in Algorithm 1 (see (2.13)–(2.16)) may be replaced by

J−1
i ∇ · (Ai∇ū±i ) + k2ū±i = F±

i in R
2, i = 1, · · · , N − 1,(3.1)

where

F+
i = −f̄+

i − fi+1, i = 1, · · · , N − 1,

F−
i = −f̄−

i+1, i = 2, · · · , N − 1, F−
1 = −f1 − f̄−

2 .
(3.2)
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Let f±
i,j = F±

i in Ωj and f±
i,j = 0 elsewhere for j = 1, · · · , N . Denote by γ+i (x2)

and γ−i (x2) smooth functions such that γ+i (t) = β+
i (t) and γ−i (t) = β−

i (t) for any
t ∈ R.

Similar to Algorithm 1, we have the PSTDDM as shown below in Algorithm 3
for solving (3.1).

Algorithm 3 Source Transfers for the ith local PML problems

Step 1.

1. Let f̄±+
i,1 = f±

i,1;
2. While j = 1, · · · , N − 2 do

• Find u±+
i,j ∈ H1(R2),

J−1
i ∇·(Ai∇u±+

i,j ) + k2u±+
i,j(3.3)

= −f̄±+
i,j − f±

i,j+1,

• Compute Ψ±+
i,j+1(f̄

±+
i,j ) ∈ H−1(R2),

Ψ±+
i,j+1(f̄

±+
i,j ) =J−1

i ∇ ·
(

Ai∇(γ+j+1u
±+
i,j )

)

+ k2(γ+j+1u
±+
i,j ),

• Set

f̄±+
i,j+1 =

{

f±
i,j+1 +Ψ±+

i,j+1(f̄
±+
i,j ) in Ωj+1,

0 elsewhere.

End while
3. Find u±+

i,N−1 ∈ H1(R2),

J−1
i ∇·(Ai∇u±+

i,N−1) + k2u±+
i,N−1(3.4)

= −f̄±+
i,N−1 − f±

i,N .

Step 2.

1. f̄±−
i,N = f±

i,N ;
2. While j = N − 1, · · · , 2,

• Find u±−
i,j ∈ H1(R2),

J−1
i ∇·(Ai∇u±−

i,j ) + k2u±−
i,j(3.5)

= −f̄±−
i,j+1,

• Compute Ψ±−
i,j (f̄±−

i,j+1) ∈ H−1(R2),

Ψ±−
i,j (f̄±−

i,j+1) =J
−1
i ∇ ·

(

Ai∇(γ−j u
±−
i,j )

)

+ k2(γ−j u
−
i,j),

• Set

f̄−
i,j =

{

f+
i,j +Ψ±−

i,j (f̄±−
i,j+1) in Ωj ,

0 elsewhere.

End while
3. Find u±−

i,1 ∈ H1(R2),

J−1
i ∇·(Ai∇u±−

i,1 ) + k2(u±−
i,1 )(3.6)

= −f̄±−
i,2 − f±

i,1.

By following the proof of Theorem 2.5, we may prove the following lemma.
Lemma 3.1. Let u±+

i,0 ≡ 0 and u±−
i,N ≡ 0. The we have

u±i (x) = −
(

u±+
i,j−1(x) + u±−

i,j (x)
)

, for any x ∈ Ωj , 1 ≤ i, j ≤ N.

By combining Theorem 2.5 and Lemma 3.1 we have the following theorem which
says that the solution ũ to the original PML problem (2.3) can be expressed by u±±

i,j .

Theorem 3.2. Define u+±
0,j = u±+

i,0 = u−±
N,j = u±−

i,N ≡ 0. Then we have

ũ(x) = u++
i−1,j−1(x) + u+−

i−1,j(x) + u−+
i,j−1(x) + u−−

i,j (x), ∀x ∈ Ωi ∩Ωj , 1 ≤ i, j ≤ N.

3.2. The PSTDDMb for the truncated PML problem. For the ease of
presentation, we take σ1(t) and σ2(t) to be polynomials in (−l̄,−l)∪ (l, l̄) of the form
σ1(t) = σ2(t) = σ0

(

t−l
l̄−l
)q

for some q ≥ 2. Let ΩPML
i,j = (ζi − d, ζi+2 + d) × (ζj −
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d, ζj+2 + d) for i, j = 1, · · · , N − 1 and let Ωtru
i,j = ΩPML

i,j ∩Ωj for j = 1, · · · , N − 1 and

Ωtru
i,N = ΩPML

i,N−1 ∩ ΩN .
In order to truncate the problems (3.3)–(3.6), we define the PML complex co-

ordinate stretching x̃i,j = (x̃i1(x1), x̃
j
2(x2)) outside the domain (ζi, ζi+2) × (ζj , ζj+2),

where x̃i1(x1) is defined in (2.27) and

(3.7) x̃j2(x2) = x2 + i

∫ x2

ζj+1

σj2(t)dt, σj2(t) :=

{

σ2(t+ ζN+1 − ζj+2) if t > ζj+1,

σ2(t− ζj + ζ1) if t ≤ ζj+1.

Then the PML equation’s coefficients are defined as

Ai,j(x) = diag

(

x̃j2(x2)
′

x̃i1(x1)
′ ,
x̃i1(x1)

′

x̃j2(x2)
′

)

, Ji,j(x) = x̃i1(x1)
′x̃j2(x2)

′.

Next we solve the truncated PML problems (2.29)–(2.32) in Algorithm 2 by using
the PSTDDM in x2 directions, that is, we introduce Algorithm 4 to solve the following
type of truncated PML problem: Find û±i ∈ H1

0 (Ω
PML
i ) such that

J−1
i ∇·(Ai∇û±i ) + k2û±i = F̌±

i , i = 1, · · · , N − 1.(3.8)

We remark that the output ǔ±i of Algorithm 4 is an approximation of û±i . Set f̌
±
i,j =

F̌±
i in Ωj and f̌±

i,j = 0 elsewhere.
By inserting Algorithm 4 into Algorithm 2, we obtain the PSTDDMb as described

in Algorithm 5 for solving the truncated PML problem (2.8).
For further analysis we first give in the following lemma an improvement of the

local inf–sup condition (2.33).
Lemma 3.3. Suppose the thickness of PML d h l/N . For sufficiently large

σ0 > 1, we have the inf–sup condition for any φ ∈ H1
0 (Ω

PML
i,j )

sup
ψ∈H1

0 (Ω
PML
i,j

)

(Ai,j∇φ,∇ψ) − k2(Ji,jφ, ψ)

‖|ψ|‖ΩPML
i,j

≥ µN ‖|φ|‖ΩPML
i,j

,(3.13)

where µ−1
N ≤ C(σ0)(1 + kl/N)1+α and C(σ0) is a constant that may polynomially

depend on σ0.
Proof. We prove the lemma by using the scaling argument. Let lN := 2l/N and

introduce the affine mapping m : Ω̂ := (−1 − d̂, 1 + d̂) × (−1 − d̂, 1 + d̂) → ΩPML
i,j as

x = m(x̂) = 2l/Nx̂ + (ζi+1, ζj+1) where d̂ = dN/(2l). For any function v on ΩPML
i,j ,

let v̂ := v ◦m be the corresponding function on Ω̂. Under this affine mapping, the
following PML problem

−∇(Ai,j∇φ)− k2Ji,jφ = F on H1
0 (Ω

PML
i,j )

becomes

−∇x̂(Âi,j∇x̂φ̂)− (klN )2Ĵi,j φ̂ = l2N F̂ .(3.14)

If klN & 1, from Lemma 2.1 we get

‖|φ̂|‖ :=
(

∣

∣φ̂
∣

∣

2

H1(Ω̂)
+ (klN )2

∥

∥φ̂
∥

∥

2

L2(Ω̂)

)
1
2

. (klN )1+α‖|l2N F̂ (z)‖|∗,(3.15)
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Algorithm 4 : ǔ±i =PSTDDMi(F̌
±
i ). Source Transfers for Problem (3.8).

Step 1.

1. Let f̂±+
i,1 = f̌±

i,1;
2. While j = 1, · · · , N − 2 do

• Find û±+
i,j ∈ H1

0 (Ω
PML
i,j ),

J−1
i,j ∇·(Ai,j∇û±+

i,j ) + k2û±+
i,j(3.9)

= −f̂±+
i,j − f̌±

i,j+1,

• Compute Ψ̂±+
i,j+1(f̂

±+
i,j ),

Ψ̂±+
i,j+1(f̂

±+
i,j ) =J−1

i,j ∇ ·
(

Ai,j∇(γ+j+1û
±+
i,j )

)

+ k2(γ+j+1û
±+
i,j ),

• Set

f̂±+
i,j+1 =

{

f̌±
i,j+1 + Ψ̂±+

i,j+1(f̂
±+
i,j ) in Ωtru

i,j+1,

0 elsewhere.

End while;
3. Find û±+

i,N−1 ∈ H1
0 (Ω

PML
i,N−1),

J−1
i,N−1∇·(Ai,N−1∇û±+

i,N−1) + k2û±+
i,N−1

(3.10)

= −f̂±+
i,N−1 − f̌±

i,N .

Step 2.

1. Let f̂±−
i,N = f̌±

i,N ;
2. While j = N − 1, · · · , 2,

• Find û±−
i,j ∈ H1

0 (Ω
PML
i,j )

J−1
i,j ∇·(Ai,j∇û±−

i,j ) + k2û±−
i,j(3.11)

= −f̂±−
i,j+1,

• Compute Ψ̂±−
i,j (f̂±−

i,j+1),

Ψ̂±−
i,j (f̂±−

i,j+1) =J
−1
i,j ∇ · (Ai,j∇(γ−j û

±−
i,j ))

+ k2(γ−j û
±−
i,j ),

• Set

f̂±−
i,j =

{

f̌±
i,j +Ψ±−

i,j (f̂±−
i,j+1) in Ωtru

i,j ,

0 elsewhere.

End while;
3. Find û±−

i,1 ∈ H1
0 (Ω

PML
i,1 ),

J−1
i,1 ∇·(Ai,1∇û±−

i,1 ) + k2û±−
i,1(3.12)

= −f̂±−
i,2 − f̌±

i,1.

Output ǔ±i ∈ H1
0 (Ω

PML
i ) by ǔ±i = −(û±+

i,j−1 + û±−
i,j ) in Ωtru

i,j where û±+
i,0 = û±−

i,N = 0.

under the condition that σ0d̂ > 1 is sufficiently large. Here ‖|·|‖∗ := supψ∈H1(Ω̂)
〈·,ψ〉
‖|ψ|‖ .

On the other hand, if klN is small enough, then it’s known that the problem (3.14) is
elliptic, and hence

∥

∥φ̂(z)
∥

∥

H1(Ω̂)
. ‖|l2N F̂ (z)‖|∗.(3.16)

By combining (3.15), (3.16), and the following identities

(klN )2
∥

∥φ̂
∥

∥

2

L2(Ω̂)
= k2 ‖φ‖2L2(ΩPML

i,j
) ,
∣

∣φ̂
∣

∣

2

H1(Ω̂)
= |φ|2H1(ΩPML

i,j
) , ‖|l2N F̂‖|∗ = ‖|F |‖∗ΩPML

i,j
,

we have

‖|φ|‖ΩPML
i,j

.
(

1 + (klN )1+α
)

‖|F |‖∗ΩPML
i,j

.

This completes the proof of the lemma.

We remark that, by using the arguments for[19, Lemma 3.3] and the above lemma,
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Algorithm 5 PSTDDMb (Source Transfers block by block)

Step 1.

1. Let f̌+
1 = f1;

2. While i = 1, · · · , N − 2 do
• Let F̌+

i := −f̌+
i − fi+1.

Call ǔ+i =PSTDDMi(F̌
+
i ).

• Compute Ψ̌+
i+1(f̌

+
i ) ∈ H−1(ΩPML

i ),

Ψ̌+
i+1(f̌

+
i ) =J−1

i ∇ ·
(

Ai∇(β+
i+1ǔ

+
i )
)

+ k2(β+
i+1ǔ

+
i ).

• Set

f̌+
i+1 =

{

fi+1 + Ψ̌+
i+1(f̌

+
i ) in Ωi+1 ∩BL,

0 elsewhere.

End while;
3. For i = N − 1,

Let F̌+
N−1 := −f̌+

N−1 − fN .

Call ǔ+N−1 =PSTDDMN−1(F̌
+
N−1).

Step 2.

1. Let f̌−
N = fN ;

2. While i = N − 1, · · · , 2,
• Let F̌−

i := −f̌−
i+1.

Call ǔ−i =PSTDDMi(F̌
−
i ).

• Compute Ψ̌−
i (f̌

−
i+1) ∈ H−1(ΩPML

i ),

Ψ̌−
i (f̌

−
i+1) =J

−1
i ∇ · (Ai∇(β−

i ǔ
−
i ))

+ k2(β−
i ǔ

−
i ).

• Set

f̌−
i =

{

fi +Ψ−
i (f̌

−
i+1) in Ωi ∩BL,

0 elsewhere.

End while;
3. For i=1,

Let F̌−
1 := −f̌−

2 − f1.
Call ǔ−1 =PSTDDM1(F̌

−
1 ).

there also holds the following inf–sup condition for the PML equation in R2,

sup
ψ∈H1(R2)

(Ai,j∇φ,∇ψ) − k2(Ji,jφ, ψ)

‖|ψ|‖
R2

& µN ‖|φ|‖
R2 .(3.17)

The proof is omitted.

The above inf-sup conditions indicate that if the size of blocks is small enough
such that kl/N . 1, then the local truncated PML problems in Algorithm 4 (see
(3.9)–(3.12)) are (nearly) elliptic which may be solved efficiently by some existent
methods such as multigrid PCG method. Therefore in the following analysis we will
assume that kl/N & 1.

Next we introduce the auxiliary functions ū±±
i,j ∈ H1(R2), i, j = 1, 2, · · · , N − 1

which are solutions to the PML problems:

J−1
i,j ∇ · (Ai,j∇ū±+

i,j ) + k2ū±+
i,j = −f̄±+

i,j − f±
i,j+1, j = 1, · · · , N − 1,(3.18)

J−1
i,j ∇ · (Ai,j∇ū±−

i,j ) + k2ū±−
i,j = −f̄±−

i,j+1, j = 2, · · · , N − 1,(3.19)

J−1
i,1 ∇ · (Ai,1∇ū±−

i,1 ) + k2ū±−
i,1 = −f̄±−

i,2 − f±
i,1.(3.20)

Clearly, ū±±
i,j = u±±

i,j in Ωj ∪ Ωj+1 and û±±
i,j in Algorithm 4 approximates ū±±

i,j .

Note that the thickness of the PML in this section is allowed to be small (d≪ 1).
The following lemma is going to be used to derive some new estimate of Im ρ which
is usually better than (2.11) when d≪ 1.

Lemma 3.4. For any z1 = a1 + ib1, z2 = a2 + ib2 with a1, a2, b1, b2 ∈ R2 such

that β =
√

a21+a
2
2

b21+b
2
2

< 1, we have Im
(

(z21 + z22)
1
2

)

≥
√

1− β2(b21 + b22)
1
2 .
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Proof. Denote by ~a = (a1, a2) and ~b = (b1, b2), we have

Im
(

(z21 + z22)
1
2

)

=

√

√

√

√

∣

∣

∣

(

|~a|2 − |~b|2
)

+ 2i~a ·~b
∣

∣

∣
−
(

|~a|2 − |~b|2
)

2

≥
√

|~b|2 − |~a|2 ≥
√

1− β2|~b|

which completes the proof of the lemma.
Lemma 3.4 and (2.6) imply that if

∣

∣

∣

∣

∫ x1

y1

σ1(t)dt

∣

∣

∣

∣

2

+

∣

∣

∣

∣

∫ x2

y2

σ2(t)dt

∣

∣

∣

∣

2

≥ 4

3
ρ(x, y)2,(3.21)

there holds

Im ρ(x̃, ỹ) ≥ 1

2

(
∣

∣

∣

∣

∫ x1

y1

σ1(t)dt

∣

∣

∣

∣

2

+

∣

∣

∣

∣

∫ x2

y2

σ2(t)dt

∣

∣

∣

∣

2) 1
2

.(3.22)

To proceed, we decompose Ωj into two parts Ωj = Ωji+ ∪Ωji−:

Ωji+ = {x ∈ Ωj : |x1 − ζi+1| > 2l/N + d/2},
Ωji− = {x ∈ Ωj : |x1 − ζi+1| ≤ 2l/N + d/2}.

(3.23)

The following two lemmas give some estimates of ū±±
i,j .

Lemma 3.5. Assume that σ0d > 1 be sufficiently large, d h l/N and kl/N & 1.
Then we have for j = 1, · · · , N − 1,

k
∣

∣ū±+
i,j (x)

∣

∣+
∣

∣∇ū±+
i,j (x)

∣

∣ . k(l/N)−
1
2 e−

1
2
k¯̄σ ‖f‖L2(Bl)

∀x ∈ Ωj+1
i+ ;(3.24)

k
∣

∣ū±−
i,j (x)

∣

∣ +
∣

∣∇ū±−
i,j (x)

∣

∣ . k(l/N)−
1
2 e−

1
2
k¯̄σ ‖f‖L2(Bl)

∀x ∈ Ωji+,(3.25)

where

¯̄σ = min

(
∫ l+d/2

l

σ1(t)dt,

∫ l+d/2

l

σ2(t)dt

)

.(3.26)

Proof. We show only the proof of (3.24) for ū++
i,j . From (3.1)–(3.2) and Algo-

rithm 3, similar to (2.23), we have, for j = 1, · · · , N − 1,

ū++
i,j (x) = −

∫

∪j+1

p=1Ω
p

fi+1(y)Ji(y)G(x̃
i, ỹi)dy −

∫

∪j+1

p=1Ω
p

f̄+
i (y)Ji(y)G(x̃

i, ỹi)dy

=: ū++I
i,j (x) + ū++II

i,j (x) ∀x ∈ Ωj+1
i+ .(3.27)

First, noting that |x− y| ≥ |x1 − y1| ≥ d
2 for x ∈ Ωj+1

i+ and y ∈ Ωi ∪ Ωi+1, by
similar arguments to (3.21)–(3.22) we get

Im ρ(x̃i, ỹi) ≥ 1

2
¯̄σ for x ∈ Ωj+1

i+ , y ∈ (ζi, ζi+2)× (−l− d/2, l+ d/2).(3.28)

if
∣

∣

∣

∣

∫ l+|x1−ζi+1|− 2l
N

l

σ1(t)dt

∣

∣

∣

∣

2

≥ 4

3

(

(x1 − y1)
2 +

(

l+
d

2

)2)

.
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Noting that
∣

∣

∫ l+|x1−ζi+1|− 2l
N

l σ1(t)dt
∣

∣ h σ0
(

|x1 − ζi+1| − 2l
N

)

h σ0 |x1 − y1|, we con-
clude that (3.28) holds for sufficiently large σ0d. Therefore, it follows from Lemma 2.2
and the definitions of the complex coordinate stretching x̃i and ỹi that, for x ∈ Ωj+1

i+

∣

∣ū++I
i,j (x)

∣

∣ . ‖f‖L2(Ωi+1∩Bl)

∥

∥Ji(·)G(x̃i, ·̃i)
∥

∥

L2(Ωi+1∩Bl)
(3.29)

. ‖f‖L2(Ωi+1∩Bl)
(l/N)

1
2 max
y∈Ωi+1

|G(x̃i, ỹi)|

. ‖f‖L2(Bl)
(l/N)

1
2 max
y∈Ωi+1

e−
1
2
k Im ρ(x̃i,ỹi)(kd/2)−

1
2

.k−
1
2 e−

1
2
k¯̄σ ‖f‖L2(Bl)

.

It remains to estimate ū++II
i,j . Let Ωj,ini = {x ∈ Ωi : ζ1 − d/2 < x2 < ζj+2} for

j = 1, · · · , N − 2, and ΩN−1,in
i = {x ∈ Ωi : ζ1 − d/2 < x2 < ζN+1 + d/2}. Denote by

Ωj,outi =
(

∪j+1
p=1 Ω

p ∩ Ωi
)

\ Ωj,ini . It is clear that

∣

∣ū++II
i,j (x)

∣

∣ ≤
∣

∣

∣

∣

∫

Ωj,in

i

f̄+
i (y)Ji(y)G(x̃

i, ỹi)dy

∣

∣

∣

∣

+

∣

∣

∣

∣

∫

Ωj,out

i

f̄+
i (y)Ji(y)G(x̃

i, ỹi)dy

∣

∣

∣

∣

.(3.30)

Similar to (3.29), by using (3.28) and the assumption kd h kl/N & 1, we may show
that

∣

∣

∣

∣

∫

Ωj,in

i

f̄+
i (y)Ji(y)G(x̃

i, ỹi)dy

∣

∣

∣

∣

.
∥

∥

∣

∣f̄+
i

∣

∣

∥

∥

∗
Ωj,in

i

∥

∥

∣

∣Ji(·)G(x̃i, ·̃i)
∣

∣

∥

∥

Ωj,in

i

(3.31)

.
∥

∥

∣

∣f̄+
i

∣

∣

∥

∥

∗
Ωj,in

i

∣

∣

∣
Ωj,ini

∣

∣

∣

1
2

max
y∈Ωj,in

i

(

k
∣

∣G(x̃i, ỹi)
∣

∣+
∣

∣∇yG(x̃
i, ỹi)

∣

∣

)

. k
1
2 e−

1
2
k¯̄σ
∥

∥

∣

∣f̄+
i

∣

∣

∥

∥

∗
Ωj,in

i

.

Next we estimate
∥

∥

∣

∣f̄+
i

∣

∣

∥

∥

∗
Ωj,in

i

. For any D = (ζi, ζi+1) × (a1, a2) ⊂ Ωi ∩ BL, by using

Algorithm 1, the definition of the source transfer operator (2.20), and integration by
parts, we conclude that

∥

∥

∣

∣f̄+
i

∣

∣

∥

∥

∗
D
. (kl/N)−1

∥

∥

∣

∣ū+i−1

∣

∣

∥

∥

D
+ ‖|fi|‖∗D .

Similar to [19, Lemma 3.2] we have the following estimate whose proof is omitted.

max
x∈R2

∫

R2

(

k2 |G(x̃, ỹ)|2 + |∇yG(x̃, ỹ)|2
)

dy . k.

Therefore, from (2.37) and (2.23), we have

∥

∥

∣

∣f̄+
i

∣

∣

∥

∥

∗
D

. (kl/N)−1 |D|
1
2 max
x∈R2

‖|G(x̃, ·̃)|‖
R2 ‖f‖L2(Bl)

+ ‖|fi|‖∗D(3.32)

.
(

(kl/N)−
1
2 + k−1

)

‖f‖L2(Bl)

. (kl/N)−
1
2 ‖f‖L2(Bl)

.

In order to estimate the second term in the right hand side of (3.30), we need
some estimates on ū+i defined in (2.34). By using Lemma 2.2 and (2.23) and similar
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arguments as above we conclude that, for i = 1, 2, · · · , N − 1 and y ∈ Ωi ∪ Ωi+1

satisfying |y2| > l + d/2,
∣

∣ū+i (y)
∣

∣ .k(kd)−
1
2 e−

1
2
k¯̄σ ‖|f |‖∗Bl

,(3.33)
∣

∣∇ū+i (y)
∣

∣ .k2(kd)−
1
2 e−

1
2
k¯̄σ ‖|f |‖∗Bl

.(3.34)

We also need estimates of two integrals on Ωj,outi involves the Green function G.
Noting that |xm − ym| ≥ d/2 (m = 1, 2), from (2.11), we have, Imρ(x̃i, ỹi) ≥ 0.
Moreover, from [19, Lemma 3.1] (with β = 2 there), we have

Imρ(x̃i, ỹi) ≥ 1

4
σ0|x− y| ≥ 1

4
σ0|x2 − y2| if |x− y| ≥ 4

√
2M,

where M = l + d. Therefore, from Lemma 2.2 we have
∫

Ωj,out

i

∣

∣G(x̃i, ỹi)
∣

∣dy

.k−1/2

(
∫

Ω
j,out
i

|x2−y2|<4
√

2M

1

|x2 − y2|
1
2

dy +

∫

Ω
j,out
i

|x2−y2|≥4
√

2M

e−
1
8
kσ0|x2−y2|

|x2 − y2|
1
2

dy

)

.
l

N
k−

1
2

(

1 + (kσ0)
− 1

2 e−
1
4

√
2Mkσ0

)

,

which implies that
∫

Ωj,out

i

∣

∣G(x̃i, ỹi)
∣

∣dy . k−
1
2 l/N ∀x ∈ Ωj+1

i+ ,(3.35)

if kσ0 & 1. Similarly, for kσ0 & 1, we have
∫

Ωj,out

i

∣

∣∇yG(x̃
i, ỹi)

∣

∣dy . k
1
2 l/N ∀x ∈ Ωj+1

i+ .(3.36)

Therefore, by using Algorithm 1, (2.20), (2.12) and (3.33)–(3.36),
∣

∣

∣

∣

∫

Ωj,out

i

f̄+
i (y)Ji(y)G(x̃

i, ỹi)dy

∣

∣

∣

∣

(3.37)

=

∣

∣

∣

∣

∫

Ωj,out

i

(

fi(y) + Ψ+
i (f̄

+
i−1)(y)

)

Ji(y)G(x̃
i, ỹi)dy

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Ωj,out

i

fi(y)Ji(y)G(x̃
i, ỹi)dy −

∫

Ωj,out

i

β+
i (y1)fi(y)Ji(y)G(x̃

i, ỹi)dy

−
∫

Ωj,out

i

x̃i2(y2)
′

x̃i1(y1)
′ (β

+
i )

′(y1)ū
+
i−1(y)

∂G(x̃i, ỹi)

∂y1
dy

+

∫

Ωj,out

i

(β+
i )

′(y1)
x̃i2(y2)

′

x̃i1(y1)
′
∂ū+i−1(y)

∂y1
G(x̃i, ỹi)dy

∣

∣

∣

∣

.(l/N)−1

(

max
y∈Ωj,out

i

∣

∣ū+i−1(y)
∣

∣

∫

Ωj,out

i

∣

∣

∣

∣

∂G(x̃i, ỹi)

∂y1

∣

∣

∣

∣

dy

+ max
y∈Ωj,out

i

∣

∣∇ū+i−1(y)
∣

∣

∫

Ωj,out

i

∣

∣G(x̃i, ỹi)
∣

∣ dy

)

.k
3
2 (kd)−

1
2 e−

1
2
k¯̄σ ‖|f |‖∗Bl

.(l/N)−
1
2 e−

1
2
k¯̄σ ‖f‖L2(Bl)

,
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where we have used the fact that fi = 0 in Ωj,outi .

Thus by combining (3.30)–(3.32), and(3.37), we conclude that, for any x ∈ Ωj+1
i+ ,

∣

∣ū++II
i,j (x)

∣

∣ .(l/N)−
1
2 e−

1
2
k¯̄σ ‖f‖L2(Bl)

.(3.38)

Combining (3.27), (3.29), (3.38), and k & 1 yields that, for x ∈ Ωj+1
i+ ,

∣

∣ū++
i,j (x)

∣

∣ .(l/N)−
1
2 e−

1
2
k¯̄σ ‖f‖L2(Bl)

.(3.39)

By similar arguments as above we have
∣

∣∇ū++
i,j (x)

∣

∣ . k(l/N)−
1
2 e−

1
2
k¯̄σ ‖f‖L2(Bl)

.(3.40)

Finally, (3.24) follows by combining (3.39)–(3.40).
Lemma 3.6. Assume that σ0d > 1 is sufficiently large, d h l/N and kl/N & 1.

Then there exists a constant c0 > 0 independent of k, l, and N such that for j =
1, · · · , N − 1, we have

∥

∥ū±±
i,j

∥

∥

H
1
2 (∂ΩPML

i,j
)
. Ck,l,Ne

− 1
2
k¯̄σ ‖f‖L2(Bl)

,

where Ck,l,N := (kl/N)
3
2 (c0µNkl/N)−(N−2).

Proof. We only sketch the proof for ū++
i,j . From (1.6) and [19, (3.1)], it is obvious

that
∥

∥ū++
i,j

∥

∥

H
1
2 (∂ΩPML

i,j
)

(3.41)

≤
( ∣

∣∂ΩPML
i,j

∣

∣ d−1
ΩPML

i,j

)
1
2
∥

∥ū++
i,j

∥

∥

L∞(∂ΩPML
i,j

)
+
∣

∣∂ΩPML
i,j

∣

∣

∥

∥∇ū++
i,j

∥

∥

L∞(∂ΩPML
i,j

)

.
∥

∥ū++
i,j

∥

∥

L∞(∂ΩPML
i,j

)
+ (d+ l/N)

∥

∥∇ū++
i,j

∥

∥

L∞(∂ΩPML
i,j

)
.

From (3.18) and Algorithm 3 we have

ū++
i,j (x) =

∫

R2

(f̄++
i,j (y) + f+

i,j+1(y))Ji,jG(x̃
i,j , ỹi,j)dy

=

∫

R2

(f+
i,j(y) + f+

i,j+1(y))Ji,jG(x̃
i,j , ỹi,j)dy +

∫

Ωj

Ψ++
i,j (f̄++

i,j−1)Ji,jG(x̃
i,j , ỹi,j)dy

Similar to (2.20), some simple calculations yield

Ψ++
i,j (f̄++

i,j−1) =J
−1
i ∇ ·

(

Ai∇γ+j u++
i,j−1

)

(3.42)

+ J−1
i ∇γ+j · (Ai∇u++

i,j−1)− γ+j f
+
i,j in Ωj .

Noting that ū++
i,j−1(y) and

∂ū++
i,j−1

(y)

∂y2
decay exponentially in Ωj as |y| → ∞ and that

Ji,j = Ji, Ai,j = Ai in Ωj , by using integration by parts, we have that, for x ∈ ∂ΩPML
i,j

ū++
i,j (x) =

∫

R2

(

(1− γ+j )f
+
i,j(y) + f+

i,j+1(y)
)

Ji,jG(x̃
i,j , ỹi,j)dy

−
∫

Ωj

x̃i1(x1)
′

x̃j2(x2)
′
γ+j

′
(y2)ū

++
i,j−1(y)

∂G(x̃i,j , ỹi,j)

∂y2
dy

+

∫

Ωj

x̃i1(x1)
′

x̃j2(x2)
′
γ+j

′
(y2)

ū++
i,j−1(y)

∂y2
G(x̃i,j , ỹi,j)dy

:= I + II + III.
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From (3.23), it is clear that

|II| . (l/N)−1

(
∫

Ωj

i−

∣

∣ū++
i,j−1(y)

∣

∣

∣

∣∇yG(x̃
i,j , ỹi,j)

∣

∣ dy

+

∫

Ωj

i+

∣

∣ū++
i,j−1(y)

∣

∣

∣

∣∇yG(x̃
i,j , ỹi,j)

∣

∣ dy

)

.

By (3.18), the inf–sup condition (3.17), and (3.42), we conclude that

∥

∥

∣

∣ū++
i,j−1

∣

∣

∥

∥

R2
≤µ−1

N

∥

∥

∣

∣f̄++
i,j−1 + f+

i,j

∣

∣

∥

∥

∗
R2

≤µ−1
N

(
∥

∥

∣

∣Ψ++
i,j−1(f̄

++
i,j−2)

∣

∣

∥

∥

∗
Ωj−1

+
∥

∥

∣

∣F+
i

∣

∣

∥

∥

∗
Ωj−1∪Ωj

)

≤(c0µNkl/N)−1
∥

∥

∣

∣ū++
i,j−2

∣

∣

∥

∥

Ωj−1
+ (c0µN )−1

∥

∥

∣

∣f̄+
i + fi+1

∣

∣

∥

∥

∗
Ωj−1∪Ωj

where ū++
i,0 = 0 and c0 > 0 is a constant independent of k, l, and N . Without loss of

generality, we assume that c0µNkl/N < 1. By recursion and (3.32), we have

∥

∥

∣

∣ū++
i,j−1

∣

∣

∥

∥

R2
≤(c0µN )−1

j−2
∑

p=0

(c0µNkl/N)−p
∥

∥

∣

∣f̄+
i + fi+1

∣

∣

∥

∥

∗
Ωj−1−p∪Ωj−p

.(c0µN )−1

j−2
∑

p=0

(c0µNkl/N)−p(kl/N)−
1
2 ‖f‖L2(Bl)

.µ−1
N (kl/N)−

1
2

j−2
∑

p=0

(c0µNkl/N)−p ‖f‖L2(Bl)

Since |x1− y1| ≥ d/2 or |x2− y2| ≥ d/2 for x ∈ ∂ΩPML
i,j and y ∈ Ωji−, similar to (3.28),

from (3.21)–(3.22), we conclude that

Im ρ(x̃i,j , ỹi,j) ≥ 1

2
¯̄σ

if ¯̄σ is sufficiently large. Therefore by combining Lemma 2.2 and the above two
inequalities, we have

∫

Ωj

i−

∣

∣ū++
i,j−1(y)

∣

∣

∣

∣∇yG(x̃
i,j , ỹi,j)

∣

∣ dy ≤
∥

∥ū++
i,j−1

∥

∥

L2(Ωj

i−)
·
(
∫

Ωj

i−

∣

∣∇yG(x̃
i,j , ỹi,j)

∣

∣

2
dy

)
1
2

. k−1µ−1
N (kl/N)−

1
2

j−2
∑

p=0

(c0µNkl/N)−p ‖f‖L2(Bl)

· (l/N)
(

k(kd/2)−
1
2 + k(kd/2)−1

)

e−
1
2
k Im ρ(x̃i,j ,ỹi,j)

. (kµN )−1

j−2
∑

p=0

(c0µNkl/N)−pe−
1
2
k¯̄σ ‖f‖L2(Bl)

.

By similar arguments to (3.35)–(3.36), we obtain

∫

Ωj

i+

∣

∣∇yG(x̃
i,j , ỹi,j)

∣

∣ dy . k
1
2 l/N,(3.43)
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which together with Lemma 3.5 implies that

∫

Ωj

i+

∣

∣ū++
i,j−1(y)

∣

∣

∣

∣∇yG(x̃
i,j , ỹi,j)

∣

∣ dy ≤ max
y∈Ωj

i+

∣

∣ū++
i,j−1(y)

∣

∣

∫

Ωj

i+

∣

∣∇yG(x̃
i,j , ỹi,j)

∣

∣ dy

. (kl/N)
1
2 e−

1
2
k¯̄σ ‖f‖L2(Bl)

.

Therefore, we have for any x ∈ ∂ΩPML
i,j

|II| .
(

(kµN )−1

j−2
∑

p=0

(c0µNkl/N)−p + (kl/N)
1
2

)

e−
1
2
k¯̄σ ‖f‖L2(Bl)

.(3.44)

By similar arguments, we have

|III| .
(

(kµN )−1

j−2
∑

p=0

(c0µNkl/N)−p + (kl/N)
1
2

)

e−
1
2
k¯̄σ ‖f‖L2(Bl)

.(3.45)

It remains to estimate I. Denote by Ωi,j = (ζi, ζi+2)×(ζj , ζj+2). By the definition
of f+

i,j (see the line below (3.2)), we derive in analogy to the proof of Lemma 3.5 (cf.

(3.32)), for x ∈ ∂ΩPML
i,j

|I| ≤
∥

∥

∣

∣f+
i,j + f+

i,j+1

∣

∣

∥

∥

∗
Ωi,j

∥

∥

∣

∣Ji,j(·)G(x̃i,j , ·̃)
∣

∣

∥

∥

Ωi,j
(3.46)

≤
∥

∥

∣

∣f+
i,j + f+

i,j+1

∣

∣

∥

∥

∗
Ωi,j

· |Ωi,j |
1
2 max
y∈Ωi,j

(

k
∣

∣G(x̃i,j , ỹi,j)
∣

∣+
∣

∣∇G(x̃i,j , ỹi,j)
∣

∣

)

.
∥

∥

∣

∣f+
i,j + f+

i,j+1

∣

∣

∥

∥

∗
Ωi,j

· l/Ne− 1
2
k Im ρ(x̃i,j ,ỹi,j)

[

k(kd/2)−
1
2 + k(kd/2)−1

]

.(kl/N)−
1
2 ‖f‖L2(Bl)

· (kl/N)
1
2 e−

1
2
k¯̄σ

.e−
1
2
k¯̄σ ‖f‖L2(Bl)

.

By combining (3.44)–(3.46), we obtain that, for x ∈ ∂ΩPML
i,j ,

∣

∣ū++
i,j (x)

∣

∣ .
(

(kµN )−1

j−2
∑

p=0

(c0µNkl/N)−p + (kl/N)
1
2

)

e−
1
2
k¯̄σ ‖f‖L2(Bl)

(3.47)

.(kl/N)
1
2 (c0µNkl/N)−j+1e−

1
2
k¯̄σ ‖f‖L2(Bl)

.

where we have used (kµN )−1 . k−1(kl/N)
3
2 . (kl/N)

1
2 to derive the last inequality

(see Lemma 3.3 and Remark 2.1 (i)).
By similar arguments, we have for x ∈ ∂ΩPML

i,j ,

∣

∣∇ū++
i,j (x)

∣

∣ . k(kl/N)
1
2 (c0µNkl/N)−j+1e−

1
2
k¯̄σ ‖f‖L2(Bl)

.(3.48)

Finally, we complete the proof by combining (3.41), (3.47)–(3.48).
Lemma 3.7. Let σ0 > 1 be sufficiently large. Assume that d h l/N and kl/N & 1.

There exists a constant C̃ independent of f , k, and N such that for i = 1, 2, · · · , N−1,
we have

∥

∥

∣

∣ǔ±i − ū±i
∣

∣

∥

∥

ΩPML
i

. C̃k,l,Ne
− 1

2
k¯̄σ ‖f‖L2(Bl)

,(3.49)
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where C̃k,l,N = (kl/N)
7
2 (C̃µNkl/N)−(N2+2N−2).

Proof. We only prove (3.49) for
∥

∥ǔ+i − ū+i
∥

∥

H1(ΩPML
i

)
. Noting from (2.37) that

ū±i = u±i in Ωi ∪ Ωi+1, from (3.1)–(3.2), Algorithms 1 and 5, and some simple calcu-
lations, we conclude that (cf. (2.20))

Ψ+
i = J−1∇ · (Ai−1∇β+

i ū
+
i−1) + J−1∇β+

i · (Ai−1∇ū+i−1)− β+
i fi in Ωi,

Ψ̌+
i = J−1∇ · (Ai−1∇β+

i ǔ
+
i−1) + J−1∇β+

i · (Ai−1∇ǔ+i−1)− β+
i fi in Ωi,

which implies that

∥

∥

∣

∣F+
i − F̌+

i

∣

∣

∥

∥

∗
ΩPML

i,j

.
(

kl/N
)−1 ∥

∥

∣

∣ū+i−1 − ǔ+i−1

∣

∣

∥

∥

Ωi∩ΩPML
i,j

, i = 1, · · · , N − 1,

where ū+0 − ǔ+0 = 0. Similarly, from Algorithm 4, we have,

Ψ̂++
i,j (f̂++

i,j−1) =J
−1
i ∇ ·

(

Ai∇γ+j û++
i,j−1

)

(3.50)

+ J−1
i ∇γ+j · (Ai∇û++

i,j−1)− γ+j f̌
+
i,j in Ωtru

i,j ,

which together with (3.42) implies that, for i, j = 1, · · · , N − 1,
∥

∥

∥

∣

∣

∣
f̄++
i,j − f̂++

i,j

∣

∣

∣

∥

∥

∥

∗

ΩPML
i,j

.
(

kl/N
)−1 ∥

∥

∣

∣ū++
i,j−1 − û++

i,j−1

∣

∣

∥

∥

ΩPML
i,j−1

+
∥

∥

∣

∣F+
i − F̌+

i

∣

∣

∥

∥

∗
ΩPML

i,j

.
(

kl/N
)−1
(

∥

∥

∣

∣ū++
i,j−1 − û++

i,j−1

∣

∣

∥

∥

ΩPML
i,j−1

+
∥

∥

∣

∣ū+i−1 − ǔ+i−1

∣

∣

∥

∥

Ωi∩ΩPML
i,j

)

,

where ū++
i,0 − û++

i,0 = 0.

In the following arguments, we denote by C̃ the generic constant independent of
k, l/N,N and µN . By combining the local inf–sup condition 3.3, the inverse trace
inequality, the scaling argument, and Lemma 3.6, we obtain

∥

∥

∣

∣ū++
i,j − û++

i,j

∣

∣

∥

∥

ΩPML
i,j

. µ−1
N

∥

∥

∥

∣

∣

∣
(f̄++
i,j + f+

i,j+1)− (f̂++
i,j + f̌+

i,j+1)
∣

∣

∣

∥

∥

∥

∗

ΩPML
i,j

(3.51)

+ (1 + µ−1
N )(1 + kl/N)

∥

∥ū++
i,j

∥

∥

H
1
2 (∂ΩPML

i,j
)

. µ−1
N (kl/N)−1

(

∥

∥

∣

∣ū++
i,j−1 − û++

i,j−1

∣

∣

∥

∥

ΩPML
i,j−1

+
∥

∥

∣

∣ū+i−1 − ǔ+i−1

∣

∣

∥

∥

Ωi∩ΩPML
i,j

)

+ µ−1
N

∥

∥

∣

∣F+
i − F̌+

i

∣

∣

∥

∥

∗
ΩPML

i,j

+ Ck,l,Nµ
−1
N kl/Ne−

1
2
k¯̄σ ‖f‖L2(Bl)

≤ (C̃µNkl/N)−1
∥

∥

∣

∣ū++
i,j−1 − û++

i,j−1

∣

∣

∥

∥

ΩPML
i,j−1

+ (C̃µNkl/N)−1

·
∥

∥

∣

∣ū+i−1 − ǔ+i−1

∣

∣

∥

∥

Ωi∩ΩPML
i,j

+ Ck,l,N (C̃µN )−1kl/Ne−
1
2
k¯̄σ ‖f‖L2(Bl)

,

for i, j = 1, · · · , N − 1 if σ0 is sufficiently large. By induction,

∥

∥

∣

∣ū++
i,j − û++

i,j

∣

∣

∥

∥

ΩPML
i,j

≤
j
∑

p=1

(C̃µNkl/N)−p ·
∥

∥

∣

∣ū+i−1 − ǔ+i−1

∣

∣

∥

∥

Ωi∩BL
(3.52)

+ Ck,l,N (C̃µN )−1kl/N

j−1
∑

p=0

(C̃µNkl/N)−p · e− 1
2
k¯̄σ ‖f‖L2(Bl)

≤ (C̃µNkl/N)−(j+1) ·
∥

∥

∣

∣ū+i−1 − ǔ+i−1

∣

∣

∥

∥

Ωi∩BL

+ Ck,l,N (kl/N)2(C̃µNkl/N)−(j+1) · e− 1
2
k¯̄σ ‖f‖L2(Bl)

.
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Similarly, we have for j = N − 1, · · · , 1,

∥

∥

∣

∣ū+−
i,j − û+−

i,j

∣

∣

∥

∥

ΩPML
i,j

≤
N−j
∑

p=1

(C̃µNkl/N)−p ·
∥

∥

∣

∣ū+i−1 − ǔ+i−1

∣

∣

∥

∥

Ωi∩BL
(3.53)

+ Ck,l,N (C̃µN )−1kl/N

N−j−1
∑

p=0

(C̃µNkl/N)−p · e− 1
2
k¯̄σ ‖f‖L2(Bl)

≤ (C̃µNkl/N)−(N−j+1) ·
∥

∥

∣

∣ū+i−1 − ǔ+i−1

∣

∣

∥

∥

Ωi∩BL

+ Ck,l,N (kl/N)2(C̃µNkl/N)−(N−j+1) · e− 1
2
k¯̄σ ‖f‖L2(Bl)

.

Combining (3.52), (3.53), Algorithm 4, Lemma 3.1, and the definition of Ck,l,N
in Lemma 3.6, we conclude that

∥

∥

∣

∣ū+i − ǔ+i
∣

∣

∥

∥

ΩPML
i

≤
N−1
∑

p=1

(C̃µNkl/N)−(p+1) ·
∥

∥

∣

∣ū+i−1 − ǔ+i−1

∣

∣

∥

∥

ΩPML
i−1

(3.54)

+ Ck,l,N (kl/N)2
N−1
∑

p=1

(C̃µNkl/N)−(p+1) · e− 1
2
k¯̄σ ‖f‖L2(Bl)

≤ (C̃µNkl/N)−(N+1) ·
∥

∥

∣

∣ū+i−1 − ǔ+i−1

∣

∣

∥

∥

ΩPML
i−1

+ Ck,l,N (kl/N)2(C̃µNkl/N)−(N+1) · e− 1
2
k¯̄σ ‖f‖L2(Bl)

.

Then the proof of the lemma is completed by induction.
The following theorem is a direct consequence of Theorem 2.5, Lemma 3.7 and

the fact that u±i = ū±i in Ωi ∪ Ωi+1.
Theorem 3.8. Let σ0 > 1 be sufficiently large. Assume that d h l/N and

kl/N & 1. Let ǔ+0 = ǔ−N+1 = 0 in BL and ǔ(x) = −(ǔ+i−1 + ǔ−i+1) in Ωi ∩ BL for all

i = 1, · · · , N . Then we have

‖|ǔ− ũ|‖BL
. C̃k,l,Ne

− 1
2
k¯̄σ ‖f‖L2(Bl)

,(3.55)

where C̃k,l,N = (kl/N)
7
2 (C̃µNkl/N)−(N2+2N−2) and C̃ is independent of f , k, and

N .

Remark 3.1. Let us take a close look at the estimate (3.55) when α = 0 in
Lemmas 3.3 and 2.1 (see Remark 2.1 (i)). The constant C̃k,l,N may be bounded as
follows:

C̃k,l,N . (kl/N)
7
2C(σ0)

N2+2N−2

for some constant C(σ0) > 1, that is independent of k, l, and N but may polynomially
depend on σ0. Noting that ¯̄σ h σ0d h σ0l/N , (3.55) implies that

‖|ǔ− ũ|‖BL
. (c2σ0)

c3N
2

e−c4kl/Nσ0e−
1
4
k¯̄σ ‖f‖L2(Bl)

.

(

c2c3N
2

ec4kl/N

)c3N
2

e−
1
4
k¯̄σ ‖f‖L2(Bl)

(3.56)

where c2, c3, c4 > 0, and the invisible constant are independent of k, l, N , and σ0.
(3.56) implies that the PSTDDMb solution ǔ is a good approximation of the PML

solution ũ in BL (or the original scattering solution u in Bl) if kσ0d≫ N2 ln
(

c2c3N
2

ec4kl/N

)

.
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4. Numerical examples. Noting from Theorems 2.9 and 3.8 (see Remark 3.1)
that Algorithms 2 and 5 produce good approximations to the original truncated PML
solution in (2.8) when kσ0d is sufficiently large, the PSTDDM and PSTDDMb can
be used either as direct solvers or as preconditioners in the preconditioned GMRES
method for solving the original truncated PML problem (2.8). In this section we
present numerical experiments to verify the behavior of our PSTDDM as both direct
solvers and preconditioners. The computations are all carried out in MATLAB with
Intel(R) Xeon(R) CPU 2.5GH and 128GB memory.

We simply define the medium property by σj(t) =
σ0

d2
j

(t− lj)
2 for t ≥ lj and take

σ0 such that the exponential decaying factor e−
1
2
k
∫

l+d

l
σj(t)dt ≤ 10−3 in the following

examples for simplicity.
The functions β±

i (x1), x1 ∈ Ωi, i = 2, · · · , N − 1, used in the source transfer
algorithm are defined as

β+
i (x1) =











1, ζi ≤ x1 < ζi + ζi +∆ζ/4,

ηi(x1), ζi +∆ζ/4 ≤ x1 < ζi + 3∆ζ/4,

0, ζi + 3∆ζ/4 ≤ x1 ≤ ζi+1,

and β−
i = 1− β+

i , where

ηi(x1) = 1 +

(

x1 − (ζi +∆ζ/4)

∆ζ/2

)4

− 2

(

x1 − (ζi +∆ζ/4)

∆ζ/2

)2

.

Clearly, β±
i (x1), i = 2, · · · , N−1, are in C1(Ωi) and this fact avoids the discontinuity

of β±
i (x1)

′ which may make f̂±
i oscillate heavily.

Algorithms 2 and 5 are discretized by using the finite element methods (FEM)
as follows. We solve the truncated PML problems in Algorithms 2 and 5 by the
bilinear FEM on the Cartesian mesh consisting of small squares with side length
h. The discrete source transfer operators are computed by replacing the truncated
PML solutions with their corresponding FE approximations. We denote by uh the
numerical solution obtained by the FE discretization of our PSTDDM Algorithm 2
or PSTDDMb Algorithm 5. The numerical solution obtained by the preconditioned
GMRES method using the discrete PSTDDM or PSTDDMb as a preconditioner is
also denoted by uh.

Let uf be the bilinear FEM solution to the original truncated PML problem (2.8)
and let uI the bilinear interpolation of u on the Cartesian mesh. We denote the
relative errors of these numerical approximations in H1-seminorms by

eh =
|u− uh|H1(Bl)

|u|H1(Bl)
, ef =

|u− uf |H1(Bl)

|u|H1(Bl)
, eI =

|u− uI |H1(Bl)

|u|H1(Bl)
.

In order to compare the discrete PSTDDM(b) solution uh and the FE solution uf ,
we denote the ratio of the error between uh and uf to the error of the FE solution by

ehf =
|uh − uf |H1(Bl)

|u− uf |H1(Bl)
.

Example 4.1. We solve the problem (2.8) for constant wave number with f is
given so that the exact solution is

u =

{

− r3(r3 + 3r2 − 12r + 9)H
(1)
0 (kr), r ≤ 1,

−H
(1)
0 (kr), r > 1.
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Clearly, u ∈ C2(R2) and supp f ⊆ {x : |x| ≤ 1}. We set l1 = l2 = l = 2.
We first test the PSTDDM (Algorithm 2). We set d1 = 0.2 and d2 = 0.4. The left

graph of Figure 4.1 plots the relative errors of the FE solutions, the interpolations,
and the discrete PSTDDM solutions for k = 12π, 50π, 100π and N = 10. It is shown
that the accuracies of the FE solution uf and the discrete PSTDDM solution uh
are almost the same in all cases. On the finest mesh consisting of 34591233 nodal
points, the backslash solver of MATLAB encounter the out-of-memory error due to
the large number of degrees of freedom. Note that, for each wave number k, the
FEM error starts to decay at a mesh size smaller than that for the interpolation, and
that the gap increases as k increases. Such a phenomenon is the so-called pollution
effect [2, 3, 54, 56, 24, 42]. We also compare the discrete PSTDDM solutions with FE
solutions in the right graph, which shows that the discrete PSTDDM solutions are
indeed good approximations to the corresponding FE solutions.

Next we test performance of the PSTDDM (Algorithm 2) as a preconditioner in
the preconditioned GMRES method for solving the linear system from the finite ele-
ment discretization of the original truncated PML problem (2.8). We set the relative
residue tolerance in the GMRES solver to be 10−8. Figure 4.2 plots the number of pre-
conditioned GMRES iterations (right) and the relative errors (left) of the FE solutions,
the interpolations, and the preconditioned GMRES solutions for k = 12π, 50π, 100π
and N = 10. It is shown that the number of preconditioned GMRES iterations is
bounded uniformly with respect to the wave number and the mesh size (even decreases
as h decreases) and that preconditioned GMRES method produces good approxima-
tions to the corresponding FE solutions.

To investigate the behavior of the PSTDDM as the number of layers increases,
we solve the problem for the fixed mesh size h = 2l/6000 and k = 50π, 100π. The
left graph of Figure 4.3 plots the relative errors of PSTDDM solutions solved by
the PSTDDM as a direct solver versus πN/(lk), the reciprocal of the number of
wavelength 2π/k per layer of width 2l/N . It’s shown that the relative errors almost
remain unchanged as N increases when πN/(lk) ≤ 1, which behaves better than the
theoretical estimate in Theorem 3.8. We also use the PSTDDM as a preconditioner to
solve the problem, and plot the number of preconditioned GMRES iterations versus
πN/(lk) in the right graph of Figure 4.3. Although the number of iterations grows as
the number of layers increases, it is small (≤ 5) even for N so large that the width of
the layers equals to the wavelength.
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Fig. 4.1. Example 1. Left: Log-log plot of the relative errors ef , eh, and eI versus 2l/h for
N = 10 and k = 12π, 50π, 100π. Right: Log-log plot of ehf versus 2l/h.

Then we investigate the behavior of the PSTDDMb (see Algorithm 5). We set
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Fig. 4.2. Example 1. Left: Log-log plot of the relative errors ef , eh(for the preconditioned
GMRES solutions) and eI versus 2l/h for N = 10 and k = 12π, 50π, 100π. Right: the number of
iterations of the preconditioned GMRES algorithm using PSTDDM as the preconditioner.

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

1

2

3

4

5

6

Fig. 4.3. Example 1. Left: the relative errors eh of the solutions solved by the PSTDDM (see
Algorithm 2) as the direct solver for fixed h = 2l/6000. Right: the number of iterations of the
preconditioned GMRES algorithm using PSTDDM as the preconditioner for fixed h = 2l/6000.

d1 = d2 = l/N and the other parameters about PML layers are still those provided
at the beginning of this section.

In Figure 4.4, we plot the relative errors of numrical solutions and compare the
finite element solution and the PSTDDMb solution for N = 10. We also use the
PSTDDMb as the preconditioner in the preconditioned GMRES method where the
relative residue tolerance is also 10−8. Figure 4.5 plots the relative errors of the
numerical solutions in the left graph and the number of iterations of the preconditioned
GMRES for k = 12π, 50π, 100π in the right graph.

Finally, we plot in Figure 4.6 the relative errors of PSTDDMb solutions (left) and
the number of iterations of the preconditioned GMRES method (right) versus πN/(lk)
for k = 50π, 100π and fixed h = 2l/6000. Again, the relative error of the PSTDDMb
solution is independent of the number of layers while the number of iterations of the
preconditioned GMRES method weakly depends on it.

Example 4.2. We consider an example with heterogeneous wave number, which
has been computed in [19] by STDDM. The wave number is k(x) = ω/c(x) where ω
is the angular frequency and

c(x) =
4

3
− 2

3
e−20(x2

1+x
2
2)
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Fig. 4.4. Example 1. The relative errors of the interpolations and the numerical solutions
obtained by the PSTDDMb (see Algorithm 5) as a direct solver with N = 10.
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Fig. 4.5. Example 1. The relative errors of the interpolations and the numerical solutions
solved by the PSTDDMb (see Algorithm 5) as a preconditioner with N = 10 (left graph) and the
number of iterations of the preconditioned GMRES algorithm using PSTDDMb as the preconditioner
(right graph).

is the velocity field. The source f(x) is the narrow Gaussian point source

f(x) = e−( 4k
π
)2((x1−0.2)2+(x2−0.1)2).

We solve the problem by using the PSTDDM (Algorithm 2) and the PSTDDMb
(Algorithm 5) as the preconditioner in the GMRES, respectively. We choose N = 10
and set d1 = d2 = 0.1. The relative residue tolerance in the GMRES is set to be 10−10

as in [19]. Figure 4.7 shows the numbers of the preconditioned GMRES iterations
for k = 100π. The efficiencies of our PSTDDM and PSTDDMb as preconditioners
in GMRES are quite similar to that of the STDDM proposed in [19]. We remark
that, as a direct solver, the PSTDDM(b) does not give satisfactory results for such
a problem with heterogeneous wave number, which is certainly not covered by our
current theory.
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