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Abstract. In this work, we consider a time-fractional Allen-Cahn equation, where the conventional first order time
derivative is replaced by a Caputo fractional derivative with order α ∈ (0, 1). First, the well-posedness and (limited)
smoothing property are systematically analyzed, by using the maximal Lp regularity of fractional evolution equations and
the fractional Grönwall’s inequality. We also show the maximum principle like their conventional local-in-time counterpart.
Precisely, the time-fractional equation preserves the property that the solution only takes value between the wells of the
double-well potential when the initial data does the same. Second, after discretizing the fractional derivative by backward
Euler convolution quadrature, we develop several unconditionally solvable and stable time stepping schemes, i.e., convex
splitting scheme, weighted convex splitting scheme and linear weighted stabilized scheme. Meanwhile, we study the discrete
energy dissipation property (in a weighted average sense), which is important for gradient flow type models, for the two
weighted schemes. Finally, by using a discrete version of fractional Grönwall’s inequality and maximal `p regularity, we
prove that the convergence rates of those time-stepping schemes are O(τα) without any extra regularity assumption on the
solution. We also present extensive numerical results to support our theoretical findings and to offer new insight on the
time-fractional Allen-Cahn dynamics.
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1. Introduction. Classical phase-field models are diffuse interface models that have found numerous
applications in diverse research areas, e.g., hydrodynamics [4, 32, 39], material sciences [2, 9], biology
[17, 41, 49] and image processing [37, 50], to name just a few. Recently, there are also many studies on
nonlocal phase field models involving spatially nonlocal interactions [3, 5, 6, 7, 15, 16, 21, 22, 43, 47],
see [13, 14] for more extensive reviews of the literature. Historically, nonlocal interactions in phase field
models expressed mathematically in terms of integral operators have been noted in the work of van der
Waals [48], see discussions made in [38]. In fact, one can deduce the usual differential equation form of
the local phase field energy from the nonlocal version via the so-called Landau expansion [23], under the
usual assumption on the smooth and slowly varying nature of the phase field variables. Meanwhile, it
has been reported that the presence of nonlocal operators in either time [12, 30, 46] or space [1, 8, 19, 43]
in phase field equations may change diffusive dynamics significantly.

In this paper, we shall focus on the following time-fractional Allen-Cahn equation [30, 46]:
∂αt u− κ2∆u = −F ′(u) =: f(u) in Ω× (0, T ),

u(x, t) = 0 in ∂Ω× (0, T ),

u(x, 0) = u0 in Ω,

(1.1)

where the function F (u) is bistable, e.g.,

F (s) =
1

4
(1− s2)2.

Here Ω is a smooth domain of Rd with d = 1, 2, 3 with boundary ∂Ω. The operator ∂αt denotes the
Caputo-type fractional derivative of order α ∈ (0, 1) in time, which is a typical example of nonlocal
operators and defined by [28, p. 70]

∂αt u(x, t) =
1

Γ(1− α)

∫ t

0

(t− s)−α∂su(x, s)ds.(1.2)
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Time-fractional PDEs have attracted some attention in the modeling anomalous diffusion, e.g., pro-
tein diffusion within cells [20], contaminant transport in groundwater [29], and thermal diffusion in media
with fractal geometry [35]. For the phase-field model (1.1), some numerical studies have been presented
[30]. It was reported there that the order α affects significantly the relaxation time to the equilibrium
and the sharpness of the interface. Their simulations were based on a fully discrete scheme for (1.1)
that uses a piecewise linear interpolation to discretize the fractional derivative, and the Fourier spectral
method in space. Meanwhile, a fast algorithm was proposed to reduce the computational complexity and
the storage requirement. However, they did not provide any stability and convergence analysis. Very
recently, Chen et al. numerically studied a time-fractional molecular beam epitaxy (MBE) model using
a similar fully discrete scheme [12]. They observed that both of energy decay rate and coarsening rate
satisfy a power-law determined by the fractional order. The first theoretical work regarding the energy
stability for the model (1.1) was given by Tang et al. in [46], where they showed that the energy at a
latter time must be bounded by the initial energy, i.e.,

E(u(t)) ≤ E(u0), where E(u) =

∫
Ω

κ2

2
|∇u(x)|2 + F (u(x)) dx.(1.3)

In the discrete level, they proposed a stabilized time stepping scheme which keeps this kind of stability.
Note that the original local-in-time integer-order Allen-Cahn is a gradient flow, so the free energy E(u(t))
is decreasing. Nevertheless, the energy dissipation has not been discussed, except for the boundedness of
the energy (1.3), at neither continuous nor discrete level. Moreover, none of the aforementioned works
study the well-posedness and the regularity. The sharp error estimate of those time stepping schemes is
also unavailable in the literature, due to the unknown smoothing property of the solution. Let us also
add that a related time-fractional Cahn-Hilliard model was also numerically studied in [30, 46], where
the energy dissipation rate is reported to satisfy a power-law t−α/3. Indeed, in-depth studies of these
time-fractional phase field type models remain fairly scarce.

The goal of our work is to provide more extensive studies of nonlocal-in-time phase field models,
and to develop and analyze stable numerical schemes. We shall present a rigorous analysis of the model
(1.1) with smooth initial data, provide sharp regularity estimate, investigate time stepping schemes,
establish the optimal error estimates, and study the discrete energy dissipation law. Compared with the
classical phase-field equation, the analysis of the nonlocal one will be more challenging, since the nonlocal
(differential) operator does not preserve some of the rules enjoyed by their local counterpart, e.g., the
product rule and the chain rule.

The first contribution of the paper is to study the well-posedness and regularity of the model (1.1),
in Section 2. Nonlinear time-fractional diffusion equations with globally Lipschitz continuous potential
term has already been investigated in [26]. However, the loss of global Lipschitz continuity in the time-
fractional phase-field equation (1.1) will result in additional troubles. To overcome this difficulty, we
apply the energy argument, the maximal Lp regularity and fractional Grönwall’s inequality, to prove the
existence and uniqueness of a weak solution, which satisfies (Theorem 2.1)

‖∂αt u‖Lp(0,T ;L2(Ω)) + ‖∆u‖Lp(0,T ;L2(Ω)) ≤ c, for any p ∈ [2, 2/α).

provided that u0 ∈ H1
0 (Ω). Further, the regularity will be improved that u ∈ L∞((0, T ) × Ω) under the

assumption that u0 ∈ H2(Ω) ∩H1
0 (Ω). These results combining with the argument in [26, Theorem 3.1]

result in the sharp regularity estimates. One application of those regularity estimates is to prove the
maximum bound principle in the sense that if |u0| ≤ 1 then the solution u shares the same pointwise
maximum norm bound at all time. This is a property enjoyed by the conventional local-in-time Allen
Cahn equation. Note that such a principle has been shown in [46], but it was under certain a priori
regularity assumptions that have not been rigorously confirmed so far.

Our second contribution is to develop some unconditionally solvable and stable schemes in Section
3. The first approach is motivated by the classical convex splitting method (CS). This scheme satisfies
the discrete maximum norm bound principle. Moreover, it satisfies the energy stability, i.e.,

E(un) ≤ E(u0) for all n ≥ 1.

However, the energy dissipation law of the CS scheme is hard to establish due to the nonlocal effect of
the fractional derivative. This motivates us to develop two other schemes, named as weighted convex
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splitting (WCS) scheme and linear weighted stabilized (LWS) scheme. Both schemes satisfy the discrete
maximum bound principle as well as a weighted energy dissipated law, i.e.,

E(un) ≤ E(un,α), for all n ≥ 1,

where un,α is a convex combination of u0, u1, . . . , un−1. In cases where the free energy adopted under

consideration is convex (e.g., the linear problem or time-fractional Allen-Cahn with |un| ≥
√

3
3 ), the

weighted energy stability indicates the fractional energy dissipation law as ∂̄ατ E(un) ≤ 0. This is consistent
with the energy decay property of classical gradient flow (α = 1), ∂̄τE(un) ≤ 0. See more discussion on
Remark 3.2.

As additional analytical studies, we analyze the convergence of those time-stepping schemes in Section
4. The pointwise-in-time errors are derived by applying the regularity estimates in Section 2, the discrete
fractional Grönwall’s inequality established in [26] and discrete maximal `p regularity derived in [25],
as well as some novel stability estimates proved in Section 4. In particular, under the assumption that
u0 ∈ H2(Ω)∩H1

0 (Ω) and |u0(x)| ≤ 1, we prove that all those three time stepping solutions satisfy, under
no additional regularity assumptions, that

max
1≤n≤N

‖u(tn)− un‖L2(Ω) ≤ cτα.

where c denotes a generic constant depending on the α, u0, T and κ, but always independent of τ and
any smoothness of u.

Finally, in Section 5, we present some numerical experiments to confirm the theoretical findings
and to offer new insight on the time-fractional Allen-Cahn dynamics. Numerically, we observe that the
relaxation time to the steady state gets longer for smaller α, and the time-fractional Allen–Cahn equation
converge to some slow mean curvature flow. Those phenomena await further theoretical understanding
in the future.

Throughout this paper, the notation c denotes a generic constant, which may depends on α, κ, T, u0

but is always independent of u and step size τ .

2. Solution theory of the time-fractional Allen-Cahn equations. In this section, we shall
study the well-posedness of the time-fractional Allen-Cahn equation (1.1) and prove the sharp regularity.
The argument for nonlinear fractional diffusion equation with globally lipschitz continuous potential has
been investigated in [26]. To overcome the lack of global Lipschitz property of the nonlinear potential
f(s), it is important to show u ∈ L∞((0, T )×Ω) in the first place. To this end, we shall use the following
fractional Grönwall’s inequality.

Lemma 2.1. Suppose that y is nonnegative and y satisfies the inequality

∂αt y(t) ≤ βy(t) + σ(t),

where the function σ ∈ L∞(0, T ) and the constant β > 0. Then

y(t) ≤ cT
(
y(0) + ‖σ‖L∞(0,T )

)
.

where the constant CT where the constant c is independent of σ and y, but may depend on α, β and T .

Proof. We define an axillary function w(t) such that

w(t) = Eα,1(βtα)y(0) +

∫ t

0

sα−1Eα,α(βsα)σ(t− s) ds

where the Ea,b(z) denotes the Mittag-Leffler function [28]. Then the function w(t) satisfies the fractional
initial value problem

∂αt w(t) = βw(t) + σ(t), with w(0) = y(0),

3



Using the positivity and boundedness of the Mittag-Leffler function, we obtain that

w(t) ≤ c1y(0) + c2

∫ t

0

sα−1σ(t− s) ds ≤ cT (y(0) + ‖σ‖L∞(0,T )).

and the desired result follows from the comparison principle, i.e., y(t) ≤ w(t).

In order to study the well-posedness and regularity, we shall use the Bochner space. For a Banach
space B, we define

Lr(0, T ;B) = {u(t) ∈ B for a.e. t ∈ (0, T ) and ‖u‖Lr(0,T ;B) <∞},

for any r ≥ 1, and the norm ‖ · ‖Lr(0,T ;B) is defined by

‖u‖Lr(0,T ;B) =


(∫ T

0

‖u(t)‖rBdt

)1/r

, r ∈ [1,∞),

esssupt∈(0,T )‖u(t)‖B , r =∞.

Besides, we shall use extensively Bochner-Sobolev spaces W s,p(0, T ;B). For any s ≥ 0 and 1 ≤ p < ∞,
we denote by W s,p(0, T ;B) the space of functions v : (0, T )→ B, with the norm defined by interpolation.
Equivalently, the space is equipped with the quotient norm

‖v‖W s,p(0,T ;B) := inf
ṽ
‖ṽ‖W s,p(R;B),(2.1)

where the infimum is taken over all possible extensions ṽ that extend v from (0, T ) to R. For any 0 < s < 1
and 1 ≤ p <∞, one can define Sobolev–Slobodeckǐı seminorm | · |W s,p(0,T ;L2(Ω)) by

(2.2) |v|pW s,p(0,T ;L2(Ω)) :=

∫ T

0

∫ T

0

‖v(t)− v(ξ)‖pB
|t− ξ|1+ps

dtdξ,

and the full norm ‖ · ‖W s,p(0,T ;B) by

‖v‖pW s,p(0,T ;B) = ‖v‖pLp(0,T ;B) + |v|pW s,p(0,T ;B).

Now we are ready to prove the well-posedness.

Theorem 2.1. For every u0 ∈ H1
0 (Ω) there exists a unique weak solution

u ∈Wα,p(0, T ;L2(Ω)) ∩ Lp(0, T ;H2(Ω) ∩H1
0 (Ω)), for any p ∈ [2, 2/α).

Moreover, if u0 ∈ H2(Ω) ∩H1
0 (Ω), the solution

u ∈ L∞((0, T )× Ω).

Proof. Step 1. Following the routine of the Galerkin method, let {λj}∞j=1 and {φj}∞j=1 be respectively

the eigenvalues and the L2(Ω)-orthonormal eigenfunctions of the negative Laplace operator −∆ on the
domain Ω with the homogeneous boundary condition. For every N ∈ N, by setting XN = span{φj}Nj=1,

we consider the finite dimensional problem: find uN ∈ XN such that

(2.3)
(
∂αt uN , v

)
− κ2

(
∇uN ,∇v

)
=
(
f(uN ), v

)
∀ v ∈ XN and uN (0) = PNu0,

where PN is a L2-projection from L2(Ω) onto XN by

(2.4)
(
u, v
)

=
(
PNu, v

)
∀ v ∈ XN .

The existence and uniqueness of a local solution to the finite dimensional problem (2.3) can be proved
by the Banach fixed point theorem, by noting that f(s) is smooth and hence locally Lipshitz continuous
[28, Section 42]. Then by the energy argument, we let v = uN in (2.3) and using the fact that

1

2
∂αt ‖uN (t)‖2L2(Ω) ≤

(
∂αt uN (t), uN (t)

)
.
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Then we obtain the following estimate

∂αt ‖uN (t)‖2L2(Ω) + 2κ2‖∇uN (t)‖2L2(Ω) + 2‖uN (t)‖4L4(Ω) ≤ 2‖uN (t)‖2L2(Ω).

which together with the fractional Grönwall’s inequality in Lemma 2.1 yield that

‖uN (t)‖L2(Ω) ≤ cT ‖uN (0)‖L2(Ω) ≤ cT ‖u0‖L2(Ω),

with a constant cT independent of N . That means uN ∈ C([0, T ];L2(Ω)), and hence the solution is a
global solution.

Step 2. Now we shall prove that uN approaches the weak solution of the time-fractional Allen-Cahn
equation (1.1) as N → ∞. Now we repeat the energy argument by taking v = −∆uN in (2.3), and use
the fact that

−
(
uN − (uN )3,∆uN

)
= ‖∇uN‖2L2(Ω) − 3‖uN |∇uN |‖2L2(Ω).

Then we arrive at the estimate

∂αt ‖∇uN (t)‖2L2(Ω) + 2κ2‖∆uN (t)‖2 + 6‖uN |∇uN |(t)‖2L2(Ω) ≤ 2‖∇uN (t)‖2L2(Ω).

By Lemma 2.1, it holds that

‖∇uN‖L∞(0,T ;L2(Ω)) ≤ cT ‖∇uN‖L2(Ω) ≤ cT ‖∇u0‖L2(Ω),

with a constant cT independent of N . As a result, the Sobolev embedding inequality leads to that
uN ∈ L∞(0, T ;L6(Ω)) for Ω ⊂ Rd with d ≤ 3, and hence

‖f(uN )‖L∞(0,T ;L2(Ω)) ≤ c.

Now under the assumption that u0 ∈ H1
0 (Ω), we apply and the maximal Lp regularity [25], we may obtain

‖∂αt uN‖Lp(0,T ;L2(Ω)) + ‖∆uN‖Lp(0,T ;L2(Ω)) ≤ cp,κ, for all p ∈ [2, 2/α).

where the constant cp,κ is independent of N . This further implies

uN ∈Wα,p(0, T ;L2(Ω)) ∩ Lp(0, T ;H2(Ω) ∩H1
0 (Ω)),

which is compactly embedded in C([0, T ];L2(Ω)) for p ∈ (1/α, 2/α). Therefore, there exist function u
and a subsequence, which we denote {uN} again, such that

uN −→ u weak–* in L∞(0, T ;H1
0 (Ω)),

∂αt uN −→ ∂αt u weakly in Lp(0, T ;L2(Ω)),

uN −→ u weakly in Lp(0, T ;H2(Ω) ∩H1
0 (Ω)),

uN −→ u strongly in C([0, T ];L2(Ω)),

as N → 0. Consequently, we can pass to the limit in (2.3) and the function u satisfies

(2.5) (∂αt u, v) + κ2(∇u,∇v) = (f(u), v), for all v ∈ H1
0 (Ω).

Moreover, by the strong convergence of uN in C([0, T ];L2(Ω)), we know that uN (0) converges to u0 in
L2(Ω) and so u(0) = u0. Therefore, the fractional Allen-Cahn equation (1.1) uniquely admits a weak
solution in Wα,p(0, T ;L2(Ω)) ∩ Lp(0, T ;H2(Ω) ∩H1

0 (Ω)) with p ∈ [2, 2/α).

Step 3. Finally, we shall prove the L∞((0, T )×Ω) bound under the assumption on initial data. The
preceding argument implies that f(u) ∈ L∞(0, T ;L2(Ω)). Here we assume that u0 ∈ H2(Ω) ∩ H1

0 (Ω),
and apply the maximal Lp regularity again to obtain that

‖∂αt u‖Lp(0,T ;L2(Ω)) + ‖∆u‖Lp(0,T ;L2(Ω)) ≤ c, for all p ∈ (1,∞),
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which implies that

u ∈Wα,p(0, T ;L2(Ω)) ∩ Lp(0, T ;H2(Ω) ∩H1
0 (Ω)).

Therefore, by means of the real interpolation with sufficient large p, we obtain that

u ∈ L∞((0, T )× Ω).

This completes the proof the theorem.

The next theorem gives the uniqueness of the solution.

Theorem 2.2. The weak solution of the fractional-in-time Allen-Cahn equation (1.1) is unique.

Proof. Assume that u1 and u2 are two weak solution of (1.1). Then w = u1 − u2 satisfies

(∂αt w(t), v(t)) + κ2(∇w(t), v(t)) = (f(u1)− f(u2), v(t)), for all v ∈ H1
0 (Ω)

with w(0) = 0. By taking v = w(t) and using the facts that

(f(u1)− f(u2))(u1 − u2) = (u1 − u2)2(1− u2
1 − u1u2 − u2

2) ≤ (u1 − u2)2

and

(∂αt w,w) ≥ 1

2
∂αt ‖w(t)‖2

we obtained that
∂αt ‖w(t)‖2L2(Ω) ≤ 2‖w(t)‖2L2(Ω)

with w(0) = 0. Applying the fractional Grönwall’s inequality in Lemma 2.1, it follows directly that
w ≡ 0, i.e., u1 = u2.

With the help of Theorem 2.1, we know that u ∈ L∞((0, T )×Ω) and hence f(u) is Globally Lipschitz
continuous. Then the regularity theory follows from the argument in [26, Theorem 3.1]. To this end, we
reformulate the fractional Allen-Cahn equation by

(2.6) ∂αt u+Au = u− u3 for (x, t) ∈ Ω× (0, T ] and u(0) = u0,

where A = −κ2∆ with homogeneous Dirichlet boundary condition. Let ‖ · ‖L2(Ω)→L2(Ω) be the operator
norm on the space L2(Ω). Then the operator A satisfies the following resolvent estimate

‖(z +A)−1‖L2(Ω)→L2(Ω) ≤ cφ,κ|z|−1, ∀z ∈ Σφ, ∀φ ∈ (0, π),

where for φ ∈ (0, π), Σφ := {z ∈ C\{0} : |arg(z)| < φ}. This further implies

(2.7)
‖(zα +A)−1‖L2(Ω)→L2(Ω) ≤ cφ,α,κ|z|−α, ∀z ∈ Σφ, ∀φ ∈ (0, π),

‖A(zα +A)−1‖L2(Ω)→L2(Ω) ≤ cφ,α,κ, ∀z ∈ Σφ, ∀φ ∈ (0, π).

Now we consider the solution representation of the following linear equation

(2.8) ∂αt u(t) +Au(t) = g(t),

with the homogeneous Dirichlet boundary condition and u(0) = u0. By means of Laplace transform,
denoted by ̂, we obtain

zαû(z) +Aŵ(z) = zα−1u0 + ĝ(z),

which together with (2.7) implies û(z) = (zα − A)−1(zα−1u0 + ĝ(z)). By inverse Laplace transform and
convolution rule, the solution u(t) to (2.8) is given by

u(t) = F (t)u0 +

∫ t

0

E(t− s)g(s)ds,(2.9)

6



where the operators F (t) : X → X and E(t) : X → X are defined by

(2.10) F (t) :=
1

2πi

∫
Γθ,δ

eztzα−1(zα +A)−1 dz and E(t) :=
1

2πi

∫
Γθ,δ

ezt(zα +A)−1 dz,

respectively. Clearly, we have E(t) = F ′(t). The contour Γθ,δ is defined by

(2.11) Γθ,δ = {z ∈ C : |z| = δ, | arg z| ≤ θ} ∪ {z ∈ C : z = ρe±iθ, ρ ≥ δ},

oriented with an increasing imaginary part, where θ ∈ (π/2, π) is fixed.

The following lemma gives the smoothing properties of F (t) and E(t), which are important in the
regularity estimate. (i), (ii) and (iii) has been proved in [27, Lemma 2.2] and (iv) was given in [26, Lemma
3.2].

Lemma 2.2. For the operators F and E defined in (2.9), the following properties hold.
(i) ‖F (t)v‖L2(Ω) + tα‖AF (t)v‖L2(Ω) ≤ c‖v‖L2(Ω), ∀ t ∈ (0, T ] ,

(ii) t1−α‖F ′(t)v‖L2(Ω) + t‖AF ′(t)v‖L2(Ω) + t1−βα‖A−βF ′(t)v‖L2(Ω) ≤ c‖v‖L2(Ω), ∀ t ∈ (0, T ],
(iii) t1−α‖E(t)v‖L2(Ω) + t2−α‖E′(t)v‖L2(Ω) + t‖AE(t)v‖L2(Ω) ≤ c‖v‖L2(Ω), ∀ t ∈ (0, T ];
(iv) F (t) and E(t) : L2(Ω)→ H2(Ω) ∩H1

0 (Ω) is continuous with respect to t ∈ (0, T ].

Theorem 2.3. Let u0 ∈ H2(Ω) ∩H1
0 (Ω). Then the time-fractional Allen-Cahn equation (1.1) has a

unique solution u such that for s ∈ [0, 1)

u ∈ Cα([0, T ];L2(Ω)) ∩ C([0, T ];H2(Ω) ∩H1
0 (Ω)), ∂αt u ∈ C([0, T ];L2(Ω)),(2.12)

∆u ∈ C((0, T ];H2s(Ω)), ‖∆1+su(t)‖L2(Ω) ≤ ct−sα for t ∈ (0, T ].(2.13)

∂tu(t) ∈ C((0, T ];H2s(Ω)) and ‖∆sut(t)‖L2(Ω) ≤ ctα(1−s)−1 for t ∈ (0, T ].(2.14)

The constant c above depends on ‖Au0‖L2(Ω) and T .

Proof. The regularity estimate (2.12) with p = 2 has already been proved in [26, Theorem 3.1]. The
result in case that p ∈ (2,∞) follows from the same argument and the resolvent estimate (2.7). To
show other estimates, we shall apply the representation (2.9) and smoothing properties in Lemma 2.2.
Specifically,

A1+su(t) = AsF (t)(∆u0) +

∫ t

0

AsE(t− y)[A(u− u3)(y)]dy.

Then we apply Lemma 2.2 and obtain that

‖A1+su(t)‖L2(Ω) ≤ ct−sα‖Au0‖L2(Ω) +

∫ t

0

y(1−s)α−1‖A(u− u3)(y)‖L2(Ω)dy.

Now applying the fact that ∆u3 = 3u|∇u|2 + 3u2∆u, u ∈ C([0, T ];H2(Ω) ∩ H1
0 (Ω)) from (2.12) and

u ∈ L∞((0, T )× Ω) by Theorem 2.1 we have

‖A((2u− u3))‖L2(Ω) ≤ c‖∆u‖L2(Ω) + c‖u|∇u|2‖L2(Ω) + c‖u2∆u‖L2(Ω) ≤ cT ,

with a constant cT independent of t. Therefore, we obtain that

‖A1+su(t)‖L2(Ω) ≤ ct−sα.

Now we turn to (2.14). The case that s = 0 has be confirmed in [26, Theorem 3.1]. In general,

Asut(t) = As−1F ′(t)(Au0) +
d

dt

∫ t

0

AsE(y)[(u− u3)(t− y)]dy

= As−1F ′(t)(Au0) +AsE(t)[(2u− u3)(0)] +

∫ t

0

AsE(y)[(ut − 3u2ut)(t− y)]dy

7



The first term could be bounded using Lemma 2.2 (ii)

‖As−1F ′(t)(Au0)‖L2(Ω) ≤ ct(1−s)α−1‖∆u0‖L2(Ω).(2.15)

For the second term, we use Lemma 2.2 (iii) to have

‖AsE(t)[(2u− u3)(0)]‖L2(Ω) ≤ ct(1−s)α−1‖2u0 − u3
0‖L2(Ω) ≤ ct(1−s)α−1‖∆u0‖L2(Ω).(2.16)

Similarly, the third term follows analogously∫ t

0

‖AsE(y)(2ut − 3u2ut)(t− y)‖L2(Ω)dy ≤ c
∫ t

0

yα−1‖Asut(t− y)‖L2(Ω)dy.

This together with (2.15) and (2.16), and the Grönwall’s inequality lead to the desired result.
Finally, the continuity follows directly from the continuity of the solution operators E(t) and F (t),

i.e., Lemma 2.2 (iv).

Next, we shall prove the maximum principle in sense that if |u0| ≤ 1, then the solution u(t) is also
bounded by 1 in L∞(Ω). Note that the maximum principle was showed in [46] under certain a priori
strong regularity assumptions on the solution u, which have not been rigorously proven yet.

Lemma 2.3. Assume that f ∈ C[0, T ]∩C1(0, T ] and f attains its minimum (maximum) at t0 ∈ (0, T ].
Then there holds that

∂αt f(t0) ≤ (≥) 0.

Theorem 2.4. Let u0 ∈ H2(Ω)∩H1
0 (Ω). Further, we assume that |u0(x)| ≤ 1, then the solution of the

time-fractional Allen Cahn equation (1.1) with homogeneous boundary conditions satisfies the maximum
principle that

|u(x, t)| ≤ 1 for all (x, t) ∈ Ω× (0, T ].

Proof. Assume that the minimum of u is smaller than −1 and achieved at (x0, t0) ∈ Ω× (0, T ]. Then
by the regularity (2.12) and (2.14) in Theorem 2.3, and Lemma 2.3, we have that

∂αt u(x0, t0) ≤ 0.

Meanwhile, via applying Theorem 2.3, we have that ∆u is continuous in Ω and hence

∆u(x0, t0) ≥ 0.

Therefore, we arrive at the result

0 ≥ ∂αt u(x0, t0)−∆u(x0, t0) = u(x0, t0)− u(x0, t0)3 > 0,

which leads to a contradiction. The upper bound of the solution can be proved using the same way.

Remark 2.1. We are also interested in the energy bound of the solution. Suppose that the solution

satisfies u ∈ W 1, 2
2−α (0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω) ∩H1

0 (Ω)), then the stability of energy can be directly
observed by taking v = ut in (2.5) and integrate over (0, T ),∫ T

0

(∂αt u(t), ut(t)) + (∇u(t),∇ut(t)) dt =

∫ T

0

(f(u(t)), ut(t)) dt

Using the regularity assumption and applying the fact that (see [46, Corollary 2.1.] or [34, Lemma 3.1])∫ T

0

(∂αt u(t), ut(t)) dt ≥ 0,

we obtain that

1

2

∫ T

0

d

dt

∫
Ω

|∇u(t)|2 dxdt+

∫ T

0

d

dt

∫
Ω

F (u(t)) dxdt ≤ 0.
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and hence we derive the energy bound that

E(u(T )) ≤ E(u0).

This property has been proved in [46] without confirmation of the regularity assumption. By Theorem 2.3,
one can easily verify those assumption, provided that u0 ∈ H2(Ω) ∩H1

0 (Ω).

3. Numerical schemes for the time-fractional Allen-Cahn equation. In this section, we
shall propose time stepping schemes and study some quantitative properties, such as discrete maximum
principle and energy dissipation, which are important for phase field models. To this end, we descretize
the Caputo fractional derivative by using the convolution quadrature [33] generated by backward Euler
method (BE-CQ), which is commonly known as the Grünwald-Letnikov scheme in the literature [36].
We divide the interval [0, T ] into a uniform grid with a time step size τ = T/N , N ∈ N, so that
0 = t0 < t1 < . . . < tN = T , and tn = nτ , n = 0, . . . , N . Then the Caputo fractional derivative is
approximated by

(3.1) ∂̄ατ un := τ−α
n∑
j=1

ωn−j(uj − u0), where ωj = (−1)j
α(α− 1) . . . (α− j + 1)

j!
.

3.1. Convex splitting scheme and the energy stability.. The first method is the convex split-
ting scheme (CS). For given u0, u1, . . . , un−1, we find un by solving a nonlinear elliptic problem

(3.2) ∂̄ατ un − κ2∆un = un−1 − (un)3, for 1 ≤ n ≤ N,

with the homogeneous Dirichlet boundary condition. This simple time stepping method is a nonlinear
scheme inspired by the standard convex splitting method for general gradient flows. which handles the
convex part u3 implicitly and replaces the concave part un with un−1. Meanwhile, the CS scheme (3.2)
can be written as the nonlinear elliptic problem

(3.3)
(
I − τακ2∆

)
un + τα(un)3 = un,α + ταun−1.

where un,α denotes the fractional extrapolation (3.10). Since left part is monotone with respect to un. By
the implicit function theorem, there exists a unique solution and hence the CS scheme (3.2) is uniquely
solvable.

The following theorem states that the CS scheme satisfies the discrete maximum principle. This is
an important and well-known property of the standard CS scheme of the classical Allen-Cahn equation.
More investigations on maximum principle preserving schemes for integer order Allen–Cahn equations
can be found in [42, 45].

Theorem 3.1. The CS scheme (3.2) satisfies the discrete maximum principle unconditionally, i.e.,

‖u0‖L∞(Ω) ≤ 1 =⇒ ‖un‖L∞(Ω) ≤ 1 for all n ≥ 1.

Proof. We prove the discrete maximum principle by induction. To this end, we assume that ‖uk‖L∞(Ω) ≤
1 for all k < n. Note that the weights {ωj} satisfies the property that

(i) ω0 > 0 and ωj < 0 for j ≥ 1, and (ii)

n∑
j=0

ωj > 0, for n ≥ 1.

Thus un,α is a convex combination of u0, u1, . . . , un−1, and hence ‖un,α‖L∞(Ω) ≤ 1. Therefore, we have
‖un,α + ταun−1‖L∞(Ω) ≤ 1 + τα. Besides, the operator I − τακ2∆ is positive and (un)3 has the same
sign of un. Then it follows immediately that ‖un‖∞ ≤ 1 by the monotonicity and (3.3).

Besides the discrete maximum principle, we shall prove the energy stability of the time-stepping
scheme (3.2). To this end, we shall use the following lemma on the backward Euler convolution quadrature
(BE-CQ). A similar result has been proved in [46, Lemma 3.1] for the time stepping method using
piecewise linear polynomial interpolation, known as L1 approximation in the literature [31, 44]. However,
the convolution quadrature does not satisfy the algebraic property like the L1 scheme. So here we apply
a different approach, say discrete time Fourier transform.
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Lemma 3.1. The BE-CQ satisfies the following positivity property

N∑
j=1

(∂̄ατ un, ∂̄
1
τun) ≥ 0.

Proof. First, we assume that u0 = 0. Then by setting yn = ∂1
τun for n ≥ 1 and y0 = 0, the definition

of convolution quadrature yields that

N∑
j=1

(∂̄ατ un, ∂̄
1
τun) =

N∑
j=1

(∂̄α−1
τ yn, yn).

where

(3.4) ∂̄α−1
τ yn = τ1−α

n∑
j=0

ω
(α−1)
n−j yj with ωj = (−1)j

(α− 1) . . . (α− j)
j!

.

To show this nonnegativity property, we shall extend {yn}Nn=0 to {yn}n=∞
n=−∞ and {ωn}n=∞

n=0 to {ωn}n=∞
n=−∞

by zero extension. Then the discrete fractional derivative can be written as

(3.5) ∂̄α−1
τ un = τ1−α

∞∑
j=−∞

ω
(α−1)
n−j yj

From now on, we denote the discrete time Fourier transform [̃un](ζ) by

(3.6) [̃un](ζ) =

∞∑
n=−∞

une
−inζ .

Then by the Parseval’s theorem we have

N∑
j=0

(∂̄α−1
τ yn, yn) =

1

2π

∫ π

−π
( ˜[∂̄α−1

τ yn](ζ), [̃yn](ζ)∗) dζ

By the property of discrete time Fourier transform (3.6) and the discrete convolution (3.4), we have

N∑
j=0

(∂̄α−1
τ yn, yn) =

τ1−α

2π

∫ π

−π

˜
[ω

(α−1)
n ]

∣∣∣[̃yn](ζ)
∣∣∣2 dζ

=
τ1−α

2π

∫ π

−π

(
1− e−iζ

)α−1∣∣∣[̃yn](ζ)
∣∣∣2 dζ

=
τ1−α

2π

∫ π

0

2
[
R
(

1− e−iζ
)α−1]∣∣∣[̃yn](ζ)

∣∣∣2 dζ ≥ 0.

In case that u0 6= 0, we let vn = un − u0 and note that

N∑
j=1

(∂̄ατ un, ∂̄
1
τun) =

N∑
j=1

(∂̄ατ vn, ∂̄
1
τvn).

The repeating the argument for vn leads to the desired result. That completes the proof of the lemma.

Then the next theorem states that the CS scheme (3.2) is energy stable.

Theorem 3.2. Suppose that u0 ∈ H1
0 (Ω). Then the CS scheme (3.2) satisfies the energy stability

E(un) ≤ E(u0), for all n ≥ 1.
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Proof. Taking L2-inner product of (3.2) with −(un − un−1) yields

−(∂̄ατ un, un − un−1) = κ2(∇un,∇un −∇un−1) +
(
(un)3 − un−1, un − un−1

)
.

Here we note that

κ2(∇un,∇un −∇un−1) =
κ2

2
‖∇un‖2L2(Ω) −

κ2

2
‖∇un−1‖2L2(Ω) +

κ2

2
‖∇(un − un−1)‖2L2(Ω),

Meanwhile, the fundamental inequality

(3.7) (a3 − b, a− b) ≥ 1

4

(
a2 − 1

)2 − 1

4

(
b2 − 1

)2
yields that

(3.8)
(
(un)3 − un−1, un − un−1

)
≥ 1

4
‖(un)2 − 1‖2L2(Ω) −

1

4
‖(un−1)2 − 1‖2L2(Ω).

Therefore, we arrive at the estimate

−(∂̄ατ un, un − un−1) ≥ E(un)− E(un−1)

Summing up both sides for n = 1, . . . , N , we obtain that

−τ
N∑
n=1

(∂̄ατ un, ∂̄
1
τun) ≥ E(uN )− E(u0).

Using Lemma 3.1, we have that

E(uN )− E(u0) ≤ 0

which completes the proof.

Remark 3.1. However, little is known about the energy dissipation law, which is important to the
gradient flow models. For the convex splitting scheme of the conventional Allen-Cahn eqaution, it is
well-known that the energy at each time level is decreasing, i.e., E(un) ≤ E(un−1) for all n ≥ 1, which
might not be true in the fractional case. Therefore, to develop a time stepping scheme which satisfies
some energy dissipation principles is a very interesting and important task, which will be explored in the
next part.

3.2. Fractional weighted schemes and energy dissipation law.. To derive some novel time
stepping schemes, we shall introduce the following backward fractional interpolation

(3.9) Iαu(tn) = −
n−1∑
j=1

ωn−j
(
u(tn−j)− u(0)

)
+ ω0u(0),

which is independent of u(tn). Then it is easy to see that

(3.10) u(tn)− Iαu(tn) =

n∑
j=1

ωn−j(u(tj)− u(0)) = τα∂̄ατ u(tn),

which means the approximation error is of order O(τα).
Then we propose the so-called weighted convex splitting (WCS) scheme, reading that for given

u0, u1, . . . , un−1, we shall look for the function un satisfying

(3.11) ∂̄ατ un − κ2∆un = un,α − (un)3, for 1 ≤ n ≤ N,

with the homogeneous Dirichlet boundary condition, where un,α denotes the fractional extrapolation
(3.10). In this nonlinear scheme, we handle the convex part u3 implicitly and replaces the concave part u

11



with the fractional extrapolation un,α. The WCS scheme (3.11) can be written as the following nonlinear
elliptic problem

(3.12)
(
I − τακ2∆

)
un + τα(un)3 = (1 + τα)un,α

Since the left hand side is monotone with respect to un, the unique solvability follows directly from the
implicit function theorem.

The next time stepping scheme, called linear weighted stabilized (LWS) scheme, is developed as

(3.13) ∂̄ατ un − κ2∆un = un,α − (un,α)3 − S (un − un,α) , for 1 ≤ n ≤ N,

where S > 0 is a stabilization constant. Such the scheme is linear because un,α is independent of un.
Then at each time level, the scheme (3.13) requires solving the elliptic problem(

(1 + ταS)I − τακ2∆
)
un = (1 + (S + 1)τα)un,α − τα(un,α)3

with the homogeneous Dirichlet boundary condition, which is uniquely solvable.
Next, we intend to show that both of schemes (3.11) and (3.13) satisfy the discrete maximum principle.

Theorem 3.3. The WCS scheme (3.11) satisfies the discrete maximum principle unconditionally,
i.e.,

‖u0‖L∞(Ω) ≤ 1 =⇒ ‖un‖L∞(Ω) ≤ 1 for all n ≥ 1.

Meanwhile, the LWS scheme (3.13) satisfies the discrete maximum principle with the constraint

S + τ−α ≥ 2,

where S is the stabilization constant in (3.13).

Proof. We prove the discrete maximum principle by induction. Recall that un,α is a convex combi-
nation of u0, u1, . . . , un−1, and hence ‖un,α‖L∞(Ω) ≤ 1. Again, we rewrite the WCS scheme (3.11) into
the form (3.12) and note that the operator I − τακ2∆ is positive. Meanwhile, (un)3 has the same sign of
un. Hence, it follows immediately that ‖un‖∞ ≤ 1 by the monotonicity.

Now we turn to the LWS scheme (3.13), we rewrite the time stepping scheme as(
(S + τ−α)I − κ2∆

)
un =

(
1 + S + τ−α

)
un,α − (un,α)3.

The right side in the form of h(x) = (1 + c)x− x3 with the constant c = S + τ−α and x ∈ [−1, 1]. Under
the assumption that c = S + τ−α ≥ 2, the function h(x) is monotonically increasing as well as

min
x∈[−1,1]

h(x) = h(−1) = −c and max
x∈[−1,1]

h(x) = h(1) = c,

due to h′(x) = (1 + c)− 3x2 ≥ 0. As a result, we have∥∥(1 + S + τ−α
)
un,α − (un,α)3

∥∥
L∞(Ω)

≤ S + τ−α,

which together with the property that∥∥∥((S + τ−α)I − κ2∆
)−1
∥∥∥
L∞(Ω)→L∞(Ω)

≤
(
S + τ−α

)−1

compete the proof of the theorem.

Finally, we intend to study the energy dissipation property.

Theorem 3.4. The WCS scheme (3.11) satisfies the weighted energy stability unconditionally, i.e.,

E(un) ≤ E(un,α), for all n ≥ 1.

The LWS scheme (3.13) also satisfies the weighted energy stability with the constraint S + τ−α ≥ 2.
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Proof. Taking L2-inner product of (3.11) with −(un − un,α) yields

− 1

Γ(2− α)τα
‖un − un,α‖2L2 = κ2(∇un,∇un −∇un,α) +

(
(un)3 − un,α, un − un,α

)
.

By a fundamental equaliy

a(a− b) =
1

2
a2 − 1

2
b2 +

1

2
(a− b)2,

and a fundamental inequality

(a3 − b, a− b) ≥ 1

4

(
a2 − 1

)2 − 1

4

(
b2 − 1

)2
,

we have
κ2

2
‖∇un‖2L2 −

κ2

2
‖∇un,α‖2L2 +

1

4
‖(un)2 − 1‖2L2 −

1

4
‖(un,α)2 − 1‖2L2

≤− 1

Γ(2− α)τα
‖un − un,α‖2L2 −

κ2

2
‖∇un −∇un,α‖2L2 .

Thus, for the WCS scheme (3.11) the weighted energy stability E(un) ≤ E(un,α) holds unconditionally.

For the LWS scheme (3.13), we follow the similar technique, we can derive

κ2(∇un,∇un −∇un,α) +
(
(un,α)3 − un,α, un − un,α

)
+
(
S + τ−α

)
‖un − un,α‖2L2 = 0.

We again use the fundamental equality

a(a− b) =
1

2
a2 − 1

2
b2 +

1

2
(a− b)2,

and obtain the following inequality

(b3 − b)(a− b) + (a− b)2 ≥ 1

4
(a2 − 1)2 − 1

4
(b2 − 1)2, ∀a, b ∈ [−1, 1].

As in last theorem we have shown the discrete maximum principle, it follows above inequality that(
(un,α)3 − un,α, un − un,α

)
+
(
S + τ−α

)
‖un − un,α‖2L2 ≥

1

4
‖(un)2 − 1‖2L2 −

1

4
‖(un,α)2 − 1‖2L2 ,

whenever S + τ−α ≥ 2. This ends up with

κ2

2
‖∇un‖2L2 −

κ2

2
‖∇un,α‖2L2 +

1

4
‖(un)2 − 1‖2L2 −

1

4
‖(un,α)2 − 1‖2L2 ≤ 0,

which is exactly the desired result.

Remark 3.2. It is seen that the weighted energy stability can be extended for more general form
free energy. We intend to emphasize that if the free energy is given convex (e.g., the linear problem or

time-fractional Allen-Cahn with |un| ≥
√

3
3 ), the weighted energy stability indicates the fractional energy

dissipation law as

(3.14) ∂̄ατ E(un) ≤ 0.

This is consistent with the energy decay property of classical gradient flow (α = 1), i.e., ∂̄τE(un) ≤ 0. At
the continuous level, it is possible to derive the fractional energy dissipation law for the linear subdiffusion
model

∂αt u− κ2∆u = 0.(3.15)

By taking L2-inner product of (3.15) with −∂αt u, we derive that

0 ≥ −‖∂αt u(t)‖2L2(Ω) = κ2(∇u(t), ∂αt ∇u(t)) ≥ ∂αt
(1

2
‖∇u(t)‖2L2(Ω)

)
= ∂αt E(u(t)),

which is consistent with the discrete energy dissipation law (3.14). Unfortunately, the free energy associ-
ated with Allen–Cahn equation is nonlinear and not always convex with respect to u. So far, we cannot
prove the fractional energy dissipation law but many numerical examples have already verified it in some
literatures. Seeking the theoretical proof the fractional energy dissipation law is a very interesting and
meaningful future work.
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4. Error analysis of time stepping schemes. In this section, we shall derive the error analysis
of the time stepping schemes proposed in Section 3. This requires some preliminary estimate for linear
problem (2.8) and the implicit BE-CQ scheme

(4.1) ∂̄ατ un +Aun = g(tn) for 1 ≤ n ≤ N,

with given initial condition u0, where A = −κ2∆ with the homogeneous Dirichlet boundary condition.
The following lemma gives the error estimate, which has been developed in [24].

Lemma 4.1. Let u0 ∈ H2(Ω)∩H1
0 (Ω) and u(t) be the solution of the linear time-fractional evolution

equation (2.8). Then {un}, the solutions of implicit BE-CQ scheme (4.1) satisfies

‖un − u(tn)‖L2(Ω) ≤ ctα−1
n τ‖Au0 + g(0)‖L2(Ω) + cτ

∫ tn

0

(tn − s)α−1‖g′(s)‖L2(Ω)ds.

For 1 ≤ p ≤ ∞ and X being a Banach space, we denote by `p(X) the space of sequences vn ∈ X,
n = 0, 1, . . . , such that ‖(vn)∞n=0‖`p(X) <∞, where

‖(vn)∞n=0‖`p(X) :=


( ∞∑
n=0

τ‖vn‖pX
) 1
p

if 1 ≤ p <∞,

sup
n≥0
‖vn‖X if p =∞.

For a finite sequence vn ∈ X, n = 0, 1, . . . ,m, we denote ‖(vn)mn=0‖`p(X) := ‖(vn)∞n=0‖`p(X), by setting
vn = 0 for n > m. The next two lemma shows that the BE-CQ scheme (4.1) satisfies the discrete
fractional Grönwall’s inequality and discrete maximal `p regularity, whose complete proof is given in [26,
Theorem 2.2] and [25, Theorem 5].

Lemma 4.2. Let ∂̄ατ denote the BE-CQ given by (3.1). If α ∈ (0, 1) and p ∈ (1/α,∞), and a sequence
vn ∈ X, n = 0, 1, 2, . . . , with v0 = 0, satisfies

‖(∂̄ατ vn)mn=1‖`p(X) ≤ c0‖(vn)mn=1‖`p(X) + σ, ∀ 0 ≤ m ≤ N,

for some positive constants κ and σ, then there exists a τ0 > 0 such that for any τ < τ0 there holds

‖(vn)Nn=1‖`∞(X) + ‖(∂̄ατ vn)Nn=1‖`p(X) ≤ cσ,

where the constants c and τ0 are independent of σ, τ , N , X and vn, but may depend on α, p, c0 and T .

Lemma 4.3. The BE-CQ scheme (4.1) with u0 = 0 has the following maximal `p-regularity

‖(∂̄ατ un)mn=1‖`p(L2(Ω)) + ‖(Aun)mn=1‖`p(L2(Ω)) ≤ c‖(fn)mn=1‖`p(L2(Ω)),

where the constant c is independent of N, τ .

4.1. Error analysis of the CS scheme.. With the help of error estimate in Lemma 4.1, the
discrete fractional Grönwall’s inequality in Lemma 4.2, the discrete maximal `p regularity in Lemma 4.3
and the regularity estimate in Section 2, we can derive the error analysis of the CS scheme (3.2). To this
end, we use the splitting that

(4.2) u(tn)− un = (u(tn)− vn) + (vn − un) =: θn + ρn.

where vn satisfies the time stepping scheme

∂̄ατ vn +Avn = f(u(tn)), with v0 = u0,(4.3)

Lemma 4.4. Let u0 ∈ H2(Ω) ∩ H1
0 (Ω) and u(t) be the solution of the time-fractional Allen-Cahn

equation (1.1). Then θn = u(tn)− vn, where vn is the solutions of (4.3), satisfies

(4.4) max
1≤n≤N

‖θn‖L2(Ω) ≤ cτα.

where the constant c may depends on α, κ, T, u0 but is independent of u and τ .
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Proof. Using Lemma 4.1, we have the following estimate that

‖uh(tn)− vnh‖L2(Ω) ≤ctα−1
n τ

(
‖Au0 + g(u0)‖L2(Ω)

)
+ cτ

∫ tn

0

(tn − s)α−1‖f ′(u(s))∂su(s)‖L2(Ω)ds.

Using the fact that u ∈ L∞((0, T )× Ω) by Theorem 2.1, we have ‖f ′(u(s))‖L2(Ω) ≤ c, and hence

‖f ′(u(s))∂su(s)‖L2(Ω) ≤ c‖∂su(s)‖L2(Ω) ≤ csα−1,

where the last inequality is given by (2.14). As a result, we derive that

‖uh(tn)− vnh‖L2(Ω) ≤ ctα−1
n τ + cτ

∫ tn

0

(tn − s)α−1sα−1ds ≤ cτ(tα−1
n + t2α−1

n ) ≤ cτtα−1
n ≤ cτα.

The next lemma gives the bound of ρn.

Lemma 4.5. Suppose that u0 ∈ H2(Ω) ∩H1
0 (Ω) and |u0| ≤ 1. Let vn be the solution of (4.3) and un

be the solution of the CS scheme (3.2). Then ρn = vn − un satisfies

(4.5) max
1≤n≤N

‖ρn‖L2(Ω) ≤ cτα.

where the constant c may depends on α, κ, T, u0 but is independent of u and τ .

Proof. We note that ρn satisfies the following discrete problem

∂̄ατ ρn +Aρn = (u(tn)− un−1) + (u(tn)3 − (un)3), with ρ0 = 0.

By applying the discrete maximal `p-regularity in Lemma 4.3, we obtain that for all 1 < p <∞:

‖(∂̄ατ ρn)mn=1‖`p(L2(Ω)) ≤ c‖(u(tn)− un−1)mn=1‖`p(L2(Ω)) + c‖(u(tn)3 − (un)3)mn=1‖`p(L2(Ω)) =

2∑
i=1

Ii.

Using the regularity estimate (2.14), we have an estimate for I1

I1 ≤ c‖(u(tn−1)− un−1)mn=1‖`p(L2(Ω)) + c‖(u(tn)− u(tn−1))mn=1‖`p(L2(Ω))

≤ cτα + c‖(ρn)mn=1‖`p(L2(Ω)) + c
∣∣∣∣∣∣( ∫ tn

tn−1

u′(s) ds
)m
n=1

∣∣∣∣∣∣
`p(L2(Ω))

≤ cτα + c‖(ρn)mn=1‖`p(L2(Ω)).

Finally, using the fact that |u(x, t)| ≤ 1 and |un| ≤ 1 respectively by Theorems 2.4 and 3.1, we derive the
bound for the second term

I2 ≤ c‖(u(tn)− un)mn=1‖`p(L2(Ω)) ≤ c‖(θn)mn=1‖`p(L2(Ω)) + c‖(ρn)mn=1‖`p(L2(Ω))

≤ cτα + c‖(ρn)mn=1‖`p(L2(Ω)).

Combining the preceding three estimates, we arrive at

‖(∂̄ατ ρn)mn=1‖`p(L2(Ω)) ≤ cτα + c‖(ρn)mn=1‖`p(L2(Ω)).

By choosing p > 1/α and applying the discrete Grönwall’s inequality in Lemma 4.2), we obtain

max
1≤n≤N

‖ρn‖L2(Ω) ≤ cτα.

This completes the proof of the lemma.

Combing Lemmas 4.4 and 4.5, we have the error estimate for the CS scheme (3.2).

Theorem 4.1. Suppose that u0 ∈ H2(Ω) ∩ H1
0 (Ω) and |u0| ≤ 1. Let u be the solution of the time-

fractional Allen-Cahn equation (1.1). Then un, the solution of the CS scheme (3.2), satisfies the error
estimate

(4.6) max
1≤n≤N

‖u(tn)− un‖L2(Ω) ≤ cτα.

where the constant c may depends on α, κ, T, u0 but is independent of u and τ .

15



4.2. Error analysis of the weighted time stepping scheme.. Now we shall turn to the error
estimate for the WCS scheme (3.11) and the LWS scheme (3.13). Besides the useful tools applied in the
previous section, we also need the following lemma for the bound of ∂̄ατ u(tn).

Lemma 4.6. Let u0 ∈ H2(Ω)∩H1
0 (Ω) and u be the solution of the time-fractional Allen-Cahn equation

(1.1). Meanwhile, let ∂̄ατ denote the BE-CQ given by (3.1). Then we have for n ≥ 1

max
1≤n≤N

‖∂̄ατ u(tn)‖L2(Ω) ≤ c.

Proof. By setting y(t) = u(t)− u0, then we have

∂̄ατ u(tn) = ∂̄ατ y(tn) = ∂̄α−1
τ ψn =

n∑
j=0

ωn−jψj ,

where ψn = ∂̄1
τy(tn), for n = 1, . . . , N and ψ0 = 0. By the regularity estimate (2.14), we have

‖ψ1‖L2(Ω) ≤ τ−1‖
∫ τ

0

u′(s) ds‖L2(Ω) ≤ τ−1

∫ τ

0

‖u′(s)‖L2(Ω) ds ≤ cτ−1

∫ τ

0

sα−1 ds ≤ cτα−1.

Meanwhile, for n ≥ 2, we derive that

‖ψn‖L2(Ω) ≤ τ−1‖
∫ tn

tn−1

u′(s) ds‖L2(Ω) ≤ τ−1

∫ tn

tn−1

‖u′(s)‖L2(Ω) ds ≤ cτ−1

∫ tn

tn−1

sα−1 ds ≤ cτ−1tα−1
n−1.

Finally, find a bound for the weights ω
(α−1)
n = Πn

i=1(1− α
j ) in (3.4). By the trivial inequality ln(1+x) ≤ x

for x > −1, we derive

lnω(α−1)
n =

n∑
j=1

ln

(
1− α

j

)
≤ −α

n∑
j=1

j−1 ≤ −α ln(n+ 1).

which indicates that for n ≥ 0 satisfy the estimate that

0 < ω(α−1)
n < (n+ 1)−α.

Therefore,

‖∂̄ατ u(tn)‖L2(Ω) ≤ τ1−α
n∑
j=2

ω
(α−1)
n−j ‖ψj‖L2(Ω) + τ1−αω

(α−1)
n−1 ‖ψ1‖L2(Ω)

≤ c
n∑
j=2

(n− j + 1)−α(j − 1)α−1 + cn−α ≤ c.

where the constant c is independent of n. This completes the proof.

Theorem 4.2. Suppose that u0 ∈ H2(Ω) ∩ H1
0 (Ω) and |u0| ≤ 1. Let u be the solution of the time-

fractional Allen-Cahn equation (1.1). Then un, the solution of the WCS scheme (3.11), satisfies

max
1≤n≤N

‖u(tn)− un‖L2(Ω) ≤ cτα.

where the constant c may depends on α, κ, T, u0 but is independent of u and τ .

Proof. To derive the error, we shall use the splitting (4.2) and note that the estimate for θn has been
given in the Lemma (4.4). Then ρn satisfies the time stepping problem

∂̄ατ ρn +Aρn = (u(tn)− un,α) + (u(tn)3 − (un)3), with ρ0 = 0.

Using the discrete maximal `p-regularity in Lemma 4.3, we obtain that for all 1 < p <∞:

‖(∂̄ατ ρn)mn=1‖`p(L2(Ω)) ≤ c‖(u(tn)− un,α)mn=1‖`p(L2(Ω)) + c‖(u(tn)3 − (un)3)mn=1‖`p(L2(Ω)) =: I1 + I2.

16



The second term could be bounded using the same argument in Lemma 4.5, with the help of the (discrete)
maximum principle and regularity estimate (2.14). In particular, we have

I2 ≤ cτα + c‖(ρn)mn=1‖`p(L2(Ω)).

Now we turn to the first term. Using the definition of fractional weighted extrapolation (3.9), we have

I1 ≤ τα‖(∂̄ατ u(tn))mn=1‖`p(L2(Ω)) +
∣∣∣∣∣∣( n−1∑

i=1

ωn−i(ui − u(ti))
)m
n=1

∣∣∣∣∣∣
`p(L2(Ω))

.

Using the Young’s inequality of discrete convolution, we arrive at

I1 ≤ τα‖(∂̄ατ u(tn))mn=1‖`p(L2(Ω)) + c‖(un − u(tn))mn=1‖`p(L2(Ω))

Then Lemma 4.6 leads to

(4.7) I1 ≤ cτα + c‖(un − u(tn))mn=1‖`p(L2(Ω)) ≤ cτα + c‖(ρn)mn=1‖`p(L2(Ω))

Combining the preceding two estimates, we arrive at

‖(∂̄ατ ρn)mn=1‖`p(L2(Ω)) ≤ cτα + c‖(ρn)mn=1‖`p(L2(Ω)).

By choosing p > 1/α and applying the discrete Grönwall’s inequality in Lemma 4.2, we obtain

max
1≤n≤N

‖ρn‖L2(Ω) ≤ cτα.

This completes the proof of the lemma.

Similar argument may derive the error estimate for the LWS scheme (3.13) with smooth initial data.

Corollary 4.1. Suppose that u0 ∈ H2(Ω) ∩H1
0 (Ω) and |u0| ≤ 1. Let u be the solution of the time-

fractional Allen-Cahn equation (1.1). Then {un}, the solution of the LWS scheme (3.13), satisfies the
error estimate

(4.8) max
1≤n≤N

‖u(tn)− un‖L2(Ω) ≤ cτα.

where the constant c may depends on α, κ, T, u0 but is independent of u and τ .

Proof. To derive the error, we shall use the usual splitting (4.2) and note that the estimate for θn
has been given in the Lemma (4.4). Then ρn satisfies the time stepping problem

∂̄ατ ρn +Aρn = (u(tn)− un,α) + (u(tn)3 − (un,α)3) + S(un − un−α)

with ρ0 = 0. Using the discrete maximal `p-regularity in Lemma 4.3, as well as the fact that |u(x, t)| ≤ 1
and |un,α(x)| ≤ 1 for all n ≥ 0, we obtain that for all 1 < p <∞:

‖(∂̄ατ ρn)mn=1‖`p(L2(Ω)) ≤ c‖(u(tn)− un,α)mn=1‖`p(L2(Ω)) + ‖(un − un−α)mn=1‖`p(L2(Ω)) =: I1 + I2.

The estimate for the first term has been given by (4.7). Now we apply Lemma 4.6 to obtain that

I2 = c‖(∂̄ατ un)mn=1‖`p(L2(Ω))

≤ cτα‖(∂̄ατ u(tn))mn=1‖`p(L2(Ω)) + cτα‖(∂̄ατ (u(tn)− un))mn=1‖`p(L2(Ω))

≤ cτα + cτα‖(∂̄ατ (u(tn)− un))mn=1‖`p(L2(Ω)).

Then the discrete (in time) inverse inequality yields that

I2 ≤ cτα + c‖(u(tn)− un)mn=1‖`p(L2(Ω)) ≤ cτα + c‖(ρn)mn=1‖`p(L2(Ω)).

Finally, the preceding estimates together with the discrete Grönwall’s inequality in Lemma 4.2 result in
the desired result.
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Remark 4.1. In this paper, we only present the argument for the homogeneous Dirichlet boundary
condition. In fact, all the argument could be applied to other types of boundary conditions, e.g., periodic
boundary condition and Nuemann boundary condition, since the analysis only depends on the abstract
operator A and its resolvent estimate.

5. Numerical results. In this section, we present some numerical experiments to confirm the
theoretical findings and to offer new insight on the time-fractional Allen-Cahn dynamics.

Example 5.1. In the first example, we use a two-dimensional problem to support the convergence rate
of the proposed numerical schemes. To this end, we let Ω = (0, 1)2 and κ = 0.5, and take the fractional
power α to be 0.4, 0.6, 0.8, respectively. We use the smooth initial condition u0(x, y) = x(1− x)y(1− y).

In the computation, The central finite difference method is used for the discretization in spatial space
with h = 1/200 in each direction. Here we present the error of numerical solution of the CS (3.2), WCS
(3.11) and LWS schemes (3.13), in Table 1. Since the exact solution is unknown, to numerically evaluate
pointwise-in-time temporal error et, we compute

et ≈ max
1≤n≤N

‖unτ − u2n
τ/2‖L2(Ω).

Numerical experiments show that all the three schemes are convergent with rate O(τα). This observation
fully supports our theoretical result in Theorems 4.1 and 4.2, and Corollary 4.1.

Table 1
Example 5.1: et with T = 1, τ = T/N , N = k × 104, and h = 1/200.

Scheme α\k 1 2 4 8 16 rate
0.4 6.01e-4 4.50e-4 3.36e-4 2.51e-4 1.87e-4 ≈ 0.42 (0.40)

CS 0.6 1.38e-4 8.78e-5 5.64e-5 3.65e-5 2.37e-5 ≈ 0.63 (0.60)
0.8 2.51e-5 1.26e-5 6.51e-6 3.62e-6 2.04e-6 ≈ 0.84 (0.80)
0.4 4.84e-4 3.76e-4 2.90e-4 2.22e-4 1.70e-4 ≈ 0.38 (0.40)

WCS 0.6 1.32e-4 8.54e-5 5.54e-5 3.60e-5 2.35e-5 ≈ 0.62 (0.60)
0.8 3.32e-5 1.79e-5 9.72e-6 5.29e-6 2.89e-6 ≈ 0.85 (0.80)
0.4 5.70e-4 4.35e-4 3.29e-4 2.48e-4 1.86e-4 ≈ 0.41 (0.40)

LWS 0.6 1.70e-4 1.10e-4 7.16e-5 4.67e-5 3.05e-5 ≈ 0.62 (0.60)
0.8 6.71e-5 3.76e-6 2.10e-6 1.18e-6 6.64e-6 ≈ 0.83 (0.80)

Example 5.2. Consider the one-dimensional fractional Allen–Cahn equation in [0, 2π] with zero
Dirichlet boundary conditions. We fix κ = 0.1 and take the fractional power α to be 0.5, 0.7, 0.9, respec-
tively. The central finite difference method is used for the discretization in spatial space with N = 27,
and the time step τ = 10−2. Here we test smooth initial value: u(0, x) = 0.05 sin(x).

The classical Allen–Cahn equation (α = 1) is also computed for comparison. We present the solutions
and energy curves in Figure 1. We observe that for time fractional case, the evolution is slower than
that of the classical Allen–Cahn. In particular, we observe that the dynamic is slower for the smaller α,
especially for long time, e.g. after T = 10, where the classical Allen–Cahn almost arrives at the steady
state but the fractional one with α = 0.5 is far from the steady state. But in both two cases, the energy
decays monotonically, and moreover, the following energy dispassion law

∂̄ατ E(tn) ≤ 0, for all n ≥ 1,

holds as expected.

Example 5.3. Consider the two-dimensional fractional Allen–Cahn equation in (0, 2π)2 with zero
Dirichlet boundary conditions. We fix κ = 0.1 and take the fractional power α to be 0.5, 0.7, 9, respec-
tively. The central finite difference method is used for the discretization in spatial space with N = 27 in
each direction, and the time step τ = 5× 10−3. In the experiment, we test the random initial value with
zero mean u(0, x, y) = 0.05(2 ∗ rand(x, y)− 1), where rand(·) denotes a random number in [0, 1].
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Fig. 1. (Example 5.2:) Above four subfigures: configurations of phase field evolution; below two subfigures: evolutions
of energy and fractional derivative of energy.

In Figure 2, the numerical solutions look almost the same before T = 5 for all four equations, which
corresponds to the phase separation period. After that the solutions looking apparently different, in this
period the dynamics enters the long time scale phase coarsening. This is further verified by the energy
evolution. Numerically, we can conclude that the equations with different fractional orders have similar
dynamics for the phase separation but the coarsening dynamics becomes slower for the smaller fractional
orders. Again, from the numerical experiments, we observe the fractional energy dispassion law

∂̄ατ E(un) ≤ 0, for all n ≥ 1.

Example 5.4. It well-known that the classical Allen–Cahn equation will converge to the mean cur-
vature flow. In this example, we intend to numerically compare the difference between the dynamics of
the integer order AC equation and the ones of the time-fractional Allen–Cahn equation. To this end, we
continue the two-dimensional problem with κ = 0.1. We shall test two experiments with initial data rep-
resenting different interfaces, i.e., a circle (I) and a dumbbell (II), and observe how the phase parameter
and the energy evolve for different values of α.

The results for the first experiment are presented in Figure 4, and those for the second one are shown
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Fig. 2. (Example 5.3) Configurations of phase field evolution.

in Figure 5, respectively. In both two tests, it is seen that the relaxation time changes with different
α. For the circular case, after a short time for phase reordering, all three circles shrink as time going.
Particularly, the area of the circle in the classical Allen–Cahn equation shrinks linearly, which essentially
illustrate the dynamics of mean curvature flow in the two-dimension. For the time-fractional Allen–Cahn
model, the area shrinking rate seems to exhibit a power-law scaling. The detailed behavior will not be
presented here. For the dumbbell case, in all three equations it is observed that two balls shrink first
while the neck in between keeps flat, where the curvature is zero. It is reasonable to conjecture that the
dynamics of time-fractional AC equation may converge to some kind of mean curvature flow, at least for
the simple structure cases. This will be an interesting topic in our future studies.

6. conclusion. In this paper, we study a time-fractional Allen-Cahn equation, where the conven-
tional first-order time-derivative is replaced by a fractional derivative with order α ∈ (0, 1), resulting
in history dependent nonlocal-in-time dynamics. The well-posedness, solution regularity, and maximum
principle are proved, by using some useful tools such as the maximal Lp regularity of fractional evolution
equations and the fractional Gröwall’s inequality. Then we developed three unconditionally solvable and
stable time stepping schemes, i.e., convex splitting scheme, weighted convex splitting scheme and linear
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Fig. 3. (Example 5.3) Evolutions of energy and fractional derivative of energy
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Fig. 4. (Example 5.4 (I)) Comparisons between classical AC and factional AC.
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Fig. 5. (Example 5.4 (II)) Comparisons between classical AC and factional AC.

weighted stabilized scheme. The energy dissipation property (in a weighted average sense) were discussed
for the last two time stepping schemes. Finally, we show the convergence of those time stepping schemes,
where the error is of order O(τα) without any extra regularity assumption on the solution.

It is promising to extend our argument to the general nonlocal-in-time phase field model

Dρu(t)− κ2∆u = −F ′(u),

with historical initial data, where the nonlocal operator is given by

Dρu(t) =

∫ ∞
0

(u(t)− u(t− s))ρ(s) ds,

which contains many popular examples, such as Caputo fractional derivative we discussed in this paper,
tempered fractional derivative [40], distributed-order derivative [11], or nonlocal operator with a finite
nonlocal horizon [18], even though the theoretical analysis of those models remain fairly scarce, and
those technical tools, such as (discrete) maximal regularity and weighted Grönwall’s inequality, await
rigorous study. Finally, the simulated dynamics of the nonlocal-in-time Allen-Cahn equations observed
in numerical experiments reveal interesting insight on nonlocal-in-time curvature dependent dynamics,
which awaits further theoretical studies in the future.
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