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Abstract. A Morley-Wang-Xu (MWX) element method with a simply modi-

fied right hand side is proposed for a fourth order elliptic singular perturbation
problem, in which the discrete bilinear form is standard as usual nonconform-

ing finite element methods. The sharp error analysis is given for this MWX
element method. And the Nitsche’s technique is applied to the MXW element

method to achieve the optimal convergence rate in the case of the boundary

layers. An important feature of the MWX element method is solver-friendly.
Based on a discrete Stokes complex in two dimensions, the MWX element

method is decoupled into one Lagrange element method of Poisson equation,

two Morley element methods of Poisson equation and one nonconforming P1-
P0 element method of Brinkman problem, which implies efficient and robust

solvers for the MWX element method. Some numerical examples are provided

to verify the theoretical results.

1. Introduction

In this paper, we shall apply the Morley-Wang-Xu (MWX) element [25, 36] to
discretize the fourth order elliptic singular perturbation problem

(1.1)

{
ε2∆2u−∆u = f in Ω,

u = ∂nu = 0 on ∂Ω,

where Ω ⊂ Rd with d ≥ 2 is a convex and bounded polytope, f ∈ L2(Ω), n is the
unit outward normal to ∂Ω, and ε is a real small and positive parameter.

The MWX element is the simplest finite element for fourth order problems, as it
has the fewest number of degrees of freedom on each element. The generalization
of the MWX element to any star-shaped polytope in any dimension is recently
developed in the context of the virtual element in [12]. However it is divergent to
discretize problem (1.1) by the MWX element in the following standard way when
ε is very close to 0 [26, 32]: find uh0 ∈ Vh0 such that

(1.2) ε2(∇2
huh0,∇2

hvh) + (∇huh0,∇hvh) = (f, vh) ∀ vh ∈ Vh0,
where Vh0 is the global MWX element space. To this end, a modified MWX el-
ement method was advanced in [38, 33] to deal with this divergence by replacing
(∇huh0,∇hvh) with (∇Πhuh0,∇Πhvh), where Πh is an interpolation operator from
Vh0 to some lower-order H1-conforming finite element space. Instead of introducing

2020 Mathematics Subject Classification. 65N12; 65N22; 65N30; 65F08;
Key words and phrases. Fourth order elliptic singular perturbation problem, Morley-Wang-Xu

element, Decoupling, Boundary layers, Fast solver.
This work was supported by the National Natural Science Foundation of China Project (Grant

Nos. 11771338 and 12071289), and the Fundamental Research Funds for the Central Universities
(Grant No. 2019110066).

1

ar
X

iv
:2

01
1.

14
06

4v
1 

 [
m

at
h.

N
A

] 
 2

8 
N

ov
 2

02
0



2 XUEHAI HUANG, YULING SHI, AND WENQING WANG

the interpolation operator, the combination of the MWX element and the interior
penalty discontinuous Galerkin formulation [2] is proposed to discretize problem
(1.1) in [39]. Both modified Morley element methods in [38, 33, 39] uniformly
converge with respect to the parameter ε.

Apart from the MWX element, there are many other H2-nonconforming ele-
ments constructed to design robust numerical methods for problem (1.1), including
C0 H2-nonconforming elements in [26, 30, 21, 31, 8, 7, 40, 9, 34, 35] and fully H2-
nonconforming elements in [14, 13, 31]. And a C0 interior penalty discontinuous
Galerkin (IPDG) method with the Lagrange element space was devised for prob-
lem (1.1) in [3, 17]. We refer to [29, 1, 42] for the H2-conforming finite element
methods of problem (1.1), which usually suffer from large number of degrees of
freedom.

To design a simple finite element method for problem (1.1), we still employ
the MWX element space and the standard discrete bilinear formulation as the left
hand side of the discrete method (1.2) in this paper. We simply replace the right
hand side (f, vh) by (f, Phvh), where Ph is the H1-orthogonal projector onto the
H1-conforming `th order Lagrange element space Wh with ` = 1, 2. In a word,
we propose the following robust MWX element method for problem (1.1): find
uh0 ∈ Vh0 such that

(1.3) ε2(∇2
huh0,∇2

hvh) + (∇huh0,∇hvh) = (f, Phvh) ∀ vh ∈ Vh0.
The stiffness matrix of the discrete method (1.3) can be assembled in a standard
way, which is sparser than that of the discontinuous Galerkin methods, such as [39].
After establishing the interpolation error estimate and consistency error estimate,
the optimal convergence rate O(h) of the energy error is achieved. And the discrete
method (1.3) possesses the sharp and uniform convergence rate O(h1/2) of the
energy error in consideration of the boundary layers.

An important feature of the discrete method (1.3) is solver-friendly. First the
discrete method (1.3) is equivalent to find wh ∈Wh and uh0 ∈ Vh0 such that

(∇wh,∇χh) = (f, χh) ∀ χh ∈Wh,(1.4)

ε2ah(uh0, vh) + bh(uh0, vh) = (∇wh,∇hvh) ∀ vh ∈ Vh0.(1.5)

Especially in two dimensions, thanks to the relationship between the Morley element
space Vh0 and the vectorial nonconforming P1 element space V CR

h0 (cf. [16, Theorem
4.1]), the discrete method (1.5) can be decoupled into two Morley element methods
of Poisson equation and one nonconforming P1-P0 element method of Brinkman
problem, i.e., find (zh, φh, ph, wh) ∈ Vh0 × V CR

h0 ×Qh × Vh0 such that

(curlh zh, curlh vh) = (∇wh,∇hvh) ∀ vh ∈ Vh0,(1.6a)

(φh, ψh) + ε2(∇hφh,∇hψh) + (divh ψh, ph) = (curlh zh, ψh) ∀ ψh ∈ V CR
h0 ,(1.6b)

(divh φh, qh) = 0 ∀ qh ∈ Qh,(1.6c)

(curlh uh0, curlh χh) = (φh, curlh χh) ∀ χh ∈ Vh0.(1.6d)

When ε is small, the discrete method (1.5) can be easily solved by the the conjugate
gradient (CG) method with the auxiliary space preconditioner [41]. The decou-
pling (1.6a)-(1.6d) will induce efficient and robust solvers for the MWX element
method (1.3) for large ε. The Lagrange element method of Poisson equation (1.4),
and the Morley element methods of Poisson equation (1.6a) and (1.6d) can be
solved by the CG method with the auxiliary space preconditioner, in which the H1
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conforming linear element discretization on the same mesh for the Poisson equa-
tion can be adopted as the auxiliary problem. And the algebraic multigrid (AMG)
method is used to solve the auxiliary problem. As for the nonconforming P1-P0 el-
ement methods of Brinkman problem (1.6b)-(1.6c), we can use the block-diagonal
preconditioner in [27, 24, 6] or the approximate block-factorization preconditioner
in [10], which are robust with respect to the mesh size h. The resulting fast solver
of the MWX element method (1.3) also works for the shape-regular unstructured
meshes.

When ε is close to zero, the uniform convergence rate O(h1/2) of the energy
error of the discrete method (1.3) is sharp but not optimal, where the optimal
convergence rate should be O(h`) for ` = 1, 2. To promote the convergence rate
in the case of the boundary layers, we apply the Nitsche’s technique in [21] to the
discrete method (1.3), i.e. impose the boundary condition ∂nu = 0 weakly by the
penalty technique [2]. The optimal error analysis is present for the resulting discrete
method, whose convergence rate is uniform with respect to the perturbation pa-
rameter ε when ε approaches zero. Similarly, as (1.6a)-(1.6d), the discrete method
with Nitsche’s technique on the boundary can also be decoupled into one Lagrange
element method of Poisson equation, two Morley element methods of Poisson equa-
tion and one nonconforming P1-P0 element method with Nitsche’s technique of
Brinkman problem, which is solver-friendly.

The rest of this paper is organized as follows. Some notations, connection opera-
tors and interpolation operators are shown in section 2. In section 3, we develop and
analyze the MWX element method, and the MWX element method with Nitsche’s
technique is devised and analyzed in section 4. Section 5 focuses on the equivalent
decoupling of the MWX element methods. Finally, some numerical results are given
in section 6 to confirm the theoretical results.

2. Connection Operators and Interpolation Operators

2.1. Notation. Given a bounded domain G ⊂ Rd and a non-negative integer m,
let Hm(G) be the usual Sobolev space of functions on G, and Hm(G;X) the Sobolev
space of functions taking values in the finite-dimensional vector space X for X being
Rd or M, where M is the space of all d × d tensors. The corresponding norm and
semi-norm are denoted respectively by ‖·‖m,G and |·|m,G. Let (·, ·)G be the standard
inner product on L2(G) or L2(G;X). If G is Ω, we abbreviate ‖ · ‖m,G, | · |m,G and
(·, ·)G by ‖ · ‖m, | · |m and (·, ·), respectively. Let Hm

0 (G) be the closure of C∞0 (G)
with respect to the norm ‖ · ‖m,G. Let Pm(G) stand for the set of all polynomials
in G with the total degree no more than m, and Pm(G;Rd) the vectorial version of
Pm(G). As usual, |G| denotes the measure of a given open set G. For any finite set
S, denote by #S the cardinality of S.

We partition the domain Ω into a family of shape regular simplicial grids Th (cf.
[4, 15]) with h := max

K∈Th
hK and hK := diam(K). Let Fh be the union of all d − 1

dimensional faces of Th, F i
h the union of all interior d− 1 dimensional faces of the

triangulation Th, and F∂
h := Fh\F i

h. Similarly, let Eh be the union of all d − 2
dimensional faces of Th, E ih the union of all interior d − 2 dimensional faces of the
triangulation Th, and E∂h := Eh\E ih. Set

F i(K) := {F ∈ F i
h : F ⊂ ∂K}, F∂(K) := {F ∈ F∂

h : F ⊂ ∂K},

E(K) := {e ∈ Eh : e ⊂ ∂K}.
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For each K ∈ Th, denote by nK the unit outward normal to ∂K. Without causing
any confusion, we will abbreviate nK as n for simplicity. For each F ∈ Fh, denote by
hF its diameter and fix a unit normal vector nF such that nF = nK if F ∈ F∂(K).
In two dimensions, i.e. d = 2, we use tF to denote the unit tangential vector of F
if F ∈ F∂

h , and abbreviate it as t for simplicity. For s ≥ 1, define

Hs(Th) := {v ∈ L2(Ω) : v|K ∈ Hs(K) ∀ K ∈ Th}.
For any v ∈ Hs(Th), define the broken Hs norm and seminorm

‖v‖2s,h :=
∑

K∈Th

‖v‖2s,K , |v|2s,h :=
∑

K∈Th

|v|2s,K .

For any v ∈ H2(Th), introduce some other discrete norms

9v92
2,h := |v|22,h +

∑
F∈F∂

h

h−1F ‖∂nv‖
2
0,F ,

‖v‖2ε,h := ε2|v|22,h + |v|21,h, 9v92
ε,h := ε2 9 v 92

2,h +|v|21,h.
For any face F ∈ Fh, set

∂−1F := {K ∈ Th : F ⊂ ∂K}, ωF := interior

( ⋃
K∈∂−1F

K

)
.

For any simplex K ∈ Th, denote

TK := {K ′ ∈ Th : K ′ ∩K 6= ∅}, ωK := interior

( ⋃
K′∈TK

K ′

)
,

ω2
K := interior

(⋃
{ωK′ ∈ Th : K ′ ∩K 6= ∅}

)
.

Discrete differential operators ∇h, curlh and divh are defined as the elementwise
counterparts of ∇, curl and div associated with Th respectively. Throughout this
paper, we also use “. · · · ” to mean that “≤ C · · · ”, where C is a generic positive
constant independent of h and the parameter ε, which may take different values at
different appearances.

Moreover, we introduce averages and jumps on d−1 dimensional faces as in [22].
Consider two adjacent simplices K+ and K− sharing an interior face F . Denote
by n+ and n− the unit outward normals to the common face F of the simplices
K+ and K−, respectively. For a scalar-valued or vector-valued function v, write
v+ := v|K+ and v− := v|K− . Then define the average and jump on F as follows:

{v} :=
1

2
(v+ + v−), JvK := v+nF · n+ + v−nF · n−.

On a face F lying on the boundary ∂Ω, the above terms are defined by

{v} := v, JvK := vnF · n.
Associated with the partition Th, the global Morley-Wang-Xu (MWX) element

space Ṽh consists of all piecewise quadratic functions on Th such that, their integral
average over each (d − 2)-dimensional face of elements in Th are continuous, and
their normal derivatives are continuous at the barycentric point of each (d − 1)-
dimensional face of elements in Th (cf. [36, 25, 37]). And define

Vh :=

{
v ∈ Ṽh :

∫
e

v ds = 0 ∀ e ∈ E∂h
}
,
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Vh0 :=

{
v ∈ Vh :

∫
F

∂nv ds = 0 ∀F ∈ F∂
h

}
.

Notice that we do not impose the boundary condition
∫
F
∂nv ds = 0 in the finite

element space Vh. Due to Lemma 4 in [36], we have

(2.1)

∫
F

J∇vhK ds = 0 ∀ vh ∈ Vh, F ∈ F i
h,

(2.2)

∫
F

J∇F vhK ds = 0 ∀ vh ∈ Vh, F ∈ Fh,

(2.3)

∫
F

J∇vhK ds = 0 ∀ vh ∈ Vh0, F ∈ Fh,

where the surface gradient ∇F vh := ∇vh − ∂nF
vhnF .

2.2. Connection operators. In this subsection we will introduce some operators
to connect the Lagrange element space and the MWX element space for analysis.
Let the Lagrange element space

Wh :=
{
v ∈ H1

0 (Ω) : v|K ∈ P`(K) ∀K ∈ Th
}

with ` = 1 or 2. Define a connection operator EL
h : Vh →Wh with ` = 2 as follows:

Given vh ∈ Vh, EL
h vh ∈Wh is determined by

N(EL
h vh) :=

1

#TN

∑
K∈TN

N(vh|K)

for each interior degree of freedom N of the space Wh, where TN ⊂ Th denotes the
set of simplices sharing the degree of freedom N . By the weak continuity of Vh0
and Vh and the techniques adopted in [32, 5], we have for any s = 1, 2, 0 ≤ m ≤ s
and j = 0, 1, 2 that

|vh − EL
h vh|m,K . h

s−m
K |vh|s,ωK

∀ vh ∈ Vh0,

‖vh − EL
h vh‖0,K + hK |vh − EL

h vh|1,K . hK |vh|1,ωK
∀ vh ∈ Vh,

|vh − EL
h vh|j,K . h

2−j
K

(
|vh|2,ωK

+
∑

K′∈TK

∑
F∈F∂(K′)

h
−1/2
F ‖∂nvh‖0,F

)
∀ vh ∈ Vh

for each K ∈ Th. Then we get

(2.4) |vh − EL
h vh|1,h . min{|vh|1,h, h1/2|vh|1/21,h |vh|

1/2
2,h , h|vh|2,h} ∀ vh ∈ Vh0,

(2.5) |vh − EL
h vh|1,h . min{|vh|1,h, h1/2|vh|1/21,h 9 v91/2

2,h , h 9 v92,h} ∀ vh ∈ Vh.
To define interpolation operators later, we also need another two connection

operators Eh : Wh → Vh and Eh0 : Wh → Vh0. For any vh ∈ Wh, Ehvh ∈ Vh is
determined by ∫

e

Ehvh ds =

∫
e

vh ds ∀ e ∈ E ih,∫
F

∂nF
(Ehvh) ds =

∫
F

{∂nF
vh} ds ∀ F ∈ Fh.

And Eh0vh ∈ Vh0 is determined by∫
e

Eh0vh ds =

∫
e

vh ds ∀ e ∈ E ih,
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F

∂nF
(Eh0vh) ds =

∫
F

{∂nF
vh}ds ∀ F ∈ F i

h.

2.3. Interpolation operators. Let ISZ
h be the Scott-Zhang interpolation opera-

tor [28] from H1
0 (Ω) onto Wh with ` = 2. For any 1 ≤ s ≤ 3 and 0 ≤ m ≤ s, it

holds (cf. [28, (4.3)])

(2.6) |v − ISZ
h v|m,K . h

s−m
K |v|s,ωK

∀ v ∈ H1
0 (Ω) ∩Hs(Ω), K ∈ Th.

Then define two quasi-interpolation operators Ih : H1
0 (Ω)→ Vh and Ih0 : H1

0 (Ω)→
Vh0 as

Ih := EhI
SZ
h , Ih0 := Eh0I

SZ
h .

Next we will derive the error estimates of the interpolation operators Ih and Ih0
following the argument in [21].

Lemma 2.1. Let 2 ≤ s ≤ 3 and 0 ≤ m ≤ s. We have

(2.7) |v − Ih0v|m,h . h
s−m|v|s ∀ v ∈ Hs(Ω) ∩H2

0 (Ω),

(2.8) |v − Ih0v|21,h . h|v|1|v|2 ∀ v ∈ H2
0 (Ω),

(2.9) |v − Ihv|m,h . h
s−m|v|s ∀ v ∈ Hs(Ω) ∩H1

0 (Ω),

(2.10) |v − Ihv|21,h . h|v|1|v|2 ∀ v ∈ H2(Ω) ∩H1
0 (Ω),

(2.11) |v − Ihv|1,h . |v|1 ∀ v ∈ H1
0 (Ω).

Proof. We only prove the inequalities (2.9)-(2.10). The inequalities (2.7)-(2.8)
and (2.11) can be achieved by the same argument. Take any K ∈ Th. By the
definition of Eh, we have∫

e

(ISZ
h v − EhI

SZ
h v)|K ds = 0 ∀ e ∈ E(K),∫

F

∂nF
((ISZ

h v − EhI
SZ
h v)|K) ds =

nF · nK
2

∫
F

J∂nF
(ISZ

h v)K ds ∀ F ∈ F i(K),∫
F

∂nF
((ISZ

h v − EhI
SZ
h v)|K) ds = 0 ∀ F ∈ F∂(K).

Applying the inverse inequality, scaling argument and Cauchy-Schwarz inequality,
it follows

|ISZ
h v − EhI

SZ
h v|m,K ≤ h−mK ‖ISZ

h v − EhI
SZ
h v‖0,K

. h2−d/2−mK

∑
F∈Fi(K)

∣∣∣∣∫
F

J∂nF
(ISZ

h v)K ds

∣∣∣∣
. h3/2−mK

∑
F∈Fi(K)

∥∥J∂nF
(ISZ

h v − v)K
∥∥
0,F

,(2.12)

which together with the trace inequality and (2.6) implies

|ISZ
h v − EhI

SZ
h v|m,K . h

1−m
K

∑
F∈Fi(K)

∑
K′∈∂−1F

(|v − ISZ
h v|1,K′ + hK |v − ISZ

h v|2,K′)

. hs−mK |v|s,ω2
K
.
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Employing (2.6), we get

|v − Ihv|m,K ≤ |v − ISZ
h v|m,K + |ISZ

h v − EhI
SZ
h v|m,K . h

s−m
K |v|s,ω2

K
,

which indicates (2.9).

Let K̂ be the reference element of K, then it holds (cf. [19, Theorem 1.5.1.10])

(2.13) ‖w‖2
0,∂K̂

. ‖w‖0,K̂‖w‖1,K̂ ∀ w ∈ H1(K̂).

We obtain from (2.12), scaling argument and (2.6) that

|ISZ
h v − EhI

SZ
h v|21,K . hK

∑
F∈Fi(K)

∥∥J∂nF
(ISZ

h v − v)K
∥∥2
0,F

.
∑

F∈Fi(K)

∑
K′∈∂−1F

|v − ISZ
h v|1,K′(|v − ISZ

h v|1,K′ + hK |v − ISZ
h v|2,K′)

. hK |v|1,ω2
K
|v|2,ω2

K
.

Finally we achieve (2.10) from the last inequality, triangle inequality and (2.6). �

Let u0 ∈ H1
0 (Ω) be the solution of the Poisson equation

(2.14)

{
−∆u0 = f in Ω,

u0 = 0 on ∂Ω.

Since the domain Ω is convex, we have the following regularities [26, 21, 19]

(2.15) |u|2 + ε|u|3 . ε−1/2‖f‖0,

(2.16) |u− u0|1 . ε1/2‖f‖0,

(2.17) ‖u0‖2 . ‖f‖0.

Lemma 2.2. We have

(2.18) 9 u− Ihu9ε,h . (εh+ h2)|u|3.
If u0 ∈ H1

0 (Ω) ∩Hs(Ω) with 2 ≤ s ≤ 3, it holds

(2.19) 9 u− Ihu9ε,h . min{ε1/2, h1/2}‖f‖0 + hs−1|u0|s.

Proof. The inequality (2.18) follows from (2.9) and the trace inequality. Next we
prove (2.19). By (2.11), we have

|u− u0 − Ih(u− u0)|1,h . |u− u0|1.
Due to (2.10), it follows

|u− u0 − Ih(u− u0)|21,h . h|u− u0|1|u− u0|2.

Combining the last two inequality, we get from (2.15)-(2.17) that

|u− u0 − Ih(u− u0)|21,h . min{|u− u0|21, h|u− u0|1|u− u0|2}
. min{ε, h}‖f‖20.

Then using the triangle inequality and (2.9), we acquire

|u− Ihu|1,h ≤ |u− u0 − Ih(u− u0)|1,h + |u0 − Ihu0|1,h
. min{ε1/2, h1/2}‖f‖0 + hs−1|u0|s.(2.20)
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Applying (2.9) and (2.15) again, we obtain

|u− Ihu|2,h . |u|2 . ε−1/2‖f‖0, |u− Ihu|22,h . h|u|2|u|3 . hε−2‖f‖20.

Thus

(2.21) ε|u− Ihu|2,h . min{ε1/2, h1/2}‖f‖0.

By the trace inequality, (2.9) and (2.15),∑
F∈F∂

h

h−1F ‖∂n(u− Ihu)‖20,F .
∑

K∈Th

(h−2K |u− Ihu|
2
1,K + |u− Ihu|22,K)

. min{|u|22, h|u|2|u|3} . ε−2 min{ε, h}‖f‖20.

Finally we derive (2.19) from (2.20)-(2.21) and the last inequality. �

Lemma 2.3. We have

(2.22) ‖u− Ih0u‖ε,h . (εh+ h2)|u|3,

(2.23) ‖u− Ih0u‖ε,h . h1/2‖f‖0.

Proof. The inequality (2.22) is the immediate result of (2.7). Applying the trace
inequality (2.13), (2.6) and (2.15)-(2.17),∑

F∈F∂
h

hF ‖∂n(ISZ
h (u− u0)− (u− u0))‖20,F . h|u− u0|1|u− u0|2 . h‖f‖20.

Using (2.6) and (2.17) again,∑
F∈F∂

h

hF ‖∂n(ISZ
h u− u)‖20,F

.
∑

F∈F∂
h

hF ‖∂n(ISZ
h (u− u0)− (u− u0))‖20,F +

∑
F∈F∂

h

hF ‖∂n(ISZ
h u0 − u0)‖20,F

.h‖f‖20 + h2|u0|22 . h‖f‖20.

By the definitions of Ih0 and Ih, it follows

|Ihu− Ih0u|21,h .
∑

F∈F∂
h

hF ‖∂n(ISZ
h u)‖20,F =

∑
F∈F∂

h

hF ‖∂n(ISZ
h u− u)‖20,F . h‖f‖20.

On the other side, we get from (2.6) and (2.15) that

|Ihu− Ih0u|22,h .
∑

F∈F∂
h

h−1F ‖∂n(ISZ
h u)‖20,F =

∑
F∈F∂

h

h−1F ‖∂n(ISZ
h u− u)‖20,F

. h|u|2|u|3 . ε−2h‖f‖20.

Thus we obtain from the last two inequalities

‖Ihu− Ih0u‖ε,h . h1/2‖f‖0,

which combined with (2.19) indicates (2.23). �

3. Morley-Wang-Xu Element Method

We will propose an MWX element method for the fourth order elliptic singular
perturbation problem (1.1) in this section.
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3.1. Morley-Wang-Xu Element Method. To present the MWX element method,
we need the H1-orthogonal projection Ph : H1(Th) → Wh: given vh ∈ H1(Th),
Phvh ∈Wh is determined by

(∇Phvh,∇χh) = (∇hvh,∇χh) ∀ χh ∈Wh.

It is well-known that for s ≥ 1 (cf. [15, 4])

(3.1) |v − Phv|1 . hmin{s−1,`}‖v‖s ∀ v ∈ H1
0 (Ω) ∩Hs(Ω).

We propose the following MWX element method for problem (1.1): find uh0 ∈
Vh0 such that

(3.2) ε2ah(uh0, vh) + bh(uh0, vh) = (f, Phvh) ∀ vh ∈ Vh0,

where

ah(uh0, vh) := (∇2
huh0,∇2

hvh), bh(uh0, vh) := (∇huh0,∇hvh).

We use the simplest MWX element to approximate the exact solution in the dis-
crete method (3.2). Compared the standard nonconforming finite element method,
we only replace the right hand side term (f, vh) by (f, Phvh), thus the MWX element
method (3.2) possesses a sparser stiffness matrix than those of the discontinuous
Galerkin methods.

3.2. Error Estimates. Using Cauchy-Schwarz inequality and (2.22)-(2.23), we
have following error estimates for Ih0.

Lemma 3.1. We have for any vh ∈ Vh0
(3.3) ε2ah(Ih0u− u, vh) + bh(Ih0u− u, vh) . (εh+ h2)|u|3‖vh‖ε,h,

(3.4) ε2ah(Ih0u− u, vh) + bh(Ih0u− u, vh) . h1/2‖f‖0‖vh‖ε,h.

Lemma 3.2. We have for any vh ∈ Vh0

(3.5) ε2ah(u, vh) + ε2(div∇2u,∇EL
h vh) . εmin{ε, (εh)1/2, h}|u|3‖vh‖ε,h,

(3.6) ε2ah(u, vh) + ε2(div∇2u,∇EL
h vh) . min{ε1/2, h1/2}‖f‖0‖vh‖ε,h.

Proof. We get from integration by parts and (2.3) that

ah(u, vh) + (div∇2u,∇hvh)

=
∑

K∈Th

((∇2u)n,∇hvh)∂K =
∑

F∈Fh

((∇2u)nF , J∇hvhK)F

=
∑

F∈Fh

((∇2u)nF −QF
0 ((∇2u)nF ), J∇hvhK)F

=
∑

F∈Fh

((∇2u)nF −QF
0 ((∇2u)nF ), J∇hvhK−QF

0 (J∇hvhK))F ,

where QF
0 is the L2-orthogonal projection onto the constant space on face F . By

the error estimate of QF
0 (cf. [15, 4]) and the inverse inequality, we have

ah(u, vh) + (div∇2u,∇hvh) . |u|3 min
{
|vh|1,h, h1/2|vh|1/21,h |vh|

1/2
2,h , h|vh|2,h

}
.
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On the other side, it follows from (2.4) that

(div∇2u,∇h(EL
h vh − vh)) . |u|3|EL

h vh − vh|1,h

. |u|3 min
{
|vh|1,h, h1/2|vh|1/21,h |vh|

1/2
2,h , h|vh|2,h

}
.

Combining the last two inequalities gives

ah(u, vh) + (div∇2u,∇EL
h vh) . |u|3 min

{
|vh|1,h, h1/2|vh|1/21,h |vh|

1/2
2,h , h|vh|2,h

}
.

Finally we derive (3.5)-(3.6) from (2.15). �

Lemma 3.3. It holds for any vh ∈ Vh0
(3.7) bh(u, vh − EL

h vh)− (f, Phvh − EL
h vh) . (ε−1/2 + 1)h‖f‖0‖vh‖ε,h.

If u0 ∈ Hs(Ω) with 2 ≤ s ≤ 3, it holds for any vh ∈ Vh0
bh(u, vh − EL

h vh)− (f, Phvh − EL
h vh)

.
(

min{ε1/2, h1/2}‖f‖0 + hmin{s−1,`}‖u0‖s
)
‖vh‖ε,h.(3.8)

Proof. Since Phvh − EL
h vh ∈ H1

0 (Ω), we get from (2.14), integration by parts and
the definition of Ph that

(f, Phvh − EL
h vh) = (∇u0,∇(Phvh − EL

h vh)) = (∇u0,∇Phvh)− (∇u0,∇EL
h vh)

= (∇Phu
0,∇hvh)− (∇u0,∇EL

h vh)

= (∇(Phu
0 − u0),∇hvh) + (∇u0,∇h(vh − EL

h vh)).

Thus we have

bh(u, vh − EL
h vh)− (f, Phvh − EL

h vh)

=(∇(u− u0),∇h(vh − EL
h vh)) + (∇(u0 − Phu

0),∇hvh).

Adopting Cauchy-Schwarz inequality and (2.16), it holds

bh(u, vh − EL
h vh)− (f, Phvh − EL

h vh)

.|u− u0|1|vh − EL
h vh|1,h + |u0 − Phu

0|1|vh|1,h
.ε1/2‖f‖0|vh − EL

h vh|1,h + |u0 − Phu
0|1|vh|1,h.

Thanks to (2.4), we get

|vh − EL
h vh|1,h . ε−1/2 min{ε1/2, h1/2, ε−1/2h}‖vh‖ε,h.

Hence we obtain

bh(u, vh − EL
h vh)− (f, Phvh − EL

h vh)

.min{ε1/2, h1/2, ε−1/2h}‖f‖0‖vh‖ε,h + |u0 − Phu
0|1‖vh‖ε,h.

Therefore we acquire (3.7)-(3.8) from (3.1). �

Theorem 3.4. Let u ∈ H2
0 (Ω) be the solution of problem (1.1), and uh0 ∈ Vh0 be

the discrete solution of the MWX element method (3.2). Assume u0 ∈ Hs(Ω) with
2 ≤ s ≤ 3. We have

(3.9) ‖u− uh0‖ε,h . ε1/2‖f‖0 + hmin{s−1,`}‖u0‖s + h(ε+ h)|u|3,

(3.10) ‖u− uh0‖ε,h . h
(

(ε−1/2 + 1)‖f‖0 + (ε+ h)|u|3
)
,
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(3.11) ‖u− uh0‖ε,h . h1/2‖f‖0,

(3.12) ‖u0 − uh0‖ε,h .
(
ε1/2 + h1/2

)
‖f‖0.

Proof. Let vh = Ih0u− uh0. We obtain from (1.1) that

−ε2(div∇2u,∇EL
h vh) + (∇u,∇EL

h vh) = (f,EL
h vh).

Then it follows from (3.2) that

ε2ah(u− uh0, vh) + bh(u− uh0, vh)

=ε2ah(u, vh) + bh(u, vh)− (f, Phvh)

=ε2ah(u, vh) + ε2(div∇2u,∇EL
h vh) + bh(u, vh − EL

h vh)− (f, Phvh − EL
h vh).

Hence we acquire from (3.5)-(3.6) and (3.7)-(3.8) that

ε2ah(u− uh0, vh) + bh(u− uh0, vh) . h
(

(ε−1/2 + 1)‖f‖0 + ε|u|3
)
‖vh‖ε,h,

ε2ah(u− uh0, vh) + bh(u− uh0, vh)

.
(

min{ε1/2, h1/2}‖f‖0 + hmin{s−1,`}‖u0‖s
)
‖vh‖ε,h.

Using the triangle inequality and (3.3)-(3.4), we get

ε2ah(Ih0u− uh0, vh) + bh(Ih0u− uh0, vh)

.
(
ε1/2‖f‖0 + hmin{s−1,`}‖u0‖s + h(ε+ h)|u|3

)
‖vh‖ε,h,

ε2ah(Ih0u− uh0, vh) + bh(Ih0u− uh0, vh)

.h
(

(ε−1/2 + 1)‖f‖0 + (ε+ h)|u|3
)
‖vh‖ε,h,

ε2ah(Ih0u− uh0, vh) + bh(Ih0u− uh0, vh) . h1/2‖f‖0‖vh‖ε,h.

Thus

‖Ih0u− uh0‖ε,h . ε1/2‖f‖0 + hmin{s−1,`}‖u0‖s + h(ε+ h)|u|3,

‖Ih0u− uh0‖ε,h . h
(

(ε−1/2 + 1)‖f‖0 + (ε+ h)|u|3
)
,

‖Ih0u− uh0‖ε,h . h1/2‖f‖0.

Finally we get (3.9)-(3.11) by combining the last three inequalities and (2.22)-(2.23).
The estimate (3.12) is a direct result of (3.11) and (2.15)-(2.17). �

4. Imposing Boundary Condition Using Nitsche’s Method

In the consideration of the boundary layer of problem (1.1), we will adjust the
MWX element method (3.2) by using Nitsche’s method to impose the boundary
condition ∂nu = 0 weakly in this section, as in [21].
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4.1. Discrete Method. Through applying the Nitsche’s technique, the MWX el-
ement method with weakly imposing the boundary condition is to find uh ∈ Vh
such that

(4.1) ε2ãh(uh, vh) + bh(uh, vh) = (f, Phvh) ∀ vh ∈ Vh,

where

ãh(uh, vh) :=(∇2
huh,∇2

hvh)−
∑

F∈F∂
h

(∂2nnuh, ∂nvh)F −
∑

F∈F∂
h

(∂nuh, ∂
2
nnvh)F

+
∑

F∈F∂
h

σ

hF
(∂nuh, ∂nvh)F

with σ being a positive real number.

Lemma 4.1. There exists a constant σ0 > 0 depending only on the shape regularity
of Th such that for any fixed number σ ≥ σ0, it holds

(4.2) 9 vh92
2,h . ãh(vh, vh) ∀ vh ∈ Vh.

Proof. Due to the Cauchy-Schwarz inequality and inverse inequality, there exists a
constant C > 0 such that

2
∑

F∈F∂
h

(∂2nnvh, ∂nvh)F ≤ 2
∑

F∈F∂
h

‖∂2nnvh‖0,F ‖∂nvh‖0,F

≤ C|vh|2,h

 ∑
F∈F∂

h

h−1F ‖∂nvh‖
2
0,F

1/2

≤ 1

2
|vh|22,h +

1

2
C2

∑
F∈F∂

h

h−1F ‖∂nvh‖
2
0,F .

Hence

ãh(vh, vh) = |vh|22,h − 2
∑

F∈F∂
h

(∂2nnvh, ∂nvh)F +
∑

F∈F∂
h

σ

hF
‖∂nvh‖20,F

≥ 1

2
|vh|22,h +

(
σ − 1

2
C2

) ∑
F∈F∂

h

h−1F ‖∂nvh‖
2
0,F .

The proof is finished by choosing σ0 = 1
2C

2 + 1. �

By (4.2), we have

(4.3) 9 vh92
ε,h . ε

2ãh(vh, vh) + bh(vh, vh) ∀ vh ∈ Vh.

It is obvious that

ε2ãh(χh, vh) + bh(χh, vh) . 9χh 9ε,h 9vh 9ε,h ∀ χh, vh ∈ Vh.

The last two inequalities indicate the wellposedness of the MWX element method (4.1).
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4.2. Error Estimates. In this subsection we will present the error analysis for the
discrete method (4.1).

Lemma 4.2. It holds

(4.4) ε2ãh(Ihu− u, vh) + bh(Ihu− u, vh) . (εh+ h2)|u|3 9 vh 9ε,h ∀ vh ∈ Vh.
If u0 ∈ H1

0 (Ω) ∩Hs(Ω) with 2 ≤ s ≤ 3, we have

ε2ãh(Ihu− u, vh) + bh(Ihu− u, vh)

.(min{ε1/2, h1/2}‖f‖0 + hs−1|u0|s) 9 vh 9ε,h ∀ vh ∈ Vh.(4.5)

Proof. According to the trace inequality, (2.9) and (2.15), it follows∑
F∈F∂

h

hF ‖∂2nn(Ihu− u)‖20,F . |Ihu− u|2,h(|Ihu− u|2,h + h|Ihu− u|3,h)

. min{h|u|2|u|3, h2|u|23} . min{ε−2h‖f‖20, h2|u|23}.
Then we get

−
∑

F∈F∂
h

(∂2nn(Ihu− u), ∂nvh)F ≤
∑

F∈F∂
h

‖∂2nn(Ihu− u)‖0,F ‖∂nvh‖0,F

. 9 vh 92,h

 ∑
F∈F∂

h

hF ‖∂2nn(Ihu− u)‖20,F

1/2

.ε−2 9 vh 9ε,h min{h1/2‖f‖0, εh|u|3}.
Using the inverse inequality, (2.9) and (2.15), we obtain

−
∑

F∈F∂
h

(∂2nn(Ihu− u), ∂nvh)F ≤
∑

F∈F∂
h

‖∂2nn(Ihu− u)‖0,F ‖∂nvh‖0,F

.|vh|1,h

 ∑
F∈F∂

h

h−1F ‖∂
2
nn(Ihu− u)‖20,F

1/2

.|vh|1,h|u|3 . ε−3/2 9 vh 9ε,h ‖f‖0.
Hence it follows from the last two inequalities that

(4.6) −ε2
∑

F∈F∂
h

(∂2nn(Ihu−u), ∂nvh)F . 9vh9ε,h min{ε1/2‖f‖0, h1/2‖f‖0, εh|u|3}.

Since

ε2ãh(Ihu− u, vh) + bh(Ihu− u, vh)

. 9 Ihu− u 9ε,h 9vh 9ε,h −ε2
∑

F∈F∂
h

(∂2nn(Ihu− u), ∂nvh)F ,

we acquire (4.4) from (2.18) and (4.6), and (4.5) from (2.19) and (4.6). �

Applying the same argument as in Lemma 3.2, from (2.1)-(2.2) and (2.5) we
obtain the following estimates

(4.7) ε2ãh(u, vh) + ε2(div∇2u,∇EL
h vh) . εmin{ε, (εh)1/2, h}|u|3 9 vh9ε,h,

(4.8) ε2ãh(u, vh) + ε2(div∇2u,∇EL
h vh) . min{ε1/2, h1/2}‖f‖0 9 vh9ε,h
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for any vh ∈ Vh.
Applying the same argument as in Lemma 3.3, we acquire

(4.9) bh(u, vh − EL
h vh)− (f, Phvh − EL

h vh) . (ε−1/2 + 1)h‖f‖0 9 vh9ε,h

for any vh ∈ Vh. And if u0 ∈ Hs(Ω) with 2 ≤ s ≤ 3, it holds

bh(u, vh − EL
h vh)− (f, Phvh − EL

h vh)

.
(

min{ε1/2, h1/2}‖f‖0 + hmin{s−1,`}‖u0‖s
)

9 vh 9ε,h ∀ vh ∈ Vh.(4.10)

Theorem 4.3. Let u ∈ H2
0 (Ω) be the solution of problem (1.1), and uh ∈ Vh be the

discrete solution of the MWX element method (4.1). Assume u0 ∈ H1
0 (Ω)∩Hs(Ω)

with 2 ≤ s ≤ 3. We have

(4.11) 9 u− uh9ε,h . h
(

(ε−1/2 + 1)‖f‖0 + (ε+ h)|u|3
)
,

(4.12) 9 u− uh9ε,h . min{ε1/2, h1/2}‖f‖0 + hmin{s−1,`}‖u0‖s,

(4.13) ‖u0 − uh‖ε,h . ε1/2‖f‖0 + hmin{s−1,`}‖u0‖s.

Proof. Let vh = Ihu − uh. Adopting the similar argument as in the proof of
Theorem 3.4, we get from (4.7)-(4.8) and (4.9)-(4.10) that

ε2ãh(u− uh, vh) + bh(u− uh, vh) . h
(

(ε−1/2 + 1)‖f‖0 + ε|u|3
)

9 vh9ε,h,

ε2ãh(u−uh, vh)+bh(u−uh, vh) .
(

min{ε1/2, h1/2}‖f‖0 + hmin{s−1,`}‖u0‖s
)
9vh9ε,h.

Together with (4.4)-(4.5), we have

ε2ãh(Ihu− uh, vh) + bh(Ihu− uh, vh)

.h
(

(ε−1/2 + 1)‖f‖0 + (ε+ h)|u|3
)

9 vh9ε,h,

ε2ãh(Ihu− uh, vh) + bh(Ihu− uh, vh)

.
(

min{ε1/2, h1/2}‖f‖0 + hmin{s−1,`}‖u0‖s
)

9 vh 9ε,h .

Then we obtain from (4.3) that

9Ihu− uh9ε,h . h
(

(ε−1/2 + 1)‖f‖0 + (ε+ h)|u|3
)
,

9Ihu− uh9ε,h . min{ε1/2, h1/2}‖f‖0 + hmin{s−1,`}‖u0‖s.
Therefore we conclude (4.11) and (4.12) from (2.18)-(2.19), and (4.13) from (4.12)
and (2.15)-(2.17). �

5. Equivalent Formulations

In this section, we will show some equivalent solver-friendly formulations of the
MWX element methods (3.2) and (4.1).

Lemma 5.1. The MWX element method (3.2) is equivalent to find wh ∈ Wh and
uh0 ∈ Vh0 such that

(∇wh,∇χh) = (f, χh) ∀ χh ∈Wh,(5.1)

ε2ah(uh0, vh) + bh(uh0, vh) = (∇wh,∇hvh) ∀ vh ∈ Vh0.(5.2)
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Proof. By the definition of the H1-orthogonal projection Ph and (5.1) with χh =
Phvh, the right hand side of (5.2), it follows

(∇wh,∇hvh) = (∇wh,∇Phvh) = (f, Phvh).

Therefore the MWX element method (3.2) is equivalent to the discrete method
(5.1)-(5.2). �

Similarly, we have the equivalent formulation of the MWX element method (4.1).

Lemma 5.2. The MWX element method (4.1) is equivalent to find wh ∈ Wh and
uh ∈ Vh such that

(∇wh,∇χh) = (f, χh) ∀ χh ∈Wh,(5.3)

ε2ãh(uh, vh) + bh(uh, vh) = (∇wh,∇hvh) ∀ vh ∈ Vh.(5.4)

In two dimensions, we can further decouple the discrete methods (5.2) and (5.4)
into the discrete methods of two Poisson equations and one Brinkman problem. To
this end, define the vectorial nonconforming P1 element space

V CR
h :=

{
v ∈ L2(Ω;R2) : v|K ∈ P1(K;R2) for each K ∈ Th,

∫
F

JvK ds = 0 for

each F ∈ F i
h, and

∫
F

v · n ds = 0 for each F ∈ F∂
h

}
,

V CR
h0 :=

{
v ∈ V CR

h :

∫
F

v ds = 0 for each F ∈ F∂
h

}
.

And let Qh ⊂ L2
0(Ω) be the piecewise constant space with respect to Th, where

L2
0(Ω) is the subspace of L2(Ω) with vanishing mean value.
Due to Theorem 4.1 in [16], we have the following relationship between Morley

element spaces and vectorial Crouzeix-Raviart element spaces

(5.5) curlh Vh0 = {vh ∈ V CR
h0 : divh vh = 0},

(5.6) curlh Vh = {vh ∈ V CR
h : divh vh = 0}.

Lemma 5.3. In two dimensions, the discrete method (5.2) can be decoupled into
two Morley element methods of Poisson equation and one nonconforming P1-P0

element method of Brinkman problem, i.e., find (zh, φh, ph, wh) ∈ Vh×V CR
h0 ×Qh×

Vh such that

(curlh zh, curlh vh) = (∇wh,∇hvh) ∀ vh ∈ Vh,(5.7a)

(φh, ψh) + ε2(∇hφh,∇hψh) + (divh ψh, ph) = (curlh zh, ψh) ∀ ψh ∈ V CR
h0 ,(5.7b)

(divh φh, qh) = 0 ∀ qh ∈ Qh,(5.7c)

(curlh uh0, curlh χh) = (φh, curlh χh) ∀ χh ∈ Vh.(5.7d)

Proof. Thanks to (5.5), it follows from (5.7c)-(5.7d) that

φh = curlh uh0 and uh0 ∈ Vh0.
For any vh ∈ Vh0, it is apparent that

(∇h curlh uh0,∇h curlh vh) = ah(uh0, vh).

Then replacing φh with curlh uh0 and ψh with curlh vh in (5.7b), we achieve

ε2ah(uh0, vh) + bh(uh0, vh) = (curlh zh, curlh vh),
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which combined with (5.7a) induces (5.2). �

Similarly, we get the decoupling of the discrete method (5.4) based on (5.6).

Lemma 5.4. In two dimensions, the discrete method (5.4) can be decoupled into
two Morley element methods of Poisson equation and one nonconforming P1-P0

element method of Brinkman problem, i.e., find (zh, φh, ph, wh) ∈ Vh×V CR
h ×Qh×

Vh such that

(curlh zh, curlh vh) = (∇wh,∇hvh) ∀ vh ∈ Vh,(5.8a)

(φh, ψh) + ε2ch(φh, ψh) + (divh ψh, ph) = (curlh zh, ψh) ∀ ψh ∈ V CR
h ,(5.8b)

(divh φh, qh) = 0 ∀ qh ∈ Qh,(5.8c)

(curlh uh, curlh χh) = (φh, curlh χh) ∀ χh ∈ Vh,(5.8d)

where

ch(φh, ψh) :=(∇hφh,∇hψh)−
∑

F∈F∂
h

(∂n(φh · t), ψh · t)F −
∑

F∈F∂
h

(φh · t, ∂n(ψh · t))F

+
∑

F∈F∂
h

σ

hF
(φh · t, ψh · t)F .

Combining Lemma 5.1 and Lemma 5.3 yields an equivalent discrete method of
the MWX element method (3.2). And combining Lemma 5.2 and Lemma 5.4 yields
an equivalent discrete method of the MWX element method (4.1).

Theorem 5.5. In two dimensions, the MWX element method (3.2) can be decou-
pled into (5.1) and (5.7a)-(5.7d). That is, the MWX element method (3.2) can be
decoupled into one Lagrange element method of Poisson equation, two Morley ele-
ment methods of Poisson equation and one nonconforming P1-P0 element method
of Brinkman problem.

Theorem 5.6. In two dimensions, the MWX element method (4.1) can be de-
coupled into one Lagrange element method of Poisson equation (5.3), two Morley
element methods of Poisson equation and one nonconforming P1-P0 element method
of Brinkman problem (5.8a)-(5.8d).

The decoupling of the fourth order elliptic singular perturbation problem (1.1)
into two Poisson equations and one Brinkman problem in the continuous level have
been developed in [11, 18]. The decoupling of the Morley element method of the
biharmonic equation into two Morley element methods of Poisson equation and one
nonconforming P1-P0 element method of Stokes equation was firstly discovered in
[23].

When ε is very small, the stiffness matrix of the MWX element method (3.2)
is very close to the stiffness matrix of the MWX element method for the Poisson
equation, which can be efficiently solved by the CG method with AMG as the
preconditioner.

When ε h 1, the equivalences in Theorems 5.5-5.6 will induce efficient and robust
Poisson based solvers for the MWX element method (3.2) and (4.1). The Lagrange
element methods of Poisson equation (5.1) and (5.3), the Morley element methods of
Poisson equation (5.7a), (5.7d), (5.8a) and (5.8d) can be solved by CG method with
the auxiliary space preconditioner [41], in which the H1 conforming linear element
discretization on the same mesh for the Poisson equation can be adopted as the



MORLEY-WANG-XU ELEMENT METHOD 17

auxiliary problem. And the AMG method is used to solve the auxiliary problem.
If ` = 1, the Lagrange element methods of Poisson equation (5.1) and (5.3) are the
linear Lagrange element methods, which can be solved efficiently by CG method
using the classical AMG method as the preconditioner. As for the nonconforming
P1-P0 element methods of Brinkman problem (5.7b)-(5.7c) and (5.8b)-(5.8c), we
can use the block-diagonal preconditioner in [27, 24, 6] or the approximate block-
factorization preconditioner in [10], which are robust with respect to the parameter
ε and mesh size h. We will adopt the following approximate block-factorization
preconditioner in the numerical part(

Ah −BT
h M̃

−1
h Bh BT

h

Bh −M̃h

)−1
=

(
I 0

M̃−1h Bh −I

)−1(
Ah −BT

h

0 M̃h

)−1

=

(
I 0

M̃−1h Bh −I

)(
Ah −BT

h

0 M̃h

)−1
,(5.9)

where

(
Ah BT

h

Bh O

)
is the stiffness matrix of the Brinkman equation (5.7b)-(5.7c),

and M̃h = αε−2Mh with α > 0 and Mh being the mass matrix for the pressure.
Since all these solvers are based on the solvers of the Poisson equation and we use
AMG method to solve the discrete methods of the Poisson equation, the designed
fast solver of the MWX element method (3.2) (the MWX element method (4.1))
based on the discrete method (5.1) and (5.7a)-(5.7d) (the discrete method (5.3) and
(5.8a)-(5.8d)) also works for the shape-regular unstructured meshes.

6. Numerical Results

In this section, we will provide some numerical examples to verify the theoret-
ical convergence rates of the MWX element method (3.2) and (4.1), and test the
efficiency of a solver based on the decoupled method (5.7a)-(5.7d). Let Ω be the
unit square (0, 1)2, and we use the uniform triangulation of Ω. All the experiments
are implemented with the scikit-fem library [20].

Example 6.1. We first test the MWX element method (3.2) with the exact solution

u(x, y) = sin2(πx) sin2(πy).

The right hand side f is computed from (1.1). Notice that the solution u does not
have boundary layers. Take ` = 1.

The energy error ‖u− uh0‖ε,h with different ε and h is shown in Table 1. From
Table 1 we observe that ‖u−uh0‖ε,h = O(h) for ε = 1, 10−1, 10−2, which agrees with
the theoretical convergence result (3.10). While numerically ‖u− uh0‖ε,h = O(h2)
for ε = 10−3, 10−4, 10−5 in Table 1, which is superconvergent and one order higher
than the theoretical convergence result (3.9).

Then examine the efficiency of solvers for the MWX element method (3.2). The
stop criterion in our iterative algorithms is the relative residual is less than 10−8.
And the initial guess is zero. First, we solve the MWX element method (5.1)-
(5.2) using the CG method with AMG method (AMG-CG) as the preconditioner.
According to the iteration steps listed in the third column of Tables 3-4, equation
(5.1) is highly efficiently solved by the AMG-CG solver. From Table 2 we can see
that the AMG-CG solver is very efficient for ε = 10−4, 10−5, and the iteration steps
of the AMG-CG solver is also acceptable for ε = 10−2, 10−3.
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However the AMG-CG solver deteriorates for ε = 1, 10−1, which means the
AMG-CG solver doesn’t work for large ε. To deal with this, we adopt a solver for
the MWX element method (5.2) based on the equivalent decoupling (5.7a)-(5.7d).
To be specific, we adopt the AMG-CG solver to solve equations (5.7a) and (5.7d),
and the GMRES method with the preconditioner (5.9), in which the parameter
α = 2, the restart in the GMRES is 20, and AMG is used to approximate the
inverse of Ah. By the iteration steps listed in Tables 3-4, the AMG-CG solver is
highly efficient for solving equations (5.7a) and (5.7d). And the preconditioned
GMRES algorithm is also very efficient and robust for the nonconforming P1-P0

element method of Brinkman problem (5.7b)-(5.7c) for ε = 1, 10−1.
In summary, to efficiently solve the MWX method (3.2) we can employ the AMG-

CG solver for small ε and the GMRES method with the preconditioner (5.9) for
large ε.

Table 1. Error ‖u − uh0‖ε,h of the MWX method (3.2) for Ex-
ample 6.1 with different ε and h

ε
h

2−1 2−2 2−3 2−4 2−5 2−6 2−7 2−8

1 1.232E+01 7.584E+00 3.839E+00 1.896E+00 9.433E-01 4.710E-01 2.354E-01 1.177E-01
- 0.70 0.98 1.02 1.01 1.00 1.00 1.00

10−1 1.617E+00 1.024E+00 4.386E-01 1.977E-01 9.539E-02 4.723E-02 2.356E-02 1.177E-02
- 0.66 1.22 1.15 1.05 1.01 1.00 1.00

10−2 1.148E+00 7.291E-01 2.383E-01 6.564E-02 1.820E-02 6.062E-03 2.537E-03 1.200E-03
- 0.66 1.61 1.86 1.85 1.59 1.26 1.08

10−3 1.143E+00 7.260E-01 2.371E-01 6.477E-02 1.665E-02 4.202E-03 1.057E-03 2.761E-04
- 0.65 1.61 1.87 1.96 1.99 1.99 1.94

10−4 1.143E+00 7.260E-01 2.371E-01 6.477E-02 1.666E-02 4.205E-03 1.055E-03 2.641E-04
- 0.65 1.61 1.87 1.96 1.99 1.99 2.00

10−5 1.143E+00 7.260E-01 2.371E-01 6.477E-02 1.666E-02 4.205E-03 1.055E-03 2.642E-04
- 0.65 1.61 1.87 1.96 1.99 1.99 2.00

Table 2. Iteration steps of the MWX methods (3.2) for Exam-
ple 6.1 with different ε amd h

ε
h

2−1 2−2 2−3 2−4 2−5 2−6 2−7 2−8

1 1 6 12 24 49 104 241 > 1000
10−1 1 5 9 18 39 84 183 484
10−2 1 3 5 7 8 15 30 62
10−3 1 3 5 6 7 9 15 59
10−4 1 3 5 6 7 8 10 10
10−5 1 3 5 6 7 8 10 10

#dofs 25 81 289 1089 4225 16641 66049 263169

Example 6.2. Next we verify the convergence of the MWX methods (3.2) and (4.1)
for problem (1.1) with boundary layers. Let the exact solution of the Poisson
equation (2.14) be

u0(x, y) = sin(πx) sin(πy).
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Table 3. Iteration steps of the decoupled methods (5.7a)-(5.7d)
for Example 6.1 with ε = 1 and different h

h #dofs
Eq.(5.1) Eq.(5.7a) Eq.(5.7b)-(5.7c) Eq.(5.7d)

steps steps steps steps

2−1 24 1 1 16 1
2−2 112 1 4 27 3
2−3 480 4 5 34 5
2−4 1984 6 7 34 7
2−5 8064 6 9 41 9
2−6 32512 7 11 43 11
2−7 130560 7 14 44 14
2−8 523264 9 17 46 17
2−9 2095104 9 20 50 21
2−10 8384512 12 27 55 27

Table 4. Iteration steps of the decoupled methods (5.7a)-(5.7d)
for Example 6.1 with ε = 10−1 and different h

h #dofs
Eq.(5.1) Eq.(5.7a) Eq.(5.7b)-(5.7c) Eq.(5.7d)

steps steps steps steps

2−1 24 1 1 26 1
2−2 112 1 3 35 3
2−3 480 4 5 39 5
2−4 1984 6 7 50 7
2−5 8064 6 9 57 9
2−6 32512 7 11 74 11
2−7 130560 7 14 74 14
2−8 523264 9 17 78 17
2−9 2095104 9 20 83 21
2−10 8384512 12 27 83 27

Then the right hand term for both problems (1.1) and (2.14) is set to be

f(x, y) = −∆u0 = 2π2 sin(πx) sin(πy).

The explicit expression solution u for problem (1.1) with this right hand term is
unknown. The solution u possesses strong boundary layers when ε is very small.
Here we choose ε = 10−6. Errors ‖u0−uh‖0, |u0−uh|1,h, |u0−uh|2,h and ‖u0−uh‖ε,h
of the discrete method (3.2) for ` = 1 and ` = 2 are present in Table 5 and Table 6
respectively, from which we can see that ‖u0 − uh‖0 = O(h1.5), |u0 − uh|1,h =
O(h0.5), |u0 − uh|2,h = O(h−0.5) and ‖u0 − uh‖ε,h = O(h0.5). The numerical
convergence rate of error ‖u0 − uh‖ε,h coincides with (3.12).

After applying the Nitsche’s technique with the penalty constant σ = 5, errors
‖u0−uh‖0, |u0−uh|1,h, 9u0−uh92,h and 9u0−uh9ε,h of the discrete method (4.1)
for ` = 1 and ` = 2 are present in Table 7 and Table 8 respectively. When ` = 1,
numerically ‖u0 − uh‖0 = O(h2), |u0 − uh|1,h = O(h1.5), 9u0 − uh92,h = O(h0.5)
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and 9u0 − uh9ε,h = O(h1.5). All these convergence rates are optimal. And the
convergence rates of |u0 − uh|1,h and 9u0 − uh9ε,h are half order higher than the
optimal rates, as indicated by (4.13). For ` = 2, it is observed from Table 8 that
‖u0−uh‖0 = O(h3), |u0−uh|1,h = O(h2), 9u0−uh92,h = O(h) and 9u0−uh9ε,h =
O(h2). Again all these convergence rates are optimal, and the convergence rate of
9u0 − uh9ε,h is in coincidence with (4.13).

Table 5. Errors of the discrete method (3.2) for Example 6.2 with
different h when ε = 10−6 and ` = 1

h 2−1 2−2 2−3 2−4 2−5 2−6 2−7∥∥u0 − uh∥∥0 2.550E-01 7.631E-02 2.576E-02 9.051E-03 3.189E-03 1.124E-03 3.968E-04
− 1.74 1.57 1.51 1.51 1.50 1.50∣∣u0 − uh∣∣1,h 1.871E+00 1.065E+00 6.781E-01 4.638E-01 3.240E-01 2.279E-01 1.607E-01

− 0.81 0.65 0.55 0.52 0.51 0.50∣∣u0 − uh∣∣2,h 1.142E+01 1.309E+01 1.807E+01 2.543E+01 3.580E+01 5.047E+01 7.124E+01

− -0.20 -0.46 -0.49 -0.49 -0.50 -0.50∥∥u0 − uh∥∥ε,h 1.616E+00 9.885E-01 6.523E-01 4.547E-01 3.208E-01 2.267E-01 1.603E-01

− 0.71 0.60 0.52 0.50 0.50 0.50

Table 6. Errors of the discrete method (3.2) for Example 6.2 with
different h when ε = 10−6 and ` = 2

h 2−1 2−2 2−3 2−4 2−5 2−6 2−7∥∥u0 − uh∥∥0 2.288E-01 7.595E-02 2.578E-02 9.000E-03 3.172E-03 1.121E-03 3.961E-04
− 1.59 1.56 1.52 1.50 1.50 1.50∣∣u0 − uh∣∣1,h 1.598E+00 1.002E+00 6.702E-01 4.630E-01 3.239E-01 2.279E-01 1.607E-01

− 0.67 0.58 0.53 0.52 0.51 0.50∣∣u0 − uh∣∣2,h 1.140E+01 1.389E+01 1.851E+01 2.561E+01 3.587E+01 5.049E+01 7.125E+01

− -0.28 -0.41 -0.47 -0.49 -0.49 -0.50∥∥u0 − uh∥∥ε,h 1.369E+00 9.258E-01 6.444E-01 4.540E-01 3.207E-01 2.267E-01 1.603E-01

− 0.56 0.52 0.51 0.50 0.50 0.50

Table 7. Errors of the discrete method (4.1) for Example 6.2 with
different h when ε = 10−6 and ` = 1

h 2−1 2−2 2−3 2−4 2−5 2−6 2−7∥∥u0 − uh∥∥0 2.234E-01 4.892E-02 9.360E-03 1.948E-03 4.436E-04 1.062E-04 2.601E-05
- 2.19 2.39 2.26 2.13 2.06 2.03∣∣u0 − uh∣∣1,h 1.539E+00 5.597E-01 1.759E-01 5.513E-02 1.787E-02 5.983E-03 2.050E-03

- 1.46 1.67 1.67 1.63 1.58 1.55
9u0 − uh92,h 9.695E+00 6.714E+00 4.320E+00 2.801E+00 1.870E+00 1.279E+00 8.888E-01

- 0.53 0.64 0.62 0.58 0.55 0.53
9u0 − uh9ε,h 1.316E+00 5.108E-01 1.666E-01 5.318E-02 1.742E-02 5.877E-03 2.024E-03

- 1.37 1.62 1.65 1.61 1.57 1.54

References

[1] J. Argyris, I. Fried, and D. Scharpf. The TUBA family of plate elements for the matrix
displacement method. The Aeronautical Journal of the Royal Aeronautical Society, 72:701–
709, 1968.



MORLEY-WANG-XU ELEMENT METHOD 21

Table 8. Errors of the discrete method (4.1) for Example 6.2 with
different h when ε = 10−6 and ` = 2

h 2−1 2−2 2−3 2−4 2−5 2−6 2−7∥∥u0 − uh∥∥0 6.445E-02 7.345E-03 7.175E-04 7.567E-05 8.842E-06 1.083E-06 1.347E-07
- 3.13 3.36 3.25 3.10 3.03 3.01∣∣u0 − uh∣∣1,h 4.834E-01 1.293E-01 3.343E-02 8.446E-03 2.115E-03 5.286E-04 1.321E-04

- 1.90 1.95 1.98 2.00 2.00 2.00
9u0 − uh92,h 6.369E+00 3.434E+00 1.765E+00 8.873E-01 4.434E-01 2.214E-01 1.106E-01

- 0.89 0.96 0.99 1.00 1.00 1.00
9u0 − uh9ε,h 4.190E-01 1.220E-01 3.271E-02 8.370E-03 2.106E-03 5.275E-04 1.319E-04

- 1.78 1.90 1.97 1.99 2.00 2.00

[2] D. N. Arnold. An interior penalty finite element method with discontinuous elements. SIAM

J. Numer. Anal., 19(4):742–760, 1982.
[3] S. C. Brenner and M. Neilan. A C0 interior penalty method for a fourth order elliptic singular

perturbation problem. SIAM J. Numer. Anal., 49(2):869–892, 2011.

[4] S. C. Brenner and L. R. Scott. The mathematical theory of finite element methods. Springer,
New York, third edition, 2008.

[5] S. C. Brenner and L.-Y. Sung. C0 interior penalty methods for fourth order elliptic boundary

value problems on polygonal domains. J. Sci. Comput., 22/23:83–118, 2005.
[6] J. Cahouet and J.-P. Chabard. Some fast 3D finite element solvers for the generalized Stokes

problem. Internat. J. Numer. Methods Fluids, 8(8):869–895, 1988.

[7] H. Chen and S. Chen. Uniformly convergent nonconforming element for 3-D fourth order
elliptic singular perturbation problem. J. Comput. Math., 32(6):687–695, 2014.

[8] H. Chen, S. Chen, and Z. Qiao. C0-nonconforming tetrahedral and cuboid elements for the
three-dimensional fourth order elliptic problem. Numer. Math., 124(1):99–119, 2013.

[9] H. Chen, S. Chen, and L. Xiao. Uniformly convergent C0-nonconforming triangular prism

element for fourth-order elliptic singular perturbation problem. Numer. Methods Partial Dif-
ferential Equations, 30(6):1785–1796, 2014.

[10] L. Chen, J. Hu, and X. Huang. Fast auxiliary space preconditioners for linear elasticity in

mixed form. Math. Comp., 87(312):1601–1633, 2018.
[11] L. Chen and X. Huang. Decoupling of mixed methods based on generalized Helmholtz de-

compositions. SIAM J. Numer. Anal., 56(5):2796–2825, 2018.

[12] L. Chen and X. Huang. Nonconforming virtual element method for 2mth order partial dif-
ferential equations in Rn. Math. Comp., 89(324):1711–1744, 2020.

[13] S. Chen, M. Liu, and Z. Qiao. An anisotropic nonconforming element for fourth order elliptic

singular perturbation problem. Int. J. Numer. Anal. Model., 7(4):766–784, 2010.
[14] S.-c. Chen, Y.-c. Zhao, and D.-y. Shi. Non C0 nonconforming elements for elliptic fourth

order singular perturbation problem. J. Comput. Math., 23(2):185–198, 2005.
[15] P. G. Ciarlet. The finite element method for elliptic problems. North-Holland Publishing Co.,

Amsterdam, 1978.

[16] R. S. Falk and M. E. Morley. Equivalence of finite element methods for problems in elasticity.
SIAM J. Numer. Anal., 27(6):1486–1505, 1990.

[17] S. Franz, H.-G. Roos, and A. Wachtel. A C0 interior penalty method for a singularly-
perturbed fourth-order elliptic problem on a layer-adapted mesh. Numer. Methods Partial
Differential Equations, 30(3):838–861, 2014.

[18] D. Gallistl. Stable splitting of polyharmonic operators by generalized Stokes systems. Math.

Comp., 86(308):2555–2577, 2017.
[19] P. Grisvard. Elliptic problems in nonsmooth domains. Pitman (Advanced Publishing Pro-

gram), Boston, MA, 1985.
[20] T. Gustafsson and G. D. McBain. scikit-fem: A Python package for finite element assembly.

Journal of Open Source Software, 5(52):2369, 2020.
[21] J. Guzmán, D. Leykekhman, and M. Neilan. A family of non-conforming elements and

the analysis of Nitsche’s method for a singularly perturbed fourth order problem. Calcolo,

49(2):95–125, 2012.



22 XUEHAI HUANG, YULING SHI, AND WENQING WANG

[22] J. Huang, X. Huang, and W. Han. A new C0 discontinuous Galerkin method for Kirchhoff

plates. Comput. Methods Appl. Mech. Engrg., 199(23-24):1446–1454, 2010.

[23] X. Huang. New Finite Element Methods and Efficient Algorithms for Fourth Order Elliptic
Equations. PhD thesis, Shanghai Jiao Tong University, 2010.

[24] K.-A. Mardal and R. Winther. Uniform preconditioners for the time dependent Stokes prob-

lem. Numer. Math., 98(2):305–327, 2004.
[25] L. S. D. Morley. The triangular equilibrium element in the solution of plate bending problems.

Aero. Quart., 19:149–169, 1968.

[26] T. K. Nilssen, X.-C. Tai, and R. Winther. A robust nonconforming H2-element. Math. Comp.,
70(234):489–505, 2001.

[27] M. A. Olshanskii, J. Peters, and A. Reusken. Uniform preconditioners for a parameter depen-

dent saddle point problem with application to generalized Stokes interface equations. Numer.
Math., 105(1):159–191, 2006.

[28] L. R. Scott and S. Zhang. Finite element interpolation of nonsmooth functions satisfying
boundary conditions. Math. Comp., 54(190):483–493, 1990.

[29] B. Semper. Conforming finite element approximations for a fourth-order singular perturbation

problem. SIAM J. Numer. Anal., 29(4):1043–1058, 1992.
[30] X.-C. Tai and R. Winther. A discrete de Rham complex with enhanced smoothness. Calcolo,

43(4):287–306, 2006.

[31] L. Wang, Y. Wu, and X. Xie. Uniformly stable rectangular elements for fourth order elliptic
singular perturbation problems. Numer. Methods Partial Differential Equations, 29(3):721–

737, 2013.

[32] M. Wang. On the necessity and sufficiency of the patch test for convergence of nonconforming
finite elements. SIAM J. Numer. Anal., 39(2):363–384, 2001.

[33] M. Wang and X. Meng. A robust finite element method for a 3-D elliptic singular perturbation

problem. J. Comput. Math., 25(6):631–644, 2007.
[34] M. Wang, Z.-C. Shi, and J. Xu. A new class of Zienkiewicz-type non-conforming element in

any dimensions. Numer. Math., 106(2):335–347, 2007.
[35] M. Wang, Z.-C. Shi, and J. Xu. Some n-rectangle nonconforming elements for fourth order

elliptic equations. J. Comput. Math., 25(4):408–420, 2007.

[36] M. Wang and J. Xu. The Morley element for fourth order elliptic equations in any dimensions.
Numer. Math., 103(1):155–169, 2006.

[37] M. Wang and J. Xu. Minimal finite element spaces for 2m-th-order partial differential equa-

tions in Rn. Math. Comp., 82(281):25–43, 2013.
[38] M. Wang, J.-c. Xu, and Y.-c. Hu. Modified Morley element method for a fourth order elliptic

singular perturbation problem. J. Comput. Math., 24(2):113–120, 2006.

[39] W. Wang, X. Huang, K. Tang, and R. Zhou. Morley-Wang-Xu element methods with penalty
for a fourth order elliptic singular perturbation problem. Adv. Comput. Math., 44(4):1041–

1061, 2018.

[40] P. Xie, D. Shi, and H. Li. A new robust C0-type nonconforming triangular element for singular
perturbation problems. Appl. Math. Comput., 217(8):3832–3843, 2010.

[41] J. Xu. The auxiliary space method and optimal multigrid preconditioning techniques for

unstructured grids. Computing, 56(3):215–235, 1996.
[42] S. Zhang. A family of 3D continuously differentiable finite elements on tetrahedral grids.

Appl. Numer. Math., 59(1):219–233, 2009.

School of Mathematics, Shanghai University of Finance and Economics, Shanghai
200433, China

Email address: huang.xuehai@sufe.edu.cn

School of Mathematics, Shanghai University of Finance and Economics, Shanghai

200433, China

Email address: shiyuling@163.sufe.edu.cn

Department of Basic Teaching, Wenzhou Business College, Wenzhou 325035, China

Email address: wangwenqing81@hotmail.com


	1. Introduction
	2. Connection Operators and Interpolation Operators
	2.1. Notation
	2.2. Connection operators
	2.3. Interpolation operators

	3. Morley-Wang-Xu Element Method
	3.1. Morley-Wang-Xu Element Method
	3.2. Error Estimates

	4. Imposing Boundary Condition Using Nitsche's Method
	4.1. Discrete Method
	4.2. Error Estimates

	5. Equivalent Formulations
	6. Numerical Results
	References

