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Abstract

In convergence analysis of finite element methods for singularly perturbed reaction–

diffusion problems, balanced norms have been successfully introduced to replace standard

energy norms so that layers can be captured. In this article, we focus on the convergence

analysis in a balanced norm on Bakhvalov-type rectangular meshes. In order to achieve

our goal, a novel interpolation operator, which consists of a local weighted L2 projection

operator and the Lagrange interpolation operator, is introduced for a convergence analysis

of optimal order in the balanced norm. The analysis also depends on the stabilities of

the L2 projection and the characteristics of Bakhvalov-type meshes. Furthermore, we ob-

tain a supercloseness result in the balanced norm, which appears in the literature for the

first time. This result depends on another novel interpolant, which consists of the local

weighted L2 projection operator, a vertices-edges-element operator and some corrections

on the boundary.
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1. Introduction

In this article we consider the singularly perturbed reaction-diffusion equation

´ε2∆u ` bu “f in Ω :“ p0, 1q2,

u “0 on BΩ,
(1.1)

where ε is a positive parameter. Assume that b and f are sufficiently smooth and

bpx, yq ě 2β2 ą 0 @px, yq P Ω̄,

with a positive constant β. Under these conditions on the data in problem (1.1), there

exists a unique solution in H1
0 pΩqXH2pΩq for all f P L2pΩq. The solution to problem (1.1)

typically exhibits boundary layers of width Opε| ln ε|q along all of BΩ in the singularly

perturbed case 0 ă ε ! 1 of interest.

For singularly perturbed problems, it is popular to introduce layer-adapted meshes

[14, 19, 20] to fully resolve layers. Then uniform convergence with respect to singular

perturbation parameter can be achieved for standard numerical methods. There are two

kinds of layer-adapted meshes widely used in the literature, which are Bakhvalov-type

mesh (B-mesh) and Shishkin-type mesh (S-mesh) (see [14]). There are a lot of research

results on convergence theories of finite element methods on S-meshes; see [19, 7, 6, 22,

23, 27, 16] and references therein.

Although B-meshes usually have better performances than S-meshes, there are very

few articles on uniform convergence of finite element methods on the former. One main

reason is that B-meshes have specific transition points between the fine and coarse parts,

which are independent of mesh parameter. In the meantime, they bring great difficulties

to convergence analysis. For example, Lagrange interpolant does not work well for B-

meshes. Recently, Zhang and Liu [25, 26] proposed an variant of Lagrange interpolant

for finite element methods on B-meshes in the case of convection-diffusion equations and

succeeded to obtain a uniform convergence of optimal order.
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For reaction-diffusion problems, they also proved optimal order of uniform convergence

in the natural energy norm in [24]. However, energy norm is not strong enough to capture

layers as the singular perturbation parameter tends to zero. Thus balanced norms, which

are stronger than standard energy norms and characterize layers in an more appropriate

way, were introduced in [13] for a mixed finite element method and [18] for a finite element

method. The authors [18] introduced an L2-projection to obtain desired estimations by

L8-stability of the L2-projection on Shishkin mesh. To improve estimations in [18], the

authors [8] introduced a new interpolation, which consists a local weighted L2 projection

defined on the uniform part of S-meshes. Unfortunately, unlike S-meshes, there is little

development on convergence theories in balanced norms on B-meshes.

In this manuscript we analyze convergence theories in the balanced norm introduced

in [18] for kth (k ě 1) order finite element method on Bakhvalov-type rectangular meshes.

For this purpose, we propose a novel interpolant according to the structures of B-meshes

and layer functions. This interpolant consists of a local weighted L2 projection defined

on a proper mesh subdomain and the Lagrange interpolant. To prove the convergence of

optimal order in the balanced norm, we must take into account the scales of the meshes

and different stabilities of the L2 projection. The optimal order convergence is also sup-

ported by our numerical experiments. Furthermore, we propose another novel interpolant

operator, which consists of the local weighted L2 projection operator, a vertices-edges-

element operator and some corrections on the boundary. By careful derivations, we obtain

a supercloseness result, which appears in the literature for the first time. Here “super-

closeness” means that the convergence order for the error between some interpolation of

the solution u and the numerical solution uN in some norm is greater than the order for

u´ uN in the same norm.

The rest of the paper is organized as follows. In Section 2 we present a priori in-

formation of the solution to (1.1), then introduce Bakhvalov-type meshes, finite element

methods and some preliminary results. In Section 3 we give a new interpolant and prove

3



uniform convergence of optimal order in the balanced norm. Supercloseness result is

given in Section 4 by means of another novel interpolant. In Section 5, numerical results

illustrate our theoretical results.

Let D Ă Ω. In this article, we will write p¨, ¨qD for the inner product in L2pDq, } ¨ }D,

}¨}8,D, }¨}1,D and |¨|1,D for the standard norms in L2pDq, L8pDq, L1pDq and the standard

seminorm in H1pDq, respectively. If D “ Ω, the subscript will be omitted from the above

norm designations. Throughout the paper, all constants C and Ci are independent of ε

and N ; the constants C are generic while subscripted constants Ci are fixed.

2. Finite element method on Bakhvalov-type mesh

2.1. Regularity results

To construct layer-adapted meshes and analyze uniform convergence, we need a priori

information of the solution u to (1.1), such as pointwise estimations of the derivatives of

the solution, the locations and widths of layers.

For this aim, we give the following assumption on the solution u to (1.1) according to

[9, 15, 3].

Assumption 1. The solution u of (1.1) can be decomposed as

(2.1) u “ v0 `
4

ÿ

i“1

wi `
4

ÿ

i“1

zi @x P Ω̄,

where v0 is the regular part, each wi is a boundary layer function and each zi is a corner

layer function. For k P N and k ě 1, there exists a constant C such that

ˇ

ˇBm
x Bn

y v0px, yq
ˇ

ˇ ď Cp1 ` εpk`1q´m´nq for 0 ď m ` n ď k ` 3,(2.2)
ˇ

ˇBm
x Bn

yw1px, yq
ˇ

ˇ ď Cp1 ` εpk`1q´mqε´ne´βy{ε for 0 ď m` n ď k ` 2,(2.3)
ˇ

ˇBm
x Bn

y z1px, yq
ˇ

ˇ ď Cε´pm`nqe´βpx`yq{ε for 0 ď m ` n ď k ` 2,(2.4)

and similarly for the remaining terms. Here denote
Bm`nv

BxmByn
by Bm

x Bn
y v .

In the following analysis, we will denote
4

ř

i“1

wi `
4

ř

i“1

zi by w.
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2.2. Bakhvalov-type meshes

Two Bakhvalov-type meshes will be discussed. Let N P N be divisible by 4. The first

Bakhvalov-type mesh is introduced in [17] and defined by

(2.5)

xi “ yi “ ψpi{Nq “

$

’

’

’

’

’

&

’

’

’

’

’

%

´
σε

β
lnp1 ´ 4p1 ´ εqi{Nq for i “ 0, . . . , N{4,

d1pi{N ´ 1{4q ` d2pi{N ´ 3{4q for i “ N{4, . . . , 3N{4,

1 `
σε

β
lnp1 ´ 4p1 ´ εqp1 ´ i{Nqq for i “ 3N{4, . . . , N,

where σ will be defined later and d1, d2 are used to ensure the continuity of ψptq at

t “ 1{4 and t “ 3{4. The second Bakhvalov-type mesh is introduced in [10, 11] and its

mesh generating function is

(2.6) ϕptq “

$

’

’

’

’

’

&

’

’

’

’

’

%

´
σε

β
lnp1 ´ 4tq for t P r0, ϑs,

d3pt ´ ϑq ` d4pt ´ 1 ` ϑq for t P pϑ, 1 ´ ϑq,

1 `
σε

β
lnp1 ´ 4p1 ´ tqq for t P r1 ´ ϑ, 1s

where σ will be specified later, ϑ “ 1{4´C1ε with some positive constant C1 independent

of ε and N , d3 and d4 are chosen so that ϕptq is continuous at t “ ϑ and t “ 1 ´ ϑ. The

original Bakhvalov mesh [1] can be recovered from (2.6) by setting ϑ “ 1{4 ´ Cpεqε with

0 ă C2 ď Cpεq ď C3.

Assumption 2. Assume that ε ď mint β

4σ
, 1uN´1 in our analysis. In practice it is not a

restriction.

For technical reasons, we also assume

(2.7)
σ

4eβ
ď C1 ď

1

2
maxt

σ

β
,
1

4
u.

Assume N ě maxt8, 2 ln σ
β

u. Under Assumption 2 and (2.7), we have 1{4´N´1 ď ϑ ă 1{4

and xN{4 ď 1{4 for meshes (2.5) and (2.6). The location of ϑ and conditions imposed on
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N and C1 will simplify our later analysis without changing the essential difficulties in our

analysis.

The mesh points are xi “ yi “ ψpi{Nq or xi “ yi “ ϕpi{Nq for i “ 0, 1, . . . , N . By

drawing lines parallel to the axis through mesh points tpxi, yjqu, we obtain a Bakhvalov-

type rectangular mesh with equidistant cells in the coarse region Ω0 “ pxN{4, x3N{4q2 and

anisotropic cells in the layer region ΩzΩ0. The triangulation is denoted by T N . Denote

by τi,j for the element rxi, xi`1s ˆ ryj, yj`1s and by τ for a generic rectangular element,

which dimensions are written as hx,τ and hy,τ . Define hi :“ xi`1 ´ xi “ yi`1 ´ yi for

0 ď i ď N ´ 1.

In the following lemma, we collect some important properties possessed by Bakhvalov-

type meshes, which are important for convergence analysis. The reader is referred to [25]

for the detailed proof.

Lemma 1. Let Assumption 2 hold true. On Bakhvalov-type mesh (2.5) or (2.6), one has

h0 ď h1 ď . . . ď hN{4´2,(2.8)

σ

4β
ε ď hN{4´2 ď

σ

β
ε,(2.9)

Cε ď hN{4´1 ď CN´1,(2.10)

C4N
´1 ď hi ď C5N

´1 N{4 ď i ď N{2,(2.11)

xN{4´1 “ x3N{4`1 ě Cσε lnN, xN{4 “ x3N{4 ě Cσε lnp1{εq.(2.12)

Note hi “ hN´1´i for i “ 0, 1, . . . , N{2.

Let i˚ “ j˚ “ N{4 ´ 2. Then one has

(2.13) h
µ
i e

´βxi{ε ď CεµN´µ for 0 ď i ď i˚ and 0 ď µ ď σ.

Similar bounds hold for the variable y.
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2.3. Finite element method

Now we present the finite element method for problem (1.1). First, the weak form of

problem (1.1) is written as

(2.14)

$

&

%

find u P V such that for all v P V

apu, vq :“ ε2p∇u,∇vq ` pbu, vq “ pf, vq,

with V :“ H1
0 pΩq. The natural energy norm derived from ap¨, ¨q is

}v}ε :“
`

ε2|v|21 ` }v}2
˘1{2

.

The bilinear form ap¨, ¨q is coercive with respect to this energy norm, i.e.,

(2.15) apv, vq ě mint2β2, 1u}v}2ε @v P V.

From the Lax-Milgram lemma, the weak formulation (2.14) has a unique solution.

Let Qkpτq denote kth rectangular finite element. We introduce the finite element

spaces

V N :“ tv P H1pΩq : v|τ P Qkpτq @τ P T Nu and V N
0 :“ V N X H1

0 pΩq.

Clearly, V N , V N
0 Ă V . When we replace the infinite dimensional space V with the finite

dimensional space V N
0 , we get the kth order finite element method

(2.16)

$

&

%

find uN P V N
0 such that for all vN0 P V N

apuN , vNq “ pf, vNq.

Also, it is easy to very the coercivity

(2.17) apvN , vNq ě C}vN}2ε @vN P V N
0 ,

and the Galerkin orthogonality

(2.18) apu´ uN , vNq “ 0 @vN P V N
0 ,
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where (2.14) and (2.16) have been used. Furthermore, we introduce the balanced norm

in [18], which is defined by

(2.19) }v}b :“
`

ε|v|21 ` }v}2
˘1{2

.

Clearly, the balanced norm } ¨ }b is stronger than the energy norm } ¨ }ε in the case of

0 ă ε ! 1. Furthermore, the former is better suited to capture of layers. For example,

for a typical layer function e´x{ε, }e´x{ε}ε and }e´x{ε}b are of order Opε1{2q and of order

Op1q, respectively. These orders imply that the balanced norm } ¨ }b is more appropriate

to capture layers than the energy norm } ¨ }ε when 0 ă ε ! 1. The reader is also referred

to [18, 4] for discussions on these two norms.

3. Uniform convergence

For convergence analysis in the balanced norm, we will present an interpolation oper-

ator, which components will be introduced at first.

Set Ω˚
0 :“ pxN{4´1, x3N{4`1q2 and Ω˚˚

0 :“ pxN{4´2, x3N{4`2q2. Introduce a weighted

L2-projection π as follows: for s P L2pΩ˚
0q, find πs P WN such that

pbps ´ πsq, vNqΩ˚
0

“ 0 @vN P WN ,

where WN “: tv|Ω˚
0
: v P V Nu. Of course, one has the L2-stability

(3.1) }πv}Ω˚
0

ď C}v}Ω˚
0
.

Denote by I the Langrange interpolation operator from C0pΩ̄q to V N . Furthermore,

define χ P V N
0 by

χpsl, tmq “

$

&

%

1 psl, tmq P BΩ˚
0 ,

0 otherwise,

where tsl, tmu are the interpolation points of the Lagrange interpolation.
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Recall w “
4

ř

i“1

wi `
4

ř

i“1

zi. Then the interpolation used in convergence analysis is

defined by

(3.2) Pcu “ P1v0 ` P2w,

where

(3.3) P1v0 :“

$

&

%

πv0 in Ω˚
0 ,

Irp1 ´ χqv0 ` χπv0s in ΩzΩ˚
0

and

(3.4) P2w :“

$

&

%

0 in Ω˚
0 ,

Irp1 ´ χqws in ΩzΩ˚
0 .

Clearly, Pcu P V N
0 .

The following lemma provides some pointwise bounds for errors between the Lagrange

interpolant and the L2 projection.

Lemma 2. For v0 introduced in Assumption 1, one has

}Iv0 ´ πv0}8,BΩ˚
0

` }Iv0 ´ πv0}8,Ω˚
0

` }v0 ´ πv0}8,Ω˚
0

ď CN´pk`1q,

}∇pIv0 ´ πv0q}Ω0
ď CN´k, }∇pIv0 ´ πv0q}Ω˚

0
zΩ0

ď Cε´1{2N´pk`1q.

Proof. Standard interpolation theory and Lemma 1 imply }v0 ´Iv0}8,Ω˚
0

`}v0 ´Iv0}Ω˚
0

ď

CN´pk`1q. From the L8-stability of the L2-projection π [5, Theorem 1], one has

}Iv0 ´ πv0}8,Ω˚
0

“ }πpIv0 ´ v0q}8,Ω˚
0

ď C}Iv0 ´ v0}8,Ω˚
0

ď CN´pk`1q,

}Iv0 ´ πv0}8,BΩ˚
0

ď }Iv0 ´ πv0}8,Ω˚
0

ď CN´pk`1q,

}v0 ´ πv0}8,Ω˚
0

ď }v0 ´ Iv0}8,Ω˚
0

` }Iv0 ´ πv0}8,Ω˚
0

ď CN´pk`1q.
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Hölder inequalities, inverse inequalities, the L8-stability of the L2-projection [5, The-

orem 1] and Lemma 1 yield

}∇pIv0 ´ πv0q}Ω˚
0

zΩ0
ďmeaspΩ˚

0zΩ0q1{2}∇pIv0 ´ πv0q}8,Ω˚
0

zΩ0

ďCh
´1{2
N{4´1

}Iv0 ´ πv0}8,Ω˚
0

zΩ0

“Ch
´1{2
N{4´1

}πpIv0 ´ v0q}8,Ω˚
0

ďCh
´1{2
N{4´1

}Iv0 ´ v0}8,Ω˚
0

ďCε´1{2N´pk`1q.

Inverse inequalities and the L2-stability of the L2-projection (3.1) yield

}∇pIv0 ´ πv0q}Ω0
ď CN}Iv0 ´ πv0}Ω0

ď CN}Iv0 ´ πv0}Ω˚
0

ďCN}Iv0 ´ v0}Ω˚
0

ď CN´k.

Remark 1. Define

Vh “ tv P CrxN{4´1, x3N{4`1s; v|psj ,sj`1q P Pk, j “ 0, . . . , N{2 ` 1u

with sj “ xN{4´1`j for j “ 0, . . . , N{2`2. In the same way as the proof of [5, Theorem 1],

we could easily prove the L8-stability of the L2-projection πh : L2pxN{4´1, x3N{4`1q Ñ Vh,

that is

}πhv}8,pxN{4´1,x3N{4`1q ď C}v}8,pxN{4´1,x3N{4`1q @v P L8pxN{4´1, x3N{4`1q.

Furthermore, from tensor product we could easily obtain

}πv}8,Ω˚
0

ď C}v}8,Ω˚
0

@v P L8pΩ˚
0q.

The error u ´ uN is split as follows:

u ´ uN “ pu´ Pcuq ` pPcu´ uNq “: η ` ξ.
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From the coercivity (2.17) and the Galerkin orthogonality (2.18) we have

(3.5) C}ξ}2ε ď apPcu ´ u, ξq ď ε1{2}η}b}ξ}ε ` |pbη, ξq|.

In the following analysis, we give the estimations on each term in the right-hand side

of (3.5).

Lemma 3. Let σ ě k ` 1. Under Assumptions 1 and 2 we have

|pbη, ξq| ď Cε1{2N´pk`1q ln1{2N}ξ}.

Proof. Our arguments are based on the following splitting

pbη, ξq “pbpv0 ´ P1v0q, ξq ` pbpw ´ P2wq, ξq

“pbpv0 ´ πv0q, ξqΩ˚
0

` pbpv0 ´ Iv0q, ξqΩzΩ˚
0

` pb Irχpv0 ´ πv0qs, ξqΩ˚˚
0

zΩ˚
0

` pbw, ξqΩ˚
0

` pbpw ´ Iwq, ξqΩzΩ˚
0

` pb Ipχwq, ξqΩ˚˚
0

zΩ˚
0

“:I ` II ` III ` IV ` V ` VI.

From the definition of π, we obtain

(3.6) I “ 0.

From [24, Lemma 4], one has

(3.7)

|II| ` |V| ďC
´

}v0 ´ Iv0}8,ΩzΩ˚
0

` }w ´ Iw}8,ΩzΩ˚
0

¯

}ξ}1,ΩzΩ˚
0

ďCN´pk`1qmeas1{2pΩzΩ˚
0q }ξ}ΩzΩ˚

0

ďCε1{2N´pk`1q ln1{2N}ξ}.

Lemmas 1 and 2, (2.3) and (2.4) yield

(3.8)

|III| ` |VI| ďC
´

}Iv0 ´ πv0}8,BΩ˚
0

` }Iw}8,BΩ˚
0

¯

}ξ}1,Ω˚˚
0

zΩ˚
0

ďC
`

N´pk`1q ` N´σ
˘

h
1{2
N{4´2

}ξ}Ω˚˚
0

zΩ˚
0

ďCε1{2N´pk`1q}ξ}.
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From (2.3) and (2.4), we get

(3.9) |IV| ď C}w}Ω˚
0
}ξ}Ω˚

0
ď Cε1{2N´σ}ξ}.

Collecting (3.6)–(3.9), we are done.

Lemma 4. Let σ ě k ` 1. Under Assumptions 1 and 2 we have

}η}b ď CN´k.

Proof. From (3.2), (3.3) and (3.4) one has

}η}b ď}v0 ´ πv0}b,Ω˚
0

` }v0 ´ Iv0}b,ΩzΩ˚
0

` }Ipχpv0 ´ πv0qq}b,Ω˚˚
0

zΩ˚
0

` }w ´ Iw}b,ΩzΩ˚
0

` }Ipχwq}b,Ω˚˚
0

zΩ˚
0

“:S1 ` S2 ` S3 ` S4 ` S5.

To analyze S1, we need the following bounds

}∇pv0 ´ πv0q}Ω0
ď}∇pv0 ´ Iv0q}Ω0

` }∇pIv0 ´ πv0q}Ω0
ď CN´k,

}∇pv0 ´ πv0q}Ω˚
0

zΩ0
ď}∇pv0 ´ Iv0q}Ω˚

0
zΩ0

` }∇pIv0 ´ πv0q}Ω˚
0

zΩ0

ďCN´k ` Cε´1{2N´pk`1q,

}v0 ´ πv0}Ω˚
0

ď}v0 ´ Iv0}Ω˚
0

` }Iv0 ´ πv0}Ω˚
0

ďCN´pk`1q ` C}Iv0 ´ πv0}8,Ω˚
0

ď CN´pk`1q,

which could be derived from standard interpolation theories and Lemma 2. Then we

obtain

(3.10) |S1| ďε1{2}∇pv0 ´ πv0q}Ω˚
0

` }v0 ´ πv0}Ω˚
0

ď Cε1{2N´k ` CN´pk`1q.

Similar to [24, Lemma 4], we have

}v0 ´ Iv0}8,ΩzΩ˚
0

` }w ´ Iw}8,ΩzΩ˚
0

ď CN´pk`1q.
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Imitating the proof of Lemma 5 in [24] and replacing [24, (3.15)] by |w1|1,r0,1sˆryN{4´1 ,1s ď

ε´1{2N´pk`1q, we obtain

|w1 ´ Iw1|1,ΩzΩ˚
0

ď Cε´1{2N´k,

and similarly have

|w ´ Iw|1,ΩzΩ˚
0

ď Cε´1{2N´k.

Thus we obtain

(3.11) S2 ` S4 ď CN´k.

Inverse inequalities, Lemmas 1 and 2 yield

(3.12)

S3 ďε1{2}∇ pIpχpv0 ´ πv0qqq }Ω˚˚
0

zΩ˚
0

` }Ipχpv0 ´ πv0qq}Ω˚˚
0

zΩ˚
0

ďCpε1{2h´1
N{4´2

` 1q}Ipχpv0 ´ πv0qq}Ω˚˚
0

zΩ˚
0

ďCpε1{2h´1
N{4´2

` 1qh
1{2
N{4´2

}Iv0 ´ πv0}8,BΩ˚
0

ďCN´pk`1q.

Similarly, one has

(3.13) S5 ď CN´σ.

Collecting (3.10)–(3.13), we are done.

Similar to [8, Theorem 2.6], we obtain the following theorem from Lemmas 3 and 4.

Theorem 1. Let σ ě k ` 1. Let Assumptions 1 and 2 hold. Then for the exact solution

u to (1.1) and the numerical solution uN to (2.16) on Bakhvalov-type rectangular mesh

(2.5) or (2.6), one has

}u´ uN}b ď CN´k.
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4. Supercloseness

In order to derive the supercloseness result in the balanced norm, we need another

novel interpolant, which will be described in the following.

Instead of Langrange interpolant operator used in the previous section, we introduce

an vertices-edges-element interpolation operator A : C0pΩ̄q Ñ V N (see [12, 21]). This

interpolant is used for superconvergence analysis of the diffusion term. First we define

the interpolant operator on the reference element τ̂ “ p´1, 1q2, whose vertices and edges

are denoted by âi and êi respectively for i “ 1, . . . , 4. Let v̂p¨, ¨q P Cpτ̂q. The operator

Â : Cpτ̂ q Ñ Qkpτ̂ q is determined by pk`1q2 continuous linear functionals F̂ : Cpτ̂q Ñ R,

which are defined by

v̂ Ñ v̂pâiq i=1,. . . ,4,

v̂ Ñ

ż

êi

v̂qds @q P Pk´2pêiq i=1,. . . ,4,

v̂ Ñ

ż

τ̂

v̂qdxdy @q P Qk´2pτ̂q.

From [21, Lemma 3], the operator Â is uniquely determined. Then using the affine

transformation to map from τ̂ to an arbitrary τ P T N , one obtains the corresponding

interpolation operator Aτ : Cpτ̄q Ñ Qkpτq. At last a continuous global interpolation

operator A : CpΩ̄q Ñ V N is defined by setting

pAvq|τ :“ Aτ pv|τ q @τ P T N .

Besides, we denote by F degree of freedom (DoF) of V N , which originates from the linear

functional F̂ .

Recall i˚ “ j˚ “ N{4 ´ 2 and Ωw1
:“ r0, 1s ˆ ry0, yj˚`1s. The operator S1 : C

0pΩq Ñ

V N is defined by

(4.1) S1w1 :“

$

&

%

0 in ΩzΩw1
,

Aw1 ´ B1w1 in Ωw1
,

14



where B1w1 satisfies

F pB1w1q “

$

&

%

F pw1q if F is the DoF of V N attached to r0, 1s ˆ ty “ yj˚`1u,

0 otherwise.

If F is the DoF of V N attached to r0, 1sˆty “ yj˚`1u, then it must be one of the following

forms

v Ñ vpxi, yj˚`1q for i “ 0, . . . , N,

v Ñ
j ` 1

h
j`1
i

ż xi`1

xi

vps, yj˚`1qps ´ xiq
jds for i “ 0, . . . , N ´ 1 and j “ 0, . . . , k ´ 2.

In fact, B1w1 is introduced for the continuity of S1w1 at r0, 1s ˆ ty “ yj˚`1u. Set Ωz1 :“

rx0, xi˚`1s ˆ ry0, yj˚`1s. The operator T1 : C
0pΩq Ñ V N is defined by

(4.2) T1z1 :“

$

&

%

0 in ΩzΩz1 ,

Az1 ´ C1z1 in Ωz1 ,

where the operator C1 is defined in a similar way to B1 except that the degrees of freedom

for C1 are attached to r0, xi˚`1s ˆ ty “ yj˚`1u Y tx “ xi˚`1u ˆ r0, yj˚`1s. The operators

Si and Ti for i “ 2, 3, 4 could be defined similarly. Also we give a boundary correction

CpS1w1q P V N for S1w1, which is defined by

F pCpS1w1qq “

$

&

%

F pw1q if F is the DoF of V N attached to Γw1
,

0 otherwise,

where Γw1
:“ BΩzBΩw1

. With the help of this correction, we have

pS1w1 ` CpS1w1qq |BΩ “ Aw1|BΩ.

By the same token, we could define the corrections CpSiwiq and CpTiziq for Siwi and Tizi

for i “ 1, 2, 3, 4, respectively.

Introduce the discrete function Dv0 P V N
0 , which is defined by

F pDv0q “

$

&

%

F pπv0 ´ v0q if F is the DoF of V N attached to BΩ˚
0 ,

0 otherwise,
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and

(4.3) Ev0 :“

$

&

%

πv0 in Ω˚
0 ,

Av0 ` Dv0 in ΩzΩ˚
0 .

Note that pDv0q|BΩ˚
0

“ pπv0 ´ Av0q |BΩ˚
0
. The definition of Dv0 ensures the continuity of

Ev0 on Ω̄.

Now we are in a position to propose the interpolation used for our supercloseness

analysis, which is defined by

(4.4) Psu “ Ev0 `
4

ÿ

i“1

Siwi `
4

ÿ

i“1

Tizi ` Cpwq,

where Cpwq “
4

ř

i“1

CpSiwiq `
4

ř

i“1

CpTiziq. Clearly Psu P V N
0 .

The following lemma could be found in [21, Lemma 4], which is important for analysis

of the diffusion part.

Lemma 5. Let τ P T N . Let v P Hk`2pτq and Aτv P Qkpτq be its vertices-edges-element

interpolant. Then for each vN P Qkpτq we have

ˇ

ˇ

ˇ

ˇ

ż

τ

pAτv ´ vqxv
N
x dxdy

ˇ

ˇ

ˇ

ˇ

ď Chk`1
y,τ

›

›

›

›

Bk`2v

BxByk`1

›

›

›

›

τ

}vNx }τ

and
ˇ

ˇ

ˇ

ˇ

ż

τ

pAτv ´ vqyv
N
y dxdy

ˇ

ˇ

ˇ

ˇ

ď Chk`1
x,τ

›

›

›

›

Bk`2v

Bxk`1By

›

›

›

›

τ

}vNy }τ .

For the vertices-edges-element interpolation, we have the following interpolation errors.

Lemma 6. Let τ P T N . Let v P Hk`1pΩq. Then there exists a constant C such that the

vertices–edges–element interpolation Av satisfies

}v ´ Av}τ ď C
ÿ

i`j“k`1

hix,τh
j
y,τ

›

›

›

›

Bk`1v

BxiByj

›

›

›

›

τ

.

Proof. See [21, Lemma 7].
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Set

epDq “ tτ P T N : τ̄ X pΩzDq ‰ ∅, τ P Du.

The following L8-stabilities will be used later.

Lemma 7. Let v P C0pΩ̄q. There exists a constant C independent of v such that

}B1v}8,epΩw1
q ď C}v}8,epΩw1

q,

}pB1vqx}8,epΩw1
q ď C}vx}8,epΩw1

q,

}C1z1}8,epΩz1
q ď C}z1}8,epΩz1

q.

Proof. For τi,j˚ with i “ 0, . . . , N ´ 1, one has

B1v|τi,j˚ “vpxi, yj˚`1qϕipx, yq ` vpxi`1, yj˚`1qϕi`1px, yq

`
k´2
ÿ

m“0

m ` 1

hm`1
i,x

ż xi`1

xi

vps, yj˚`1qps ´ xiq
mds ϕi,mpx, yq.

The inequality }B1v}8,τi,j˚ ď C}v}8,τi,j˚ follows. In a similar way, we could prove

}C1z1}8,epΩz1
qq ď C}z1}8,epΩz1

q. Note

vps, yj˚`1q “ vpx, yj˚`1q `

ż s

x

vtpt, yj˚`1qdt for s, x P rxi, xi`1s,

and
˜

ϕipx, yq `
k´2
ÿ

m“0

ϕi,mpx, yq ` ϕi`1px, yq

¸

x

” 0 for px, yq P τi,j˚.

Then we have

pB1vqx|τi,j˚ “

ż xi

x

vtpt, yj˚`1qdt pϕipx, yqqx `

ż xi`1

x

vtpt, yj˚`1qdt pϕi`1px, yqqx

`
k´2
ÿ

m“0

m ` 1

hm`1
i,x

ż xi`1

xi

ˆ
ż s

x

vtpt, yj˚`1qdt

˙

ps ´ xiq
mds pϕi,mpx, yqqx,

and

}pB1vqx}8,τi,j˚ ď CM}vx}8,τi,j˚ ď C}vx}8,τi,j˚
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where from scaling arguments one has

M “ hi max
l“i,i`1

m“0,...,k´2

t}pϕlpx, yqqx}8,τi,j˚ , }pϕi,mpx, yqqx}8,τi,j˚ u ď C.

Consider epΩw1
q “ YN´1

i“0 τi,j˚ and we are done.

The error is split as follows:

u´ uN “ pu ´ Psuq ` pPsu ´ uNq “: η̃ ` ξ̃.

From the coercivity (2.17), the Galerkin orthogonality (2.18) and (4.4), one has

(4.5)
C}ξ̃}2ε ďapPsu ´ u, ξ̃q “ ε2p∇η̃,∇ξ̃q ` pbη̃, ξ̃q

“:ε2S1 ` S2,

where

S1 “p∇pv0 ´ Ev0q,∇ξ̃q `
4

ÿ

i“1

p∇pwi ´ Siwiq,∇ξ̃q `
4

ÿ

i“1

p∇pzi ´ Tiziq,∇ξ̃q,

S2 “pbpv0 ´ Ev0q, ξ̃q `
4

ÿ

i“1

pb ppwi ´ Siwiq ` pzi ´ Tiziqq , ξ̃q ` apCpwq, ξ̃q.

The terms in the right-hand side of (4.5) will be analyzed in the following two lemmas.

Lemma 8. Let Assumptions 1 and 2 hold. Let σ ě k ` 3{2. Then one has

|S1| ď Cε´3{2pε1{2N´k ` N´pk`1qq}ξ̃}ε.

Proof. From Assumption 1, we just analyze p∇pv0 ´ Ev0q,∇ξ̃q, p∇pw1 ´ S1w1q,∇ξ̃q and

ppz1 ´T1z1qx, ξ̃xq. The remaining terms can be treated in a similar manner. We split these

terms as follows:

(4.6) p∇pv0 ´ Ev0q,∇ξ̃q ` p∇pw1 ´ S1w1q,∇ξ̃q ` ppz1 ´ T1z1qx, ξ̃xq “
4

ÿ

i“1

Si
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where

S1 “p∇pv0 ´ Av0q,∇ξ̃qΩzΩ˚
0

` p∇pw1 ´ Aw1q,∇ξ̃qΩw1
` ppz1 ´ Az1qx, ξ̃xqΩz1

,

S2 “ppB1w1qx, ξ̃xqepΩw1
q,

S3 “ppB1w1qy, ξ̃yqepΩw1
q ` ppC1z1qx, ξ̃xqepΩz1

q,

S4 “p∇w1,∇ξ̃qΩzΩw1
` ppz1qx, ξ̃xqΩzΩz1

,

S5 “p∇pv0 ´ πv0q,∇ξ̃qΩ˚
0

zΩ0
` p∇pv0 ´ πv0q,∇ξ̃qΩ0

,

S6 “p∇pDv0q,∇ξ̃qΩzΩ˚
0
.

Applying Lemmas 1 and 5 to S1, then we have

(4.7)

|ppw1 ´ Aw1qx, ξ̃xqΩw1
| ďC

N´1
ÿ

i“0

j˚
ÿ

j“0

hk`1
j,y

›

›

›

›

Bk`2w1

BxBk`1y

›

›

›

›

τij

}ξ̃x}τij

ďC
N´1
ÿ

i“0

j˚
ÿ

j“0

hk`1
j,y ε

´pk`1qe´βyj{εh
1{2
i,x h

1{2
j,y }ξ̃x}τij

ďCε1{2
N´1
ÿ

i“0

j˚
ÿ

j“0

N´pk`2q}ξ̃x}τij

ďCε1{2N´pk`1q}ξ̃x}

and similarly obtain

(4.8)

|p∇pv0 ´ Av0q,∇ξ̃qΩzΩ˚
0
| ` |ppw1 ´ Aw1qy, ξ̃yqΩw1

| ` |ppz1 ´ Az1qx, ξ̃xqΩz1
| ď Cε´1{2N´pk`1q}∇ξ̃}.

From Lemma 7, one has

(4.9)

|S2| ď}pB1w1qx}epΩw1
q}∇ξ̃}

ď|epΩw1
q|1{2}pB1w1qx}8,epΩw1

q}∇ξ̃}

ďCε1{2}pw1qx}8,epΩw1
q}∇ξ̃}

ďCε1{2N´σ}∇ξ̃}.
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Inverse inequalities yield

(4.10)

|S3| ďp}pB1w1qy}epΩw1
q ` }pC1z1qx}epΩz1

qq}∇ξ̃}

ďCph´1
j˚,y}B1w1}epΩw1

q ` h´1
i˚,x}C1z1}epΩz1

qq}∇ξ̃}

ďCε´1p|epΩw1
q|1{2}B1w1}8,epΩw1

q ` |epΩz1q|1{2}C1z1}8,epΩz1
qq}∇ξ̃}

ďCε´1{2p}w1}8,epΩw1
q ` }z1}8,epΩz1

qq}∇ξ̃}

ďCε´1{2N´σ}∇ξ̃}.

Assumption 1 and direct calculations yield

(4.11) |S4| ď p}∇w1}ΩzΩw1
` }∇z1}ΩzΩz1

q}∇ξ̃} ď Cε´1{2N´σ}∇ξ̃}.

Hölder inequalities, inverse inequalities, Lemmas 1 and 2 yield

(4.12)

|S5| ďCh´1
N{4´1

}v0 ´ πv0}8,Ω˚
0

zΩ0
}∇ξ̃}1,Ω˚

0
zΩ0

` CN}v0 ´ πv0}8,Ω0
}∇ξ̃}1,Ω0

ďCh´1
N{4´1

N´pk`1qh
1{2
N{4´1

}∇ξ̃}Ω˚
0

zΩ0
` CNN´pk`1q}∇ξ̃}Ω0

ďCε´3{2pN´pk`1q ` ε1{2N´kq}ξ̃}ε.

From the definition of Dv0, we have

(4.13)

|S6| ďC}∇pDv0q}8,BΩ˚
0
}∇ξ̃}1,epΩzΩ˚

0
q

ďCh´1
N{4´2

}Av0 ´ πv0}8,BΩ˚
0

¨ h
1{2
N{4´2

}∇ξ̃}epΩzΩ˚
0

q

ďCε´3{2}Av0 ´ πv0}8,Ω˚
0
}ξ̃}ε

ďCε´3{2N´pk`1q}ξ̃}ε.

where Lemmas 2 and 6 yield

}Av0 ´ πv0}8,Ω˚
0

ď }Av0 ´ v0}8,Ω˚
0

` }v0 ´ πv0}8,Ω˚
0

ď CN´pk`1q.

Substituting (4.7)–(4.13) into (4.6) and considering σ ě k ` 3{2, we are done.

Lemma 9. Let Assumptions 1 and 2 hold. Let σ ě k ` 3{2. Then one has

|S2| ď Cε1{2N´pk`1q ln1{2N}ξ̃}ε.
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Proof. From (4.5), we have

(4.14) S2 “ pbpv0 ´ Ev0q, ξ̃q `
4

ÿ

i“1

pbpwi ´ Siwiq, ξ̃q `
4

ÿ

i“1

pbpzi ´ Tiziq, ξ̃q ` apCpwq, ξ̃q.

First, from (4.3), Hölder inequalities and Lemma 1 we obtain

(4.15)

|pbpv0 ´ Ev0q, ξ̃q| ď |pbpv0 ´ Av0q, ξ̃qΩzΩ˚
0
| ` |pbpDv0q, ξ̃qΩzΩ˚

0
|

ď C}v0 ´ Av0}8,ΩzΩ˚
0
}ξ̃}1,ΩzΩ˚

0
` C}Av0 ´ πv0}8,BΩ˚

0
}ξ̃}1,epΩzΩ˚

0
q

ď Cε1{2N´pk`1q ln1{2N}ξ̃}ΩzΩ˚
0

` CN´pk`1qh
1{2
N{4´2

}ξ̃}epΩzΩ˚
0

q.

Second, Hölder inequalities and Lemma 1 yield

(4.16)

apCpwq, ξ̃q ď ε2|p∇Cpwq,∇ξ̃q| ` |pbCpwq, ξ̃q|

ďCε2}∇Cpwq}8,epΩq}∇ξ̃}1,epΩq ` C}Cpwq}8,epΩq}ξ̃}1,epΩq

ďCε2h´1
0 N´σ ¨ h

1{2
0 }∇ξ̃}epΩq ` CN´σ ¨ h

1{2
0 }ξ̃}epΩq

ďCε1{2N´pσ´1{2q}ξ̃}ε ` Cε1{2N´pσ`1{2q}ξ̃}ε,

where we have used }Cpwq}8,epΩq ď CN´σ and C6εN
´1 ď h0 ď C7εN

´1.

At last, we analyze pbpw1 ´ S1w1q, ξ̃q and the remaining terms can be discussed in a

similar way. Lemmas 6 and 1 yield

}w1 ´ Aw1}
2
Ωw1

“
N´1
ÿ

i“0

j˚
ÿ

j“0

}w1 ´ Aw1}
2
τi,j

ďC
N´1
ÿ

i“0

j˚
ÿ

j“0

˜

ÿ

l`m“k`1

hli,xh
m
j,y

›

›

›

›

Bk`1w1

BxlBym

›

›

›

›

τi,j

¸2

ďC
N´1
ÿ

i“0

j˚
ÿ

j“0

˜

ÿ

l`m“k`1

hli,xh
m
j,yε

´me´βyj{εh
1{2
i,x h

1{2
j,y

¸2

ďC
N´1
ÿ

i“0

j˚
ÿ

j“0

˜

ÿ

l`m“k`1

N´pl`1{2qεm`1{2N´pm`1{2qε´m

¸2

ďC
N´1
ÿ

i“0

j˚
ÿ

j“0

pε1{2N´pk`2qq2 ď CεN´2pk`1q.

21



Lemma 7 yields

}B1w1}epΩw1
q ď C|epΩw1

q|1{2}w1}8,epΩw1
q ď Ch

1{2
j˚ N

´σ.

From the Cauchy-Schwarz inequality one obtains

(4.17)

pbpw1 ´ S1w1q, ξ̃q “ pbw1, ξ̃qΩzΩw1
` pbpw1 ´ Aw1q, ξ̃qΩw1

` pb B1w1, ξ̃qepΩw1
q

ďC}w1}ΩzΩw1
}ξ̃}ΩzΩw1

` C}w1 ´ Aw1}Ωw1
}ξ̃}Ωw1

` }B1w1}epΩw1
q}ξ̃}epΩw1

q

ďCpε1{2N´σ ` ε1{2N´pk`1q ` Ch
1{2
j˚ N

´σq}ξ̃}ε

ďCε1{2N´pk`1q}ξ̃}ε.

Substituting (4.15)–(4.17) into (4.14), we are done.

Now we are in a position to present our supercloseness result in the balanced norm.

Theorem 2. Let Assumptions 1 and 2 hold. Let σ ě k` 3{2. Let Psu defined in (4.4) be

the interpolation to the solution u of (1.1). Let uN be the solution of (2.14). Then one

has

}Psu´ uN}b ď Cpε1{2N´k ` N´pk`1q ln1{2Nq.

Proof. From (4.5), Lemmas 8 and 9, we obtain

}ξ̃}ε ď Cε1{2pε1{2N´k ` N´pk`1q ln1{2Nq,

which implies the following estimations

ε1{2}∇pPsu ´ uNq} ď Cpε1{2N´k ` N´pk`1q ln1{2Nq,

}Psu ´ uN} ď Cε1{2pε1{2N´k ` N´pk`1q ln1{2Nq.

Thus we are done.

Remark 2. From Theorems 1 and 2, we could conclude that Theorem 2 presents a super-

closeness result. It is the first supercloseness result in the balanced norm in the literature.
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5. Numerical experiment

In this section we present numerical experiments on Bakhvaolv-type rectangular meshes

that support our theoretical results. All calculations were carried out by using Intel Visual

Fortran 11 and the discrete problems were solved using GMRES (see, e.g., [2]).

We present errors and convergence orders in the computed solutions for the boundary

value problem

(5.1)
´ε2∆u ` 2u “ fpx, yq in Ω “ p0, 1q2,

u “ 0 on BΩ,

where the right-hand side f is chosen in such a way that

upx, yq “

ˆ

1 ´
e´x{ε ` e´p1´xq{ε

1 ` e´1{ε

˙ ˆ

1 ´
e´y{ε ` e´p1´yq{ε

1 ` e´1{ε

˙

is the exact solution. For the computations we will assign values to the parameters in

(2.5) and (2.6). We set σ “ k ` 1 when the error }u´ uN}b is discussed and σ “ k ` 3{2

when the error }Psu ´ uN}b is discussed. Also, we set β “ 1 and C1 “ 4σ{p3βq in (2.6).

In our numerical tests, we will consider ε “ 10´3, 10´4, ¨ ¨ ¨ , 10´6, k “ 1, 2, 3 and

N “ 12, 24, ¨ ¨ ¨ , 768. Our numerical experiments imply that meshes (2.5) and (2.6) have

same performances. Thus we only present numerical results for mesh (2.5).

For a fixed ε and N , we have evaluated the error eN,ε
c “ }u´ uN}b and e

N,ε
s “ }Psu´

uN}b, where Psu is the interpolation of the exact solution u to (5.1), which is defined

in (4.4) and uN represents its numerical approximation. In the following we present the

errors

eNc “ max
ε“10´3,...,10´6

eN,ε
c , eNs “ max

ε“10´3,...,10´6

eN,ε
s

and the corresponding orders of convergence

pNc “
ln eNc ´ ln e2Nc

ln 2
, pNs “

ln eNs ´ ln e2Ns
ln 2

.

Numerical results are presented in Table 1 and log-log chart 1. Table 1 lists errors in

the balanced norm on Bakhvalov-type meshes (2.5) for ε “ 10´3, . . . , 10´6 in the cases of
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k “ 1 and k “ 2. Errors in the balanced norm for the cases k “ 3 are plotted in Figure

1. The data in Table 1 and Figure 1 show optimal uniform convergence of }u´uN}b with

respect to the singular perturbation parameter ε, which implies that Theorem 1 is sharp.

The data also show that the superclosenss result is of order k`1 for kth rectangular finite

elements, which support Theorem 2 in a sense and also imply Theorem 2 might not be

sharp.

101 102 103
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Fig.1: Errors in the balanced norm when k “ 3.

Table 1: Errors and rates in the balanced norm for k “ 1 and k “ 2

k “ 1 k “ 1 k “ 1 k “ 1 k “ 2 k “ 2 k “ 2 k “ 2

N eNc pNc eNs pNs eNc pNc eNs pNs

12 0.397E0 1.04 0.101E0 2.05 0.103E0 2.13 0.336E-1 3.43

24 0.193E0 1.00 0.245E-1 2.11 0.236E-1 2.03 0.312E-2 3.40

48 0.963E-1 1.00 0.566E-2 2.07 0.576E-2 2.01 0.295E-3 3.36

96 0.481E-1 1.00 0.135E-2 2.04 0.143E-2 2.00 0.287E-4 3.29

192 0.241E-1 1.01 0.328E-3 2.02 0.357E-3 2.00 0.295E-5 3.16

384 0.120E-1 1.00 0.808E-4 2.01 0.892E-4 — 0.328E-6 —

768 0.601E-2 — 0.201E-4 — — — — —
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