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Abstract. This paper is concerned with fully discrete mixed finite element approximations of
the time-dependent stochastic Stokes equations with multiplicative noise. A prototypical method,
which comprises of the Euler-Maruyama scheme for time discretization and the Taylor-Hood mixed
element for spatial discretization is studied in detail. Strong convergence with rates is established
not only for the velocity approximation but also for the pressure approximation (in a time-averaged
fashion). A stochastic inf-sup condition is established and used in a nonstandard way to obtain the
error estimate for the pressure approximation in the time-averaged fashion. Numerical results are
also provided to validate the theoretical results and to gauge the performance of the proposed fully
discrete mixed finite methods.
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1. Introduction. We consider the following time-dependent stochastic Stokes
equations for viscous incompressible fluids:

du =
[
ν∆u−∇p+ f

]
dt+B(·, u)dW (·) a.s. inDT := (0, T )×D,(1.1a)

divu = 0 a.s. inDT ,(1.1b)

u = 0 a.s. on ∂DT := (0, T )× ∂D,(1.1c)

u(0) = u0 a.s. inD,(1.1d)

where u and p denote respectively the velocity field and the pressure of the fluid, and
f is a given source field. D ⊂ Rd(d = 2, 3) is a bounded domain with boundary ∂D,
B : [0, T ]× [H1(D)]d → L0(L2(D), [L2(D)]d) and {W (t); t ≥ 0} is an [L2(D)]d-valued
Q-Wiener process (see Section 2 for their precise definitions).

The system of equations (1.1a), which is called stochastic Stokes equations/system,
is a simplified version of the stochastic Navier-Stokes model for turbulent fluids (cf.
[4, 3] and the references therein) by omitting the nonlinear term −(u · ∇)u dt on
the right-hand side of (1.1a). The stochastic term B(·, u) dW , which often is called
the noise, adds a solution-dependent source term to the corresponding deterministic
Stokes (and the Navier-Stokes) system. When B ≡ 0, (1.1a) reduces to the time-
dependent deterministic Stokes equations [30]. A motivation for adding such a noise
term is to allow the stochastic models to capture the turbulence phenomenon with
choosing a ”right” operator B and a Wiener process W by numerical simulation. Since
the Stokes system (1.1a)–(1.1d) is a simplification of the more complicated stochastic
Navier-Stokes system, all the results about mathematical theory established for the
corresponding Navier-Stokes system clearly apply to the Stokes system. We refer the
interested reader to [4, 3, 20, 21, 10] and the references therein for detailed discussions
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2 XIAOBING FENG AND HAILONG QIU

about solution concepts, well-posedness and regularity of solutions of the stochastic
Navier-Stokes problems with various types of noises. We note that system (1.1) is
nonlinear because B(u) is a nonlinear function in u.

Since there exists a large amount of literature on numerical methods for the
deterministic Stokes and Navier-Stokes equations, it is natural to try to adapt those
successful numerical methods for solving problem (1.1). Indeed, with some special
care on discretizing the stochastic term B(·, u) dW , all other terms in (1.1a) can be
discretized in the same way as done in the deterministic case. However, since in the
stochastic case the solution u is a Hilbert space-valued stochastic process and spatial
norms of the velocity are only Hölder continuous in t, all the deterministic analysis
techniques and machineries which require the differentiability of the solution in t are
not applicable in the stochastic case. Moreover, for saddle point problem (1.1), it
is known [22] that the pressure process {p(t); 0 ≤ t ≤ T} has very weak regularities
(it is only a measure), which makes the numerical analysis of (1.1) quite challenging,
especially for the mixed finite element discretization where the velocity and pressure
are approximated simultaneously. As a result, the pool of rigorous numerical methods
(i.e., those with support of convergence analysis) for the stochastic Stokes and Navier-
Stokes equations is limited and those results only become available recently.

In [12] Carelli et al. proposed a Chorin-type time-splitting method for problem
(1.1) to address the subtle interplay of noise and pressure. Strong convergence with
rates was proved for the velocity approximation with sinusoidal noises. Although pres-
sure approximation was also constructed and computed by the Chorin-type method,
its convergence was not addressed in [12]. In addition, the semi-discrete in time
Euler-Maruyama scheme was also considered and used as a tool in the analysis of
the Chorin-type method, but its convergence analysis was not addressed. In [13]
Carelli and Prohl proposed an implicit and a semi-implicit time discretizations for
the stochastic Navier-Stokes problem in 2-D with sinusoidal noises. Strong conver-
gence with rates was also established for the velocity approximation. A fully discrete
mixed finite element scheme was also considered and strong convergence with rates
was also proved for the velocity approximation. As noted in [13], the interaction of
Lagrange multipliers with the stochastic forcing in the scheme limits the accuracy
of general discretely LBB-stable space discretizations. Strategies to overcome this
difficulty were also proposed in [13] although the convergence of the pressure approxi-
mation was not addressed. Other recent works for stochastic Navier-Stokes equations
include an iterative splitting scheme which was proposed in [6], a strong convergence
in probability was established in the 2-D case for the velocity approximation. In a
very recent paper [7], the authors proposed another time-splitting scheme and proved
its strong L2 convergence for the velocity approximation. In [31] a posterior error
estimates were studied for a fully discrete divergence-free finite element method for
the 2-D stochastic Navier-Stokes equations, both upper and lower a posterior error
bounds were established for the velocity approximation in the paper. The paper [9] by
Brzeźniak, et al., which perhaps is closest to this paper, proposed two time-stepping
schemes for mixed finite element spatial discretizations of the stochastic Navier-Stokes
equations with general multiplicative noise and established the convergence for the
velocity approximation (as a function sequence) to weak martingale solutions in 3-D
and to strong solutions in 2-D using the compactness argument. Since the analysis
was done in the space of discretely solenoidal functions which allows to eliminate the
discrete pressures from the schemes, consequently, the convergence of the pressure ap-
proximations was bypassed in [9]; in addition, no rate of convergence was presented for



MIXED FINITE ELEMENT METHODS FOR STOCHASTIC STOKES EQUATIONS 3

the velocity approximation. To the best of our knowledge, no convergence (hence, no
rate of convergence) for a pressure approximation has been reported in the literature
for system (1.1).

The primary goal of this paper is to analyze convergence behaviors of the mixed
finite element method for the stochastic Stokes problem (1.1) with general multi-
plicative noise. Specifically, we shall establish strong convergence with rates not only
for the velocity approximation but also for the pressure approximation (in a time-
averaged fashion). A secondary goal of the paper is to use (1.1) as a prototypical
example to develop numerical analysis techniques which can be useful for analyzing
mixed finite element approximations of the stochastic Navier-Stokes equations and
possibly other nonlinear stochastic PDEs.

The remainder of this paper is organized as follows. In Section 2 we introduce
function and space notation and some background materials for problem (1.1) and
establish a few preliminary results such as the stochastic inf-sup condition and Hölder
continuity in time of the solution in various spatial norms. These results plays an
important role in the error analysis of this paper. In Section 3 we state the Euler-
Maruyama time-stepping scheme for problem (1.1) and derive some error estimates
for both the velocity and pressure approximations. In Section 4 we formulate a fully
discrete mixed finite element method which uses the prototypical Taylor-Hood mixed
finite element method for spatial discretization. The highlight of this Section is to
establish the following error estimates for the numerical solution (unh, p

n
h):

max
1≤n≤N

(
E
[
‖u(tn)− unh‖2L2

]) 1
2

+
(
E
[
k

N∑
n=1

‖∇(u(tn)− unh)‖2L2

]) 1
2

(1.2)

≤ Ĉ1k
1
2 + Ĉ2k

− 1
2h,

max
1≤n≤N

(
E
[
‖∇(u(tn)− unh)‖2L2

]) 1
2

+
(
E
[
k

N∑
n=1

‖A(u(tn)− unh)‖2L2

]) 1
2

(1.3)

≤ Ĉ3k
1
2 + Ĉ4k

− 1
2h,

max
1≤n≤N

(
E
[
‖A(u(tn)− unh)‖2L2

]) 1
2

+
(
E
[
k

N∑
n=1

‖A 3
2 (u(tn)− unh)‖2L2

]) 1
2

(1.4)

≤ Ĉ5k
1
2 + Ĉ6k

− 1
2h,

max
1≤m≤N

E
[∥∥∥∫ tm

0

p(s)ds− k
m∑
n=1

pnh

∥∥∥
L2

]
≤ Ĉ7k

1
2 + Ĉ8k

− 1
2h.(1.5)

It should be noted that the (bad) k−
1
2 factor in the above error estimates is due to the

low regularity of the pressure p and the simultaneous approximation property of the
mixed method. Obviously, compared to the error estimates for mixed finite element
approximations of the deterministic Stokes problem (cf. [24]), the above estimates
seem inferior, however, our numerical experiments indicate that these estimates are
in fact sharp for the stochastic Stokes problem (1.1). The above theoretical results
on one hand reveal the insight of the (damaging) effect of the noise on the perfor-
mance of the standard mixed finite element method for the stochastic Stokes problem
and on the other hand suggest that modifications and improvements must be done
to the standard mixed finite element method in order to improve its performance so
that the modified method (such as mixed-primal finite element method, stabilized
finite element method) could produce competitive velocity approximations with that
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of divergence-free finite element methods (cf. [13]). Finally, in Section 5, we pro-
vide some numerical experiments to validate our theoretical results and to gauge the
performance of the proposed numerical method.

2. Preliminaries.

2.1. Notation and assumptions. Standard function and space notation will
be adopted in this paper. In particular, for a given positive integer m, let Hm(D)
denote the standard Sobolev space consisting of all real-valued functions whose up
to mth order weak derivatives are L2-integrable on D ⊂ Rd, and ‖ · ‖Hm denotes
its norm. Let H1

0 (D) be the subspace of H1(D) whose functions have zero trace on
∂D, H0(D) := L2(D) and (·, ·) := (·, ·)D denote the standard L2-inner product. Let
(Ω,F ,Ft,P) be a probability space with σ-algebra F , the normal filtration Ft and
the probability measure P. For a random variable v defined on (Ω,F ,Ft,P), let E[v]
denote the expected value of v. We also let (Ω,F , {Ft},P) be a complete probability
space with continuous filtration {Ft ⊂ F ; t ≥ 0}. a.s. means almost surely with
respect to the probability measure P. For a Banach space Y , let Lp(0, T ;Y ) denote
the time-space function space endowed with following norm:

‖w‖Lp(0,T ;Y ) :=


(∫ T

0
‖w‖pY dt

) 1
p if 1 ≤ p <∞,

ess sup
t∈[0,T ]

‖w‖Y if p =∞.

We shall often use the abbreviated notation Lp(Y ) := Lp(0, T ;Y ) for convenience.
For a normed vector space X with norm ‖ · ‖X , let [X]d denote the space of all

d-vector-valued mappings whose components belong to X. Define the Bochner space

Lp(Ω, X) :=
{
v : Ω→ X; E[‖v‖pX ] <∞

}
and the norm

‖v‖Lp(Ω,X) :=
(
E
[
‖v‖pX

]) 1
p

, 1 < p <∞.

We also introduce the following special space notation:

V := [H1
0 (D)]d,V∗ := [H2

0 (D)]d, W = L2
0(D) := {v ∈ L2(D); (v, 1)D = 0},

V0 :=
{
v ∈ V; div v = 0 in D

}
, V := L2(Ω,V), W := L2(Ω,W).

To give a meaning to the stochastic term B(·, u) dW , we need to recall the def-
inition of Hilbert space-valued Q-Wiener process W . Let Q be a non-negative and
symmetric linear operator from L2(D) to itself. Assume that Q has a set of eigen-
values and eigenfunctions {(λj , qj)}j≥1 such that {qj}j≥1 forms an orthonormal basis
for L2(D). Let {βj(t); t ≥ 0}j≥1 be a sequence of independent identically distributed
(iid) real-valued Brownian motions (or Wiener processes) adapted to {Ft}. Then an
L2(D)-valued Q-Wiener process W = {W (t); t ≥ 0} on (Ω,F , {Ft},P) is defined as

(2.1) W (·, t) =

∞∑
j=1

√
λjqj(·)βj(t) a.s. in D.

Let K∗ := Q
1
2 (L2(D)) be the Cameron-Martin space for the Wiener measure on

C([0, T ];L2(D)) equipped with the scalar product (ϕ,ψ)K∗ = (Q−
1
2ϕ,Q−

1
2ψ)L2(D)
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for all ϕ,ψ ∈ L2(D), where Q−
1
2 denotes the pseudoinverse of Q

1
2 . Let K :=

L0(L2(D); [L2(D)]d) be the Banach space of linear operators from L2(D) to [L2(D)]d

which have finite Hilbert-Schmidt norms denoted by ‖ · ‖K. For any 1 < p < ∞, let
Mp
Ft

(Ω, Lp(0, T ;K)) be the subspace of the Bochner space Lp(Ω, Lp(0, T ;K)) whose

mappings are {Ft}-adapted. Then for any ϕ ∈ M2
Ft

(Ω, L2(0, T ;K)), the stochastic

integral
∫ t

0
ϕ(s) dW (s) for 0 ≤ t ≤ T is defined as an [L2(D)]d-valued function by

(2.2)(∫ t

0

ϕ(s) dW (s), χ
)

= lim
J→∞

J∑
j=1

√
λj

∫ t

0

(
ϕ(s)qj , χ

)
dβj(s) ∀χ ∈ [L2(D)]d, a.s.

Note that the stochastic integral on the right-hand side is understood in the Itô’s
sense. It is well-known [28] that

∫ t
0
ϕ(s)dW (s) is an {Ft}-martingale and there holds

the following Itô’s isometry:

(2.3) E
[∥∥∥∫ T

0

ϕ(s) dW (s)
∥∥∥2

L2(D)

]
= E

[∫ T

0

‖ϕ(s)‖2K ds
]
.

The above definition of stochastic integrals suggests that B(·, u) needs to belong
to M2

Ft
(Ω, L2(0, T ;K)) in order to give a meaning to the stochastic term in (1.1a).

Indeed, in this paper we assume that B : [0, T ] × [L2(D)]d → L2(Ω,K) is Hölder-
Lipschitz continuous in time and has a linear growth in the second argument in the
sense that there exists a constant CT > 0 such that P-a.s.

‖Dj(B(s, v)−B(t, w))‖K ≤ CT
[
|s− t| 12 + ‖Dj(v − w)‖L2

]
, j = 0, 1, 2,(2.4a)

|DiB(t, v)| ≤ CT
(
1 + ‖Div‖L2

)
, i = 0, 1, 2, 3, 4(2.4b)

for any v, w ∈ [L2(D)]d, s, t ∈ [0, T ], for v ∈ [L2(D)]d.

(2.5) B(·, v) ∈ L2(Ω;L2(0, T ;K)).

Finally, we assume that D ⊂ Rd(d = 2, 3) is a bounded domain such that there
is a unique strong solution (v, χ) ∈ V0 ∩ [H2(D)]d × L2

0(D) ∩H1(D) to the following
deterministic stationary Stokes problem:

−ν∆v +∇χ = g in D,

div v = 0 in D,

v = 0 on ∂D,

which satisfies the estimate

‖v‖H2(D) + ‖χ‖H1(D) ≤ C‖g‖L2(D)

for any g ∈ L2(D). It is well-known [30] that the above regularity holds if D is a
convex polygonal domain in 2-D, while in 3-D it holds for C2-domains.

2.2. Properties of variational weak solutions. In this subsection we first
recall the variational weak solution definition for problem (1.1). We then prove a
stochastic inf-sup condition for the mixed term and establish some Hölder continuity
(in time) of various spatial norms of weak solutions. These auxiliary results will play
an important role in our convergence analysis to be given in the subsequent sections.

Definition 2.1. ([22]) Suppose that u0 ∈ L2(Ω,V0) and f ∈ L2(Ω, L∞(0, T ;
[L2(D)]d). A pair of {Ft}-adapted stochastic processes {(u(t), p(t)); 0 ≤ t ≤ T} is
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called a weak solution of (1.1) if (u, p) ∈ L2
(
Ω, L∞(0, T ; [L2(D)]d) ∩ L2(0, T ;V) ∩

C(0, T ;V∗)
)
× L2

(
Ω, L2(0, T ;W−1,∞(D))

)
and satisfy P-a.s

(
u(t), ψ

)
+

∫ t

0

νa(u(s), ψ) ds+ b
(
ψ,

∫ t

0

p(s) ds
)

(2.6a)

= (u0, ψ) +

∫ t

0

(
f(s), ψ

)
ds+

(∫ t

0

B(s, u(s)) dW (s), ψ
)

∀ψ ∈ V,

b(u, q) = 0 ∀q ∈ W(2.6b)

for all t ∈ (0, T ]. Where the bilinear forms a(·, ·) and b(·, ·) are defined as follows:

a(v, w) :=
(
∇v,∇w

)
∀v, w ∈ V,(2.7a)

b(v, q) :=
(
div v, q

)
∀v ∈ V, q ∈ W.(2.7b)

Remark 1. We write b
(
ψ,
∫ t

0
p(s) ds

)
instead of

∫ t
0
b(ψ, p(s)) ds in (2.6a) be-

cause the regularity of p is too weak to allow the latter to make sense unless more
smoother test function ψ is used. On the other hand, it could be shown that

∫ t
0
p(s) ds ∈

L2
(
Ω, L2(D × (0, T ))

)
so the former is well defined. Thus, in the remainder of this

paper, the pressure process {p(t)}t≥0 will always appear in the time integral form.
It should also be noted that other solution notions such as mild and strong so-

lutions have also be introduced and studied in the literature for problem (1.1) (cf.
[28, 14] and the references therein). In addition, nonhomogeneous boundary condi-
tions can be dealt with through standard lifting arguments. In this paper, we only
consider homogeneous boundary conditions to avoid the technicalities.

Next, we state a stochastic inf-sup condition for the bilinear form b(·, ·).
Lemma 2.2. There exists a positive constant β such that

sup
v∈V

E[b(v, q)]

‖v‖V
≥ β‖q‖W ∀q ∈W.(2.8)

Proof. Below we give a proof for the sake of completeness. The proof follows the
same lines as that for the deterministic inf-sup condition (cf. [2, 24]), we only sketch
the main ideas and steps of the proof in the case when D is a 2-D bounded domain
with smooth or convex polygonal boundary ∂D.

For any fixed q ∈ W, the first step of the proof is to construct a random field
v1 ∈ L2(Ω, [H1(D)]d) such that div v1 = q in L2(Ω ×D) and v1 · n = 0 a.s. on ∂D,
where n denotes the unit outward normal to ∂D. In addition, there exists a positive
constant c1 such that

‖v1‖L2(Ω,[H1(D)]d) ≤ c1‖q‖W.(2.9)

The desired random field v1 can be chosen as v1 = −∇φ, where φ ∈ L2(Ω, H2(D)) is
the solution of the following random Poisson problem:

−∆φ = q a.s. in D,

∂φ

∂n
= 0 a.s. on ∂D,

(φ, 1) = 0 a.s.



MIXED FINITE ELEMENT METHODS FOR STOCHASTIC STOKES EQUATIONS 7

By the elliptic PDE theory we know that there exists a unique solution φ, moreover,
there exists a positive constant c1 such that

‖φ‖H2(D) ≤ c1‖q‖L2(D) a.s.

which clearly implies (2.9) with v1 = −∇φ.
The second step of the proof is to construct a random field v2 ∈ L2(Ω, [H1(D)]d)

such that div v2 = 0 in L2(Ω×D), v2 · τ = −v1 · τ and v2 · n = 0 a.s. on ∂D, where τ
denotes the positively oriented unit tangent vector to ∂D. In addition, there exists a
positive constant c2 such that

‖v2‖L2(Ω,[H1(D)]d) ≤ c2‖v1‖L2(Ω,[H1(D)]d).(2.10)

One such a random field is v2 = curlψ, where ψ ∈ L2(Ω, H2(D)) satisfies

∆2ψ = 0 a.s. in D,

∂ψ

∂n
= v1 · τ a.s. on ∂D,

ψ = 0 a.s. on ∂D,

and

‖ψ‖H2(D) ≤ c2‖v1‖H1(D) a.s.

for some positive constant c2. Note that the existence of ψ is guaranteed by the
elliptic PDE theorey. The above estimate immediately infers (2.10).

The third step of the proof is to define z = v1 + v2. It is easy to check that
z ∈ L2(Ω, [H1(D)]d), div z = q in L2(Ω × D) and z = 0 a.s. on ∂D, hence, z ∈ V.
Moreover, it follows from (2.9) and (2.10) and the triangle inequality that

‖z‖V ≤ (1 + c2)‖v1‖L2(Ω,[H1(D)]d) ≤ (1 + c2)c1‖q‖W.(2.11)

Finally, it follows from (2.11) that

sup
v∈V

E[b(v, q)]

‖v‖V
≥ E[b(z, q)]

‖z‖V
=
E
[
‖q‖2L2(D)

]
‖z‖V

≥ 1

(1 + c2)c1
‖q‖W.

Hence, (2.8) holds with β = 1
(1+c2)c1

. The proof is complete.

The next theorem establishes some Hölder continuity (in time) of the velocity
field u in various spatial norms.

Theorem 2.3. Let (u, p) be the weak solution to problem (1.1), and assume

that u ∈ L2(Ω, L∞(0, T ;V ∩ [H3(D)]d)),∇uj , Au,A
3
2u ∈ L2(Ω;C([0, T ]; [L2(D)]d))

for 1 ≤ j ≤ d, and f ∈ L2(Ω;L∞(0, T,H1(D)d)). Then there hold

E
[
‖u(t)− u(s)‖2L2

]
+ νE

[∫ t

s

‖∇(u(ξ)− u(s))‖2L2

]
dξ ≤ C1|t− s|,(2.12a)

E
[
‖∇(u(t)− u(s))‖2L2

]
+ νE

[∫ t

s

‖A(u(ξ)− u(s))‖2L2

]
dξ ≤ C2|t− s|,(2.12b)

E
[
‖A(u(t)− u(s))‖2L2

]
+ νE

[∫ t

s

‖A 3
2 (u(ξ)− u(s))‖2L2

]
dξ ≤ C3|t− s|(2.12c)
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for any 0 ≤ s, t ≤ T , where

C1 =
(

(2ν + 2C0CT )E[‖∇u‖2L∞(L2)] +
2

ν
E[‖f‖2L∞(H−1)]

)
(1 + 2CTT )e2CTT ,

C2 =
(

(2ν + 2C0CT )E
[
‖Au‖2L∞(L2)

]
+

2

ν
E
[
‖f‖2L∞(L2)

])
(1 + 2CTT )e2CTT ,

C3 =
(

(2ν + 2C0CT )E
[
‖A 3

2u‖2L∞(L2)

]
+

2

ν
E
[
‖f‖2L∞(H1)

])
(1 + 2CTT )e2CTT ,

where A : V ∩ [H2(D)]d → V0 denotes the Stokes operator (cf. [30]) and C0 is the
constant in the Poincaré inequality for H1(D) functions.

Proof. We first note that estimate (2.12a) was obtained in [9, 13] using the
semigroup approach, the results of (2.12b)–(2.12c) seem new. Below we give a proof
for each estimate using the Itô’s formula approach.

Step 1: For a fix s ∈ (0, T ], by the definition of weak solutions we obtain

(
u(t)− u(s), v

)
+ ν

∫ t

s

a(u, v) dξ =

∫ t

s

(f, v) dξ +
(∫ t

s

B(ξ, u) dW (ξ), v
)

for any v ∈ V0. Now apply Itô’s formula to Φ(u(t)) := ‖u(t)− u(s)‖2L2 to get

‖u(t)− u(s)‖2L2 + 2ν

∫ t

s

(
∇u(ξ),∇(u(ξ)− u(s))

)
dξ(2.13)

= 2

∫ t

s

(
f(ξ), u(ξ)− u(s)

)
dξ + 2

∫ t

s

(
B(ξ, u(ξ)) dW (ξ), u(ξ)− u(s)

)
+

∫ t

s

‖B(ξ, u(ξ))‖2K dξ.

Then we have

‖u(t)− u(s)‖2L2 + 2ν

∫ t

s

‖∇u(ξ)− u(s)
∣∣2
L2 dξ(2.14)

= 2ν

∫ t

s

(
∇u(s),∇(u(ξ)− u(s))

)
dξ + 2

∫ t

s

(
f(ξ), u(ξ)− u(s)

)
dξ

+

∫ t

s

‖B(ξ, u(ξ))‖2K dξ + 2

∫ t

s

(
B(ξ, u(ξ)) dW (ξ), u(ξ)− u(s)

)
=: I1 + I2 + I3 + I4.

We then bound each Ii for i = 1, 2, 3, 4 separately below.

To bound I1, by Schwarz and Young’s inequality we get

2ν

∫ t

s

(
∇u(s),∇(u(ξ)− u(s))

)
dξ ≤ 2ν

∫ t

s

‖∇u(s)‖L2‖∇(u(ξ)− u(s)))‖L2 dξ(2.15)

≤ 2ν
(∫ t

s

‖∇(u(ξ)− u(s))‖2L2 dξ
) 1

2
(∫ t

s

‖∇u(s)‖2L2 dξ
) 1

2

≤ ν

2

∫ t

s

‖∇(u(ξ)− u(s))‖2L2 dξ + 2ν‖∇u(s)‖2L2 |t− s|.
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Similarly, I2 can be bounded as follows:

2

∫ t

s

(
f(ξ),u(ξ)− u(s)

)
dξ ≤ 2

(
ε

∫ t

s

‖∇(u(ξ)− u(s))‖2L2 dξ(2.16)

+
1

4ε

∫ t

s

‖f(ξ)‖2H−1 dξ
)

≤ 2
(
ε

∫ t

s

‖∇(u(ξ)− u(s))‖2L2 dξ +
1

4ε

∫ t

s

‖f(ξ)‖2H−1 dξ
)

≤ ν

2

∫ t

s

‖∇(u(ξ)− u(s))‖2L2 dξ +
2

ν
‖f‖2L∞(H−1) |t− s|,

where we set ε = ν
4 .

To bound I3, we have

∫ t

s

‖B(ξ, u(ξ))‖2K dξ =

∫ t

s

‖B(ξ, u(ξ))−B(s, u(s)) +B(s, u(s))‖2K dξ(2.17)

≤ 2

∫ t

s

‖B(ξ, u(ξ))−B(s, u(s))‖2K dξ + 2

∫ t

s

‖B(s, u(s))‖2K dξ

≤ 2CT

∫ t

s

‖u(ξ)− u(s)‖2L2 dξ + 2CT

∫ t

s

‖u(s)‖2L2 dξ

≤ 2CT

∫ t

s

‖u(ξ)− u(s)‖2L2 dξ + 2CT ‖u(s)‖2L2 |t− s|.

Finally, on noticing that I4 is a martingale, then we have E[I4] = 0. Now com-
bining (2.15)–(2.17) and taking the expectation we obtain

E
[
‖u(t)− u(s)‖2L2

]
+ νE

[∫ t

s

‖∇(u(ξ)− u(s))‖2L2 dξ
]

≤
(

2νE
[
‖∇u(s)‖2L2

]
+ 2CTE

[
‖u(s)‖2L2

]
+

2

ν
E
[
‖f‖2L∞(H−1)

])
|t− s|

+ 2CTE
[∫ t

s

‖u(ξ)− u(s)‖2L2 dξ
]
.

An application of Gronwall and Poincaré inequality yields

E
[
‖u(t)− u(s)‖2L2

]
+ νE

[∫ t

s

‖∇(u(ξ)− u(s))‖2L2 dξ
]

≤
(

(2ν + 2C0CT )E[‖∇u‖2L∞(L2)] +
2

ν
E[‖f‖2L∞(H−1)]

)
(1 + 2CTT )e2CTT |t− s|.

Hence, (2.12a) holds.

Step 2: To show the second inequality (2.12b), we apply Itô’s formula to Ψ(u(t)) :=
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‖∇(u(t)− u(s))‖2L2 to get

‖∇(u(t)− u(s))‖2L2 + 2ν

∫ t

s

(
Au(ξ)− u(s), A(u(ξ)− u(s))

)
dξ(2.18)

= 2ν

∫ t

s

(
Au(s), A(u(ξ)− u(s))

)
dξ + 2

∫ t

s

(
f(ξ), A(u(ξ)− u(s))

)
dξ

+

∫ t

s

‖∇B(ξ, u(ξ))‖2K dξ + 2

∫ t

s

(
∇B(ξ, u(ξ)) dW (ξ),∇(u(ξ)− u(s))

)
=: I5 + I6 + I7 + I8.

We now bound each Ii for i = 5, 6, 7, 8 as follows,
To bound I5, we use Schwarz and Young’s inequality to get

2ν

∫ t

s

(
Au(s), A(u(ξ)− u(s))

)
dξ ≤ 2ν

∫ t

s

‖A(u(ξ)− u(s))‖L2‖Au(s)‖L2 dξ(2.19)

≤ ν

2

∫ t

s

‖A(u(ξ)− u(s))‖2L2 dξ + 2ν‖Au(s)‖2L2 |t− s|.

Similarly, we have

2

∫ t

s

(
f(ξ), A(u(ξ)− u(s))

)
dξ ≤ 2

∫ t

s

‖f(ξ)‖L2‖A(u(ξ)− u(s))‖L2 dξ(2.20)

≤ ν

2

∫ t

s

‖A(u(ξ)− u(s))‖2L2 dξ +
2

ν
‖f‖2L∞(L2) |t− s|.

∫ t

s

‖∇B(ξ,u(ξ))‖2K dξ =

∫ t

s

‖∇B(ξ, u(ξ))±∇B(s, u(s))‖2K dξ(2.21)

≤ 2CT

∫ t

s

‖∇(u(ξ)− u(s))‖2L2 dξ + 2CT ‖∇u(s)‖2L2 |t− s|.

Here we have used the Lipschitz continuity of B(·, u) with j = 1.
Since I8 it is a martingale, then E[I8] = 0. Combining (2.19)–(2.21) and taking

the expectation we get

E
[
‖∇(u(t)− u(s))‖2L2

]
+ νE

[∫ t

s

‖A(u(ξ)− u(s))‖2L2 dξ
]

≤
(

2νE
[
‖Au(s)‖2L2

]
+

2

ν
E
[
‖f‖2L∞(L2)

]
+ 2CTE

[
‖∇u(s)‖2L2

])
|t− s|

+ 2CTE
[∫ t

s

‖∇(u(t)− u(s))‖2L2 dξ
]
.

It follows from Gronwall inequality that

E
[
‖∇(u(t)− u(s))‖2L2

]
+ νE

[∫ t

s

‖A(u(ξ)− u(s))‖2L2 dξ
]

≤
(

(2ν + 2C0CT )E
[
‖Au‖2L∞(L2)

]
+

2

ν
E
[
‖f‖2L∞(L2)

])
(1 + 2CTT )e2CTT |t− s|.

Hence, (2.12b) holds.
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Step 3: To show the second inequality (2.12c), we apply Itô’s formula to Ψ(u(t)) :=
‖A(u(t)− u(s))‖2L2 to get

‖A(u(t)− u(s))‖2L2 + 2ν

∫ t

s

(
A

3
2u(ξ)− u(s), A

3
2 (u(ξ)− u(s))

)
dξ(2.22)

= 2ν

∫ t

s

(
A

3
2u(s), A

3
2 (u(ξ)− u(s))

)
dξ + 2

∫ t

s

(
f(ξ), A2(u(ξ)− u(s))

)
dξ

+

∫ t

s

‖AB(ξ, u(ξ))‖2K dξ + 2

∫ t

s

(
AB(ξ, u(ξ)) dW (ξ), A(u(ξ)− u(s))

)
=: I9 + I10 + I11 + I12.

We now estimate each Ii for i = 9, 10, 11, 12 as follows,
To estimate I9, we use Schwarz and Young’s inequality to get

2ν

∫ t

s

(
A

3
2u(s), A

3
2 (u(ξ)− u(s))

)
dξ(2.23)

≤ 2ν

∫ t

s

‖A 3
2 (u(ξ)− u(s))‖L2‖A 3

2u(s)‖L2 dξ

≤ ν

2

∫ t

s

‖A 3
2 (u(ξ)− u(s))‖2L2 dξ + 2ν‖A 3

2u(s))‖2L2 |t− s|.

Similarly, we have

2

∫ t

s

(
f(ξ), A2(u(ξ)− u(s))

)
dξ ≤ 2

∫ t

s

‖∇f(ξ)‖L2‖A 3
2 (u(ξ)− u(s))‖L2 dξ(2.24)

≤ ν

2

∫ t

s

‖A 3
2 (u(ξ)− u(s))‖2L2 dξ +

2

ν
‖f‖2L∞(H1) |t− s|.

∫ t

s

‖AB(ξ,u(ξ))‖2K dξ =

∫ t

s

‖AB(ξ, u(ξ))±AB(s, u(s))‖2K dξ(2.25)

≤ 2CT

∫ t

s

‖A(u(ξ)− u(s))‖2L2 dξ + 2CT ‖∇2u(s)‖2L2 |t− s|.

Here we have used the Lipschitz continuity of B(·, u) with j = 2.
Since I12 it is a martingale, then E[I12] = 0. Combining (2.23)–(2.25) and taking

the expectation we get

E
[
‖A(u(t)− u(s))‖2L2

]
+ νE

[∫ t

s

‖A 3
2 (u(ξ)− u(s))‖2L2 dξ

]
≤
(

2νE
[
‖A 3

2u(s)‖2L2

]
+

2

ν
E
[
‖f‖2L∞(H1)

]
+ 2CTE

[
‖∇2u(s)‖2L2

])
|t− s|

+ 2CTE
[∫ t

s

‖A 3
2 (u(t)− u(s))‖2L2 dξ

]
.

It follows from Gronwall inequality that

E
[
‖A(u(t)− u(s))‖2L2

]
+ νE

[∫ t

s

‖A 3
2 (u(ξ)− u(s))‖2L2 dξ

]
≤
(

(2ν + 2C0CT )E
[
‖A 3

2u‖2L∞(L2)

]
+

2

ν
E
[
‖f‖2L∞(H1)

])
(1 + 2CTT )e2CTT |t− s|.
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Hence, (2.12c) holds. The proof is complete.

Remark 2. Clearly, (2.12a) –(2.12c) hold under different regularity assumptions
on the solution u. We note that (2.12a)–(2.12c) is needed for our error analysis to be
given in the next two sections.

3. Semi-discretization in time. In this section we analyze the Euler-Maruyama
time discretization scheme for the mixed formulation (2.6)–(2.7). The goal is to de-
rive optimal order error estimates in strong norms for both the velocity and pressure
approximations. The results of this section will also serve as a building block for us
to establish error estimates in strong norms for our fully discrete mixed finite element
methods to be given in the next section.

Let N be a positive integer, k := T
N and tn = nk for n = 0, 1, · · · , N . Set u0 := u0,

then the Euler-Maruyama scheme for (2.6) is defined as seeking Hilbert space valued
discrete processes {(un, pn) ∈ L2(Ω,V)× L2(Ω,W); 0 ≤ n ≤ N} such that(

un+1, v
)

+ k νa
(
un+1, v

)
+ k b

(
v, pn+1

)
(3.1a)

= (un, v) +

∫ tn+1

tn

(f, v) ds+
(
B(tn, u

n)∆Wn+1, v
)
∀v ∈ V, a.s.

b
(
un+1, q

)
= 0 ∀q ∈ W, a.s.(3.1b)

Where ∆Wn+1 := W (tn+1)−W (tn) ∼ N(0, kQ).

It is easy to see that (3.1) is a weak formulation of a random Stokes system for
(un+1, pn+1). The well-posedness of this system immediately follows from a general-
ized Lax-Milgram Theorem (also called Banach-Nečas-Babuška Theorem, cf. [16]).

The next lemma establishes some stability estimates for the discrete processes
{(un, pn) ∈ L2(Ω,V)× L2(Ω,W); 0 ≤ n ≤ N}.

Lemma 3.1. The discrete processes {(un, pn) ∈ L2(Ω,V)×L2(Ω,W); 0 ≤ n ≤ N}
defined by (3.1) satisfy

max
1≤n≤N

E
[
‖un‖2L2

]
+ E

[ N∑
n=1

‖un − un−1‖2L2

]
+ νE

[
k

N∑
n=1

‖∇un‖2L2

]
(3.2)

≤ C4

{
E
[
‖u0‖2L2

]
+ E

[
‖f‖2L2(0,T ;H−1)

]}
,

E
[∥∥∥k N∑

n=1

pn
∥∥∥2

L2

]
≤ C5

{
E
[
‖u0‖2L2

]
+ E

[
‖f‖2L2(0,T ;H−1)

]}
.(3.3)

Moreover, for i = 1, 2, 3, 4

max
1≤n≤N

E
[
‖A i

2un‖2L2

]
+ E

[ N∑
n=1

‖A i
2 (un − un−1)‖2L2

]
+ νkE

[ N∑
n=1

‖A
i+1
2 un‖2L2

]
(3.4)

≤ C5

{
E
[
‖A i

2u0‖2L2

]
+ E

[
‖f‖2L2(0,T ;L2)

]}
,

E
[
k

N∑
n=1

‖∇pn‖2L2

]
≤ C5

k

{
E
[
‖u0‖2L2

]
+ E

[
‖f‖2L2(0,T ;L2)

]}
+ C5νE

[
‖u0‖2H1

]
,(3.5)

where C4 = C(C0, CT , D, T ) and C5 = C(C0, CT , D, T, β) are positive constants in-
dependent of k.
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Proof. Since the proofs of (3.2) and (3.4) with i = 1 were obtained in [12], and
(3.4) for i = 2, 3, 4 can be derived similarly by taking v = Aiun+1 in (3.1a), below we
only give proofs for (3.3) and (3.5).

Applying the summation operator
∑N
n=1 to both sides of (3.1a) (after lowering

the super-index by one) we get

b
(
v, k

N∑
n=1

pn
)

=
(
u0, v

)
− (uN , v) +

∫ T

0

(f, v) ds

− k ν
N∑
n=1

a
(
un, v

)
+

N∑
n=1

(
B(tn−1, u

n−1)∆Wn, v
)
∀v ∈ V, a.s

Taking the expectation and using Schwarz inequality and Poincáre-Freidrich’s inequal-
ity on the right-hand side we obtain

E
[
b
(
v, k

N∑
n=1

pn
)]
≤ C0

(
E
[
‖u0‖2L2 + ‖uN‖2L2 + ‖f‖2L1(0,T ;H−1)

]) 1
2 (
E
[
‖∇v‖2L2

]) 1
2

+ ν
(
E
[
k

N∑
n=1

‖∇un‖2L2

]) 1
2 (
E
[
‖∇v‖2L2

]) 1
2

+
(
E
[∥∥∥ N∑
n=1

∫ tn

tn−1

B(tn−1, u
n−1) dW (s)

∥∥∥2

L2

]) 1
2 (
E
[
‖v‖2L2

]) 1
2

.

Then by the inf-sup condition, Itô’s isometry and (3.2), we get

β
∥∥∥k N∑

n=1

pn
∥∥∥
W
≤ C0

(
E
[
‖u0‖2L2 + ‖uN‖2L2 + ‖f‖2L1(0,T ;H−1)

]) 1
2

+ ν
(
E
[
k

N∑
n=1

‖∇un‖2L2

]) 1
2

+ C0

(
E
[ N∑
n=1

∫ tn

tn−1

∥∥B(tn−1, u
n−1)

∥∥2

K ds
]) 1

2

≤ C
{
E
[
‖u0‖2L2

]
+ E

[
‖f‖2L2(0,T ;H−1)

]} 1
2

+ C0

(
E
[
k

N∑
n=1

C2
T

(
1 + ‖un−1‖L2

)2]) 1
2

≤ β
√
C5E

{[
‖u0‖2L2

]
+ E

[
‖f‖2L2(0,T ;H−1)

]} 1
2

.

Hence, (3.3) holds.
To prove (3.5), we first notice that (3.1a) can be rewritten as

k
(
div v, pn

)
= k b

(
v, pn

)
=
〈
Gn, v

〉
∀v ∈ V a.s.,(3.6)

where

Gn := un−1 − un − νkAun + fn +B(tn−1, u
n−1)∆Wn, fn :=

∫ tn

tn−1

f(s) ds.

It can be shown that un and Aun are Ftn -measurable as done in [5]. By the assump-
tions on un and f , it is easy to check that Gn ∈ L2(Ω, L2(D)) and

〈
Gn, v

〉
= 0 for
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all v ∈ L2(Ω,V0). Then it follows from Propositions 1.1 and 1.2 of [30] that Gn has
a (scalar) potential pn ∈ L2(Ω, H1(D)), that is, pn is a solution of (3.6). Moreover,
there exists some positive constant C such that

(3.7) k‖∇pn‖L2(Ω,L2) ≤ C‖Gn‖L2(Ω,L2), n = 1, 2, · · · , N.

It now remains to bound the right-hand side of (3.7). To this end, first using the
triangle inequity and Itô’s isometry we get

‖Gn‖2L2(Ω,L2) ≤ 2E
[
‖un − un−1‖2L2

]
+ 2k2ν2E

[
‖Aun‖2L2

]
+ 2E

[
‖fn‖2L2

]
+ 2E

[∥∥∥∫ tn

tn−1

B(tn−1, u
n−1) dW (s)

∥∥∥2

L2

]
≤ 2E

[
‖un − un−1‖2L2

]
+ 2k2ν2E

[
‖Aun‖2L2

]
+ 2E

[
‖fn‖2L2

]
+ 4kC2

TE
[
1 + ‖un−1‖2L2

]
.

Then applying the operator
∑N
n=1 to (3.7) (after squaring it), using the above in-

equality, (3.2) and (3.4) we obtain

k E
[
k

N∑
n=1

‖∇pn‖2L2

]
≤ 2C2E

[ N∑
n=1

‖un − un−1‖2L2

]
+ 2C2ν2kE

[
k

N∑
n=1

‖Aun‖2L2

]
+ 2C2E

[ N∑
n=1

‖fn‖2L2

]
+ 4C2C2

TE
[
k

N∑
n=1

(
1 + ‖un−1‖2L2

)]
≤ C5

{
E
[
‖u0‖2L2

]
+ E

[
‖f‖2L2(0,T ;L2)

]
+ νkE

[
‖u0‖2H1

]}
.

Hence, (3.5) holds and the proof is complete.
Remark 3. (a) We note that (3.3) and (3.5) are different bounds for the pressure.

While the time average estimate (3.3) allows for a uniform bound in the discretization
parameter k > 0, the non-uniform estimate (3.5) reflects the subtle interplay of the
Lagrange multiplier p with the (non-solenoidal) noise on the right-hand side of (3.1a).

(b) We note that stability estimates similar to (3.2) and (3.4) with i = 1 were
also established for the projection method in [12]. Here we extend these results to the
mixed method.

(c) We emphasize that the stability estimates (3.4) and (3.5) will be crucially used
in the error analysis for our fully discrete finite element method in Section 4.

(d) We note that higher regularities of pn are required if one wants to obtain
higher order space error estimates, which can be proved in the similar fashion.

The first main result of this section is stated in the following theorem.
Theorem 3.2. The time discrete velocity process {un; 0 ≤ n ≤ N} defined by

scheme (3.1) satisfies the following error estimate:

max
1≤n≤N

E
[
‖u(tn)− un‖2L2

]
+ νE

[
k

N∑
n=1

‖∇(u(tn)− un)‖2L2

]
≤ C6k,(3.8)

max
1≤n≤N

E
[
‖∇(u(tn)− un)‖2L2

]
+ νE

[
k

N∑
n=1

‖A(u(tn)− un)‖2L2

]
≤ C7k,(3.9)

max
1≤n≤N

E
[
‖A(u(tn)− un)‖2L2

]
+ νE

[
k

N∑
n=1

‖A 3
2 (u(tn)− un)‖2L2

]
≤ C8k(3.10)
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for some positive constants C6 = C(CT , C1, f,D, T ), C7 = C(CT , C2, f,D, T ), C8 =
C(CT , C3, f,D, T ) independent of k.

Proof. We first like point out that since at each time step tn, the velocity field
un satisfy the divergence-free condition divun = 0 P-a.s., restricting the test function
v ∈ V0 in (3.1a) then eliminates the pressure term. The desired estimate (3.8) follows
from a similar estimate of [13]. Below we give a proof for each of (3.8)–(3.10) for the
sake of completeness.

It follows from (2.6) that the velocity field u satisfies P-a.s.

(
u(tn+1), v

)
−
(
u(tn), v

)
+ ν

∫ tn+1

tn

a
(
u(s), v

)
ds(3.11)

=

∫ tn+1

tn

(
f(s), v

)
ds+

(∫ tn+1

tn

B(s, u(s)) dW (s), v
)
∀v ∈ V0.

Let en := u(tn)− un, subtracting (3.1a) from (3.11) yields

(
en+1, v

)
−
(
en, v

)
+ ν

∫ tn+1

tn

a
(
u(s)− un+1, v

)
ds(3.12)

=
(∫ tn+1

tn

(
B(s, u(s))−B(tn, u

n)
)
dW (s), v

)
∀v ∈ V0.

Note that en+1 ∈ V0. Choosing v = en+1 in (3.12) and using the identity (a, a− b) =
1
2 (‖a‖2 − ‖b‖2 + ‖a− b‖2) (for any two d-vectors a and b) we get

1

2

[
‖en+1‖2L2 − ‖en‖2L2 + ‖en+1 − en‖2L2

]
+ νk‖∇en+1‖2L2(3.13)

= ν

∫ tn+1

tn

(
∇(u(tn+1)− u(s)),∇en+1

)
ds

+
(∫ tn+1

tn

(
B(s, u(s))−B(tn, u

n)
)
dW (s), en+1

)
.

We now bound the first term on the right-hand using (3.13) as follows:

ν

∫ tn+1

tn

(
∇(u(s)− u(tn+1)),∇en+1

)
ds(3.14)

≤ kν

4
‖∇en+1‖2L2 + ν

∫ tn+1

tn

‖∇(u(s)− u(tn+1))‖2L2 ds

≤ νk

4
‖∇en+1‖2L2 + C1k.

Substituting (3.14) into (3.13), summing over n and taking the expectation we get

1

2
max

0≤n≤N−1
E
[
‖en+1‖2L2

]
+

1

2

N−1∑
n=0

E
[
‖en+1 − en‖2L2 + 2νk‖∇en+1‖2L2

]
(3.15)

≤
N−1∑
n=0

E
[(∫ tn+1

tn

(
B(s, u(s))−B(tn, u

n)
)
dW (s), en+1

)]
+ C1k.



16 XIAOBING FENG AND HAILONG QIU

It remains to bound the the first term on the right-hand of (3.15). To this end,
we write

N−1∑
n=0

E
[(∫ tn+1

tn

(
B(s, u(s))−B(tn, u

n)
)
dW (s), en+1

)]
(3.16)

= E
[N−1∑
n=0

(∫ tn+1

tn

(
B(s, u(s))−B(tn, u

n)
)
dW (s), en+1 − en

))]
+ E

[N−1∑
n=0

(∫ tn+1

tn

(
B(s, u(s))−B(tn, u

n)
)
dW (s), en

))]
=: I + II.

By Schwarz inequality, (2.2), (2.3) and Theorem 2.3 we get

|I| ≤ E
[N−1∑
n=0

∣∣∣(∫ tn+1

tn

(
B(s, u(s))−B(tn, u

n)
)
dW (s), en+1 − en

)∣∣∣](3.17)

≤
N−1∑
n=0

E
[∥∥∥∫ tn+1

tn

(
B(s, u(s))−B(tn, u

n)
)
dW (s)

∥∥∥
L2
‖en+1 − en‖L2

]
≤
N−1∑
n=0

E
[∫ tn+1

tn

‖B(s, u(s))−B(tn, u
n)‖K ds ‖en+1 − en‖L2

]
≤
N−1∑
n=0

E
[∫ tn+1

tn

CT
(
k

1
2 + ‖u(s)− un‖L2

)
ds ‖en+1 − en‖L2

]
≤
N−1∑
n=0

E
[∫ tn+1

tn

CT
(
k

1
2 + ‖u(s)− u(tn)‖L2 + ‖en‖L2

)
ds ‖en+1 − en‖L2

]
≤
N−1∑
n=0

[
c3

(
k

5
2 + k2E

[
‖en‖2L2

])
+

1

4
‖en+1 − en‖2L2

]
≤ c3

(
Tk

3
2 + k2

N−1∑
n=0

E
[
‖en‖2L2

])
+

1

4

N−1∑
n=0

E
[
‖en+1 − en‖2L2

]
.

Where c3 > 0 is a constant which is independent of k.
On the other hand, by a well-known property of martingales we have II = 0.

Combining (3.15)–(3.17) we get

max
0≤n≤N−1

E
[
‖en+1‖2L2

]
+ νk

N−1∑
n=0

E
[
‖∇en+1‖2L2

]
≤ c4k

N−1∑
n=0

E
[
‖en‖2L2

]
+ c5k,(3.18)

where c4 = 4Tc3k and c5 = 4C1 + 4Tc3k
1
2 .

Appying Gronwall’s inequality in (3.18) yields

max
0≤n≤N−1

E
[
‖en+1‖2L2

]
+ νk

N−1∑
n=0

E
[
‖∇en+1‖2L2

]
≤ c5 exp(c4T ) k.(3.19)

Then, (3.9) holds with C4 = c5 exp(c4T ).
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Noting that Aen+1 ∈ V0, and setting v = Aen+1 in (3.12) yields

1

2

[
‖∇en+1‖2L2 − ‖∇en‖2L2 + ‖∇(en+1 − en)‖2L2

]
+ νk‖Aen+1‖2L2(3.20)

= ν

∫ tn+1

tn

(
A(u(tn+1)− u(s)), Aen+1

)
ds

+
(∫ tn+1

tn

(
B(s, u(s))−B(tn, u

n)
)
dW (s), Aen+1

)
.

Using (2.12b), the first term of right hand side in (3.20) can be bounded by

ν

∫ tn+1

tn

(
A(u(s)− u(tn+1)), Aen+1

)
ds(3.21)

≤ kν

4
‖Aen+1‖2L2 + ν

∫ tn+1

tn

‖A(u(s)− u(tn+1))‖2L2 ds

≤ νk

4
‖Aen+1‖2L2 + C2k.

Substituting (3.21) into (3.20), summing over n and taking the expectation we have

1

2
max

0≤n≤N−1
E
[
‖∇en+1‖2L2

]
+

1

2

N−1∑
n=0

E
[
∇(‖en+1 − en)‖2L2 + 2νk‖Aen+1‖2L2

]
(3.22)

≤
N−1∑
n=0

E
[(∫ tn+1

tn

(
∇(B(s, u(s))−B(tn, u

n))
)
dW (s),∇en+1

)]
+ C2k.

It remains to bound the the first term on the right-hand of (3.22). To this end, we
rewrite as follows

N−1∑
n=0

E
[(∫ tn+1

tn

(
∇(B(s, u(s))−B(tn, u

n))
)
dW (s),∇en+1

)]
(3.23)

= E
[N−1∑
n=0

(∫ tn+1

tn

(
∇(B(s, u(s))−B(tn, u

n))
)
dW (s),∇en+1 −∇en

))]
+ E

[N−1∑
n=0

(∫ tn+1

tn

(
∇(B(s, u(s))−B(tn, u

n))
)
dW (s),∇en

))]
=: III + IV.
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By Schwarz inequality, (2.2), (2.3) and Theorem 2.3 we get

|III| ≤ E
[N−1∑
n=0

∣∣∣(∫ tn+1

tn

(
∇(B(s, u(s))−B(tn, u

n))
)
dW (s),∇(en+1 − en)

)∣∣∣]
(3.24)

≤
N−1∑
n=0

E
[∥∥∥∫ tn+1

tn

(
∇(B(s, u(s))−B(tn, u

n))
)
dW (s)

∥∥∥
L2
‖∇(en+1 − en)‖L2

]
≤
N−1∑
n=0

E
[∫ tn+1

tn

‖∇(B(s, u(s))−B(tn, u
n))‖K ds ‖∇(en+1 − en)‖L2

]
≤
N−1∑
n=0

E
[∫ tn+1

tn

CT
(
k

1
2 + ‖∇(u(s)− u(tn))‖L2 + ‖∇en‖L2

)
ds‖∇(en+1 − en)‖L2

]
≤
N−1∑
n=0

[
c6

(
k

5
2 + k2E

[
‖∇en‖2L2

])
+

1

4
‖∇(en+1 − en)‖2L2

]
≤ c6

(
Tk

3
2 + k2

N−1∑
n=0

E
[
‖∇en‖2L2

])
+

1

4

N−1∑
n=0

E
[
‖∇(en+1 − en)‖2L2

]
.

By a well-known property of martingales we obtain IV = 0. Combining (3.22)–
(3.24) we have

max
0≤n≤N−1

E
[
‖∇en+1‖2L2

]
+ νk

N−1∑
n=0

E
[
‖Aen+1‖2L2

]
(3.25)

≤ c7k
N−1∑
n=0

E
[
‖∇en‖2L2

]
+ c8k,

where c7 = 4Tc6k and c8 = 4C2 + 4Tc6k
1
2 .

Applying the Gronwall’s inequality to (3.25) yields

max
0≤n≤N−1

E
[
‖en+1‖2L2

]
+ νk

N−1∑
n=0

E
[
‖∇en+1‖2L2

]
≤ c8 exp(c7T ) k.(3.26)

Hence, (3.9) holds with C7 = c8 exp(c7T ).

To prove (3.10), since A2en+1 ∈ V0, we can set v = A2en+1 in (3.12) and get

1

2

[
‖Aen+1‖2L2 − ‖Aen‖2L2 + ‖A(en+1 − en)‖2L2

]
+ νk‖A 3

2 en+1‖2L2(3.27)

= ν

∫ tn+1

tn

(
A

3
2 (u(tn+1)− u(s)), A

3
2 en+1

)
ds

+
(∫ tn+1

tn

(
A(B(s, u(s))−B(tn, u

n))
)
dW (s), Aen+1

)
.
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Using (2.12c), the first term on the right-hand side of (3.27) can be bounded as

ν

∫ tn+1

tn

(
A

3
2 (u(s)− u(tn+1)), A

3
2 en+1

)
ds(3.28)

≤ kν

4
‖A 3

2 en+1‖2L2 + ν

∫ tn+1

tn

‖A 3
2 (u(s)− u(tn+1))‖2L2 ds

≤ νk

4
‖A 3

2 en+1‖2L2 + C3k.

Substituting (3.28) into (3.27), summing over n and taking the expectation we get

1

2
max

0≤n≤N−1
E
[
‖Aen+1‖2L2

]
+

1

2

N−1∑
n=0

E
[
A(‖en+1 − en)‖2L2 + 2νk‖A 3

2 en+1‖2L2

]
(3.29)

≤
N−1∑
n=0

E
[(∫ tn+1

tn

(
A(B(s, u(s))−B(tn, u

n))
)
dW (s), Aen+1

)]
+ C3k.

It remains to bound the the first term on the right-hand of (3.29). To this end,
we write

N−1∑
n=0

E
[(∫ tn+1

tn

(
A(B(s, u(s))−B(tn, u

n))
)
dW (s), Aen+1

)]
(3.30)

= E
[N−1∑
n=0

(∫ tn+1

tn

(
A(B(s, u(s))−B(tn, u

n))
)
dW (s), Aen+1 −Aen

))]
+ E

[N−1∑
n=0

(∫ tn+1

tn

(
A(B(s, u(s))−B(tn, u

n))
)
dW (s), Aen

))]
=: V + V I.

By Schwarz inequality, (2.2), (2.3) and Theorem 2.3 we get

|V | ≤ E
[N−1∑
n=0

∣∣∣(∫ tn+1

tn

(
A(B(s, u(s))−B(tn, u

n))
)
dW (s), A(en+1 − en)

)∣∣∣]
(3.31)

≤
N−1∑
n=0

E
[∥∥∥∫ tn+1

tn

(
A(B(s, u(s))−B(tn, u

n))
)
dW (s)

∥∥∥
L2
‖A(en+1 − en)‖L2

]
≤
N−1∑
n=0

E
[∫ tn+1

tn

‖A(B(s, u(s))−B(tn, u
n))‖K ds ‖A(en+1 − en)‖L2

]
≤
N−1∑
n=0

E
[∫ tn+1

tn

CT
(
k

1
2 + ‖A(u(s)− u(tn))‖L2 + ‖Aen‖L2

)
ds ‖A(en+1 − en)‖L2

]
≤
N−1∑
n=0

[
c9

(
k

5
2 + k2E

[
‖Aen‖2L2

])
+

1

4
‖A(en+1 − en)‖2L2

]
≤ c9

(
Tk

3
2 + k2

N−1∑
n=0

E
[
‖Aen‖2L2

])
+

1

4

N−1∑
n=0

E
[
‖A(en+1 − en)‖2L2

]
.
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By a well-known property of martingales we get V I = 0. Combining (3.29)–(3.31)
yields

max
0≤n≤N−1

E
[
‖∇en+1‖2L2

]
+ νk

N−1∑
n=0

E
[
‖Aen+1‖2L2

]
(3.32)

≤ c10k

N−1∑
n=0

E
[
‖∇en‖2L2

]
+ c11k,

where c10 = 4Tc9k and c11 = 4C3 + 4Tc9k
1
2 .

Finally, it follows from (3.32) and Gronwall’s inequality that

max
0≤n≤N−1

E
[
‖Aen+1‖2L2

]
+ νk

N−1∑
n=0

E
[
‖A 3

2 en+1‖2L2

]
≤ c11 exp(c10T ) k.(3.33)

The proof is completed after setting C8 = c11 exp(c10T ).

Next, we state the second main result of this section which gives an error estimate
for the pressure approximation, such an estimate has not been known before.

Theorem 3.3. Let {pn; 1 ≤ n ≤ N} be the pressure approximation defined by
scheme (3.1). Then there holds for m = 1, 2, · · · , N

E
[∥∥∥∫ tm

0

p(s) ds− k
m∑
n=1

pn
∥∥∥
L2

]
≤ C9k

1
2 .(3.34)

where C9 = β−1(νC1 + C6)
1
2T

1
2 .

Proof. The proof is based on the inf-sup property (see Lemma 2.2) and the error
estimate for the velocity approximation established in the previous theorem. To the
end, summing (3.1a) (after lowering the index by one) over 1 ≤ n ≤ m(≤ N) we get

(
um, v

)
+ νk

m∑
n=1

a
(
un, v

)
+ k

m∑
n=1

b
(
v, pn

)
(3.35)

= (u0, v) +

∫ tm

0

(f, v) ds+

m∑
n=1

(
B(tn−1, u

n−1)∆Wn, v
)
∀v ∈ V, a.s.

Subtracting (2.6a) (with t = tm) from (3.35) and noting that u0 = u(0) we get

b
(
v, k

m∑
n=1

pn −
∫ tm

0

p(s) ds
)

= ν

m−1∑
n=0

∫ tn+1

tn

a
(
u(s)− un, v) ds(3.36)

+

m∑
n=1

(∫ tn

tn−1

(
B(tn−1, u

n−1)−B(s, u(s))
)
dW (s), v

)
+
(
u(tm)− um, v

)
= ν

m−1∑
n=0

∫ tn+1

tn

(
∇u(s)−∇u(tn) +∇u(tn)−∇un,∇v

)
ds

+

m∑
n=1

(∫ tn

tn−1

(
B(tn−1, u

n−1)−B(s, u(s))
)
dW (s), v

)
+
(
u(tm)− um, v

)
.
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Taking the expectation on both sides of (3.36) and using the Poincaré inequality and
(3.8) we obtain

E
[
b
(
v, k

m∑
n=1

pn −
∫ tm

0

p(s) ds
)]
≤ (νC1 + C4)

1
2T

1
2 k

1
2

(
E
[
‖∇v‖2L2

]) 1
2(3.37)

+ E
[( m∑

n=1

∫ tn

tn−1

(
B(tn−1, u

n−1)−B(s, u(s))
)
dW (s), v

)]
≤ (νC1 + C6)

1
2T

1
2 k

1
2

(
E
[
‖∇v‖2L2

]) 1
2 ,

here we have used a well-known property of martingales to conclude that the stochastic
integral term vanishes.

Finally, it follows from (3.37) and the inf-sup condition (2.8) that

β
∥∥∥∫ tm

0

p(s) ds− k
m∑
n=1

pn
∥∥∥
W
≤ (νC1 + C6)

1
2T

1
2 k

1
2 ,(3.38)

which infers the desired estimate (3.34). The proof is complete.

Remark 4. We remark that O(k
1
2 ) order error estimate is optimal for the Euler-

Maruyama scheme, hence both estimates (3.8)–(3.10)and (3.34) are optimal. On the
other hand, we note that the norm used to measure the pressure approximation error is
a weaker norm compared to the norm which is often used to measure the deterministic
pressure error. Our numerical tests given in Section 5 indicate that the stochastic
pressure error may only converge with a much slower rate in such a stronger norm.

4. Fully discrete mixed finite element discretization. In this section we
discretize the Euler-Maruyama time discretization scheme (3.1) in space using the
mixed finite element method. We choose the prototypical Taylor-Hood mixed finite
element method as an example and give a detailed error analysis for the resulting
fully discrete mixed finite element method.

4.1. Preliminaries. We first introduce some discrete space notation. Let Th
be a quasi-uniform triangulation of the polygonal or polyhedral bounded domain
D ⊂ Rd into triangles when d=2 and tetrahedra when d = 3, respectively. We define
the following two finite element spaces:

Vh =
{
vh ∈ C(D); vh|K ∈ Pl+1(K) ∀K ∈ Th

}
,

Wh =
{
qh ∈ C(D); qh|K ∈ Pl(K) ∀K ∈ Th

}
,

where Pl(K) (l = 1, 2, 3) denotes the set of polynomials of degree less than or equal
to l over the element K ∈ Th. The Taylor-Hood mixed finite element space pair is
defined by (cf. [24, 8])

Vh := [Vh ∩H1
0 (D)]d, Wh := Wh ∩ L2

0(D).

We also set

Vh := L2(Ω,Vh), Wh := L2(Ω,Wh).

Moreover, we define the weakly divergence-free subspace V0h of Vh as

(4.1) V0h =
{
vh ∈ Vh; b(vh, qh) = 0∀qh ∈ Wh

}
.
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It is well-known [8] that the Taylor-Hood mixed finite element space pair is stable
in the sense that they satisfy the following discrete inf-sup condition: there exists an
h-independent positive constant γ such that

(4.2) sup
vh∈Wh

b(vh, qh)

‖vh‖V
≥ γ‖qh‖W ∀qh ∈ Wh.

Its stochastic counterpart is given by the following lemma.
Lemma 4.1. There exists a positive constant γ̂ independent of h such that

sup
vh∈Vh

E
[
b(vh, qh)

]
‖vh‖V

≥ γ̂‖qh‖W ∀qh ∈Wh.(4.3)

Proof. We first like to comment that since b(·, ·) is a bilinear form P-a.s., the proof
of (4.3) essentially follows from the same lines of the proof for the deterministic inf-
sup condition and taking the expectation on each inequality appeared in that proof.
However, below we present a proof for (4.3) for the sake of completeness.

For any qh ∈ Wh ⊂ W, from the proof of Lemma 2.2 we know that there exists
z ∈ V such that div z = qh in L2(Ω×D) and there exists a constant c∗ > 0 such that

‖z‖V ≤ c∗‖qh‖W.(4.4)

Since the Taylor-Hood mixed finite element space pair is stable, it follows from Fortin’s
equivalence lemma (cf. [8]) that there exists a linear operator Πh : V → Vh such that
for any v ∈ V there exists a constant c∗ > 0 such that

b
(
Πhv, φh

)
= b(v, φh) ∀φh ∈ Wh,

‖Πhv‖V ≤ c∗‖v‖V .

Extending trivially the domain of Πh to V (with the range Vh) by

E
[
b
(
Πhv, φh

)]
= E

[
b(v, φh)

]
∀φh ∈Wh(4.5)

for any v ∈ V, then we have

(4.6) ‖Πhv‖V ≤ c∗‖v‖V.

Now, let zh := Πhz ∈ Vh, from (4.6) and (4.4) we get

‖zh‖V ≤ c∗‖z‖V ≤ c∗c∗‖qh‖W.(4.7)

It follows from (4.5) and (4.7) that

sup
vh∈Vh

E
[
b(vh, qh)

]
‖vh‖V

≥
E
[
b(zh, qh)

]
‖zh‖V

=
E
[
b(z, qh)

]
‖zh‖V

=
E[‖qh‖2L2 ]

‖zh‖V
≥ 1

c∗c∗
‖qh‖W,

Thus, (4.3) holds with γ̂ = 1
c∗c∗

. The proof is complete.

Finally, let ρh : L2(D) → Wh denote the L2-projection operator, we cite the
following well-known approximation properties of ρh and a Fortin operator Πh for the
Taylor-Hood element (cf. [16, 24, 18]):

‖v −Πhv‖L2 + h‖∇(v −Πhv)‖L2 ≤ C10h
r ‖v‖Hr ∀v ∈ [Hr(D)]d,(4.8)

‖ϕ− ρhϕ‖L2 + h‖∇(ϕ− ρhϕ)‖L2 ≤ C10h
s‖ϕ‖Hs ∀ϕ ∈ Hs(D)(4.9)

for r = 1, 2, 3; s = 1, 2. Where C10 is a positive constant independent of h.
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4.2. Formulation of fully discrete mixed finite element method and its
error analysis. Our fully discrete finite element method for (2.6) is defined simply
by adding a sub-index h to all the functions and spaces appearing in the semi-discrete
scheme (3.1). Specifically, we seek {Ftn ; 1 ≤ n ≤ N}-adapted processes {unh; 1 ≤ n ≤
N} ∈ Vh and {pnh; 1 ≤ n ≤ N} ∈Wh such that for any (vh, qh) ∈ Vh ×Wh(

un+1
h , vh

)
+ k νa(un+1

h , vh) + k b(vh, p
n+1
h )(4.10a)

=
(
unh, vh

)
+

∫ tn+1

tn

(
f(s), vh

)
ds+

(
B(tn, u

n
h)∆Wn+1, vh

)
a.s.(

divun+1
h , qh

)
= 0 a.s.(4.10b)

where u0
h = Phu0 ∈ V0h, the L2 orthogonal projection of u0 into V0h.

We first state the following stability estimates for {unh} and {pnh} but omit their
proofs because they are similar to those of their semi-discrete counterparts given in
Lemma 3.1.

Lemma 4.2. Let {(unh, pnh); 1 ≤ n ≤ N} be a solution to scheme (4.10), then there
hold

max
1≤n≤N

E
[
‖unh‖2L2

]
+ E

[ N∑
n=1

‖unh − un−1
h ‖2L2

]
+ νE

[
k

N∑
n=1

‖∇unh‖2L2

]
(4.11)

≤ C11

{
E
[
‖u0

h‖2L2

]
+ E

[
‖f‖2L2(0,T ;H−1)

]}
,

E
[∥∥∥k N∑

n=1

pnh

∥∥∥2

L2

]
≤ C11

{
E
[
‖u0

h‖2L2

]
+ E

[
‖f‖2L2(0,T ;H−1)

]}
,(4.12)

where C11 = C(CT , D, T, γ̂) > 0 is a constant that does not depend on k and h.
Remark 5. (a) We note that a similar estimate to (4.11) was proved in [9] but

(4.12) seems new. We also emphasize that the above stability estimates will not be
used in our error analysis, instead, those given in Lemma 3.1 will be crucially used.

(b) Since (4.10) is equivalent to a linear system, the above stability estimates
immediately infer the well-posedness of scheme (4.10).

We now are ready to state the first main theorem of this section.
Theorem 4.3. Set u0 = u0 and let {(un, pn); 1 ≤ n ≤ N} and {(unh, pnh); 1 ≤ n ≤

N} be the solutions of (3.1) and (4.10), respectively. Then there holds for l ≥ 1

max
1≤n≤N

E
[
‖un − unh‖2L2

]
+ E

[
k

N∑
n=1

‖∇(un − unh)‖2L2

]
≤ C12k

−1h2,(4.13)

and for l ≥ 2

max
1≤n≤N

E
[
‖∇(un − unh)‖2L2

]
+ E

[
k

N∑
n=1

‖A(un − unh)‖2L2

]
≤ C13k

−1h2,(4.14)

and for l = 3

max
1≤n≤N

E
[
‖A(un − unh)‖2L2

]
+ E

[
k

N∑
n=1

‖A 3
2 (un − unh)‖2L2

]
≤ C14k

−1h2,(4.15)
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where C12 = C(CT , C5, C10, ν, T,M(u0, f)), C13 = C(CT , C5, C10, ν, T, M̃(u0, f)) and

C14 = C(CT , C5, C10, ν, T, M̂(u0, f)) are positive constants independent of h, and

M(u0, f) := E
[
‖u0‖2L2

]
+ νkE

[
‖u0‖2H1

]
+ E

[
‖f‖2L2(0,T ;L2)

]
,(4.16)

M̃(u0, f) := E
[
‖u0‖2H1

]
+ νkE

[
‖u0‖2H2

]
+ E

[
‖f‖2L2(0,T ;L2)

]
,(4.17)

M̂(u0, f) := E
[
‖u0‖2H2

]
+ νkE

[
‖u0‖2H3

]
+ E

[
‖f‖2L2(0,T ;L2)

]
.(4.18)

Proof. For every n ≥ 1, let en = un − unh ∈ V and ξn = pn − pnh ∈ W, it is easy
to check that (en, ξn) satisfies the following error equations:(

en+1 − en, vh
)

+ k νa
(
en+1, vh

)
+ k b

(
vh, ξ

n+1
)

(4.19a)

=
(
[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1, vh

)
∀vh ∈ Vh,

b
(
en+1, qh

)
= 0 ∀qh ∈ Wh.(4.19b)

Introduce the following error decompositions:

en = θn + εn, θn := un −Πhu
n, εn := Πhu

n − unh,
ξn = τn + ηn, τn := pn − ρhpn, ηn := ρhp

n − pnh.

Setting vh = εn+1 and qh = ηn+1 in (4.19), taking expectation and using the definition
of Πhu

n and ρhp
n we get

1

2

(
E
[
‖εn+1‖2L2

]
− E

[
‖εn‖2L2

]
+ E

[
‖εn+1 − εn‖2L2

])
+ νk

[
‖∇εn+1‖2L2

]
(4.20)

= E
[(

[B(tn, u
n)−B(tn, u

n
h)]∆Wn+1, ε

n+1
)]
− E

[(
θn+1 − θn, εn+1

)]
− k E

[
b
(
εn+1, τn+1

)]
− kνE

[
a
(
θn+1, εn+1

)]
.

We now bound the terms on the right-hand side as follows. First, by (4.9) we get

k E
[
b
(
εn+1, τn+1

)]
≤ kE

[
‖∇εn+1‖L2‖τn+1‖L2

]
(4.21)

≤ νk

4
E
[
‖∇εn+1‖2L2

]
+
k

ν
E
[
‖τn+1‖2L2

]
≤ νk

4
E
[
‖∇εn+1‖2L2

]
+
C2

6k

ν
E
[
‖pn+1‖2H1

]
h2.

E
[(
θn+1 − θn, εn+1 ± εn

)]
≤ E

[
‖θn+1 − θn‖L2

(
‖εn+1 − εn‖L2 + ‖εn‖

)]
(4.22)

≤ 1

8
E
[
‖εn+1 − εn‖2L2 ] + (2 + k−1)E

[
‖θn+1 − θn‖2L2

]
+ kE

[
‖εn‖2L2

]
≤ 1

8
E
[
‖εn+1 − εn‖2L2 ] + 2C2

6E
[
‖un+1 − un‖2H2

]
k−1h4 + kE

[
‖εn‖2L2

]
.

kνE
[
a
(
θn+1, εn+1

)]
≤ νk

4
E
[
‖∇εn+1‖2L2

]
+ νkE

[
‖∇θn+1‖2L2

]
(4.23)

≤ νk

4
E
[
‖∇εn+1‖2L2

]
+ C2

6νkE
[
‖un+1‖2H2

]
h2.
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E
[(

[B(tn, u
n)−B(tn, u

n
h)]∆Wn+1, ε

n+1
)]

(4.24)

= E
[(

[B(tn, u
n)−B(tn, u

n
h)]∆Wn+1, ε

n+1 − εn
)]

≤ E
[
‖[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1‖L2‖εn+1 − εn‖L2

]
≤ 1

8
E
[
‖εn+1 − εn‖2L2 ] + 2E

[
‖[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1‖2L2

]
≤ 1

8
E
[
‖εn+1 − εn‖2L2 ] + 2kE

[
‖B(tn, u

n)−B(tn, u
n
h)‖2K

]
≤ 1

8
E
[
‖εn+1 − εn‖2L2 ] + 2C2

T kE
[
‖un − unh‖2L2

]
≤ 1

8
E
[
‖εn+1 − εn‖2L2 ] + 4C2

T kE
[
‖εn‖2L2 + ‖θn‖2L2

]
≤ 1

8
E
[
‖εn+1 − εn‖2L2 ] + 4C2

T kE
[
‖εn‖2L2

]
+ 4CTC

2
6kE

[
‖un‖2H2

]
h4.

Here we have used (4.8) and (4.9) to obtain the last inequalities in (4.21)–(4.24).

Applying the summation operator
∑N−1
n=0 on both sides of (4.20) and using esti-

mates (4.21)–(4.24) and Lemma 3.1 we obtain

E
[
‖εN‖2L2

]
+

N−1∑
n=0

E
[
‖εn+1 − εn‖2L2

]
+ νk

N−1∑
n=0

E
[
‖∇εn+1‖2L2

]
(4.25)

≤ 16C2
T k

N−1∑
n=0

E
[
‖εn‖2L2

]
+8C2

6

N−1∑
n=0

E
[
‖un+1 − un‖2H2

]
h4k−1

+ 4C2
6

{
(ν + 4C2

Th
2)k

N∑
n=0

E
[
‖un‖2H2

]
+ ν−1k

N−1∑
n=0

E
[
‖pn+1‖2H1

]}
h2

≤ 16C2
T k

N−1∑
n=0

E
[
‖εn‖2L2

]
+C̃M(u0, f)h2,

where C̃1 := 16C5C
2
10

[
(4C2

T + ν + 1)h2k−1 + ν−1k−1
]

and M(u0, f) is defined by
(4.16).

It follows from (4.25) and Gronwall’s inequality that

max
1≤n≤N

E
[
‖εn‖2L2

]
+ kν

N∑
n=1

E
[
‖∇εn‖2L2

]
≤ exp(16C2

TT ) C̃M(u0, f)h2.(4.26)

Then (4.13) follows from an application of the triangle inequality on en = θn + εn.

To show (4.14), setting vh = Aεn+1 ∈ V0h and qh = 0 in (4.19), taking expectation
and using the definition of Πhu

n we get

1

2

(
E
[
‖∇εn+1‖2L2

]
− E

[
‖∇εn‖2L2

]
+ E

[
‖∇(εn+1 − εn)‖2L2

])
(4.27)

+ νkE
[
‖Aεn+1‖2L2

]
= E

[(
∇[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1,∇εn+1

)]
− E

[(
∇(θn+1 − θn),∇εn+1

)]
− kνE

[(
Aθn+1, Aεn+1

)]
.
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We estimate the terms on the right-hand side as follows. Using (4.8)–(4.9) we have

E
[(
∇(θn+1 − θn),∇(εn+1 ± εn)

)](4.28)

≤ E
[
‖∇(θn+1 − θn)‖L2

(
‖∇(εn+1 − εn)‖L2 + ‖∇εn‖

)]
≤ 1

8
E
[
‖∇(εn+1 − εn)‖2L2 ] + (2 + k−1)E

[
‖∇(θn+1 − θn)‖2L2

]
+ kE

[
‖∇εn‖2L2

]
≤ 1

8
E
[
‖∇(εn+1 − εn)‖2L2 ] + 2C2

10E
[
‖∇(un+1 − un)‖2H2

]
k−1h4 + kE

[
‖∇εn‖2L2

]
.

kνE
[(
Aθn+1, Aεn+1

)]
≤ νk

4
E
[
‖Aεn+1‖2L2

]
+ νkE

[
‖Aθn+1‖2L2

]
(4.29)

≤ νk

4
E
[
‖Aεn+1‖2L2

]
+ C2

10νkE
[
‖un+1‖2H3

]
h2.

E
[(
∇[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1,∇εn+1

)]
(4.30)

= E
[(
∇[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1,∇(εn+1 − εn)

)]
≤ E

[
‖∇[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1‖L2‖∇(εn+1 − εn)‖L2

]
≤ 1

8
E
[
‖∇(εn+1 − εn)‖2L2 ] + 2E

[
‖∇[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1‖2L2

]
≤ 1

8
E
[
‖∇(εn+1 − εn)‖2L2 ] + 2kE

[
‖∇(B(tn, u

n)−B(tn, u
n
h))‖2K

]
≤ 1

8
E
[
‖∇(εn+1 − εn)‖2L2 ] + 4C2

T kE
[
‖∇εn‖2L2

]
+ 4CTC

2
10kE

[
‖un‖2H3

]
h4.

Here we have used (4.8) to obtain the last inequalities in (4.28)–(4.30). Applying the

summation operator
∑N−1
n=0 on both sides of (4.27) and using estimates (4.28)–(4.30)

and Lemma 3.1 we obtain

E
[
‖∇εN‖2L2

]
+

N−1∑
n=0

E
[
‖∇(εn+1 − εn)‖2L2

]
+ νk

N−1∑
n=0

E
[
‖Aεn+1‖2L2

]
(4.31)

≤ 16C2
T k

N−1∑
n=0

E
[
‖∇εn‖2L2

]
+8C2

10

N−1∑
n=0

E
[
‖∇(un+1 − un)‖2H2

]
h4k−1

+ 4C2
10

{
(ν + 4C2

Th
2)k

N∑
n=0

E
[
‖un‖2H3

]
≤ 16C2

T k

N−1∑
n=0

E
[
‖∇εn‖2L2

]
+C̃2M(u0, f)h2,

where C̃2 := 16C5C
2
10

[
(4C2

T + ν + 1)h2k−1
]

and M̂(u0, f) is defined by (4.17).
It follows from (4.31) and Gronwall’s inequality that

max
1≤n≤N

E
[
‖∇εn‖2L2

]
+ kν

N∑
n=1

E
[
‖Aεn‖2L2

]
≤ exp(16C2

TT ) C̃M(u0, f)h2.(4.32)

Thus, (4.14) follows from an application of the triangle inequality on en = θn + εn.
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To prove (4.15), setting vh = A2εn+1 ∈ V0h and qh = 0 in (4.19), taking expecta-
tion and using the definition of Πhu

n we get

1

2

(
E
[
‖Aεn+1‖2L2

]
− E

[
‖Aεn‖2L2

]
+ E

[
‖A(εn+1 − εn)‖2L2

])
(4.33)

+ νkE
[
‖A 3

2 εn+1‖2L2

]
= E

[(
A[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1, Aε

n+1
)]

− E
[(
A(θn+1 − θn), Aεn+1

)]
− kνE

[(
A

3
2 θn+1, A

3
2 εn+1

)]
.

We now bound the terms on the right-hand side as follows. First, by (4.9) we get

E
[(
A(θn+1 − θn), A(εn+1 ± εn)

)](4.34)

≤ E
[
‖A(θn+1 − θn)‖L2

(
‖A(εn+1 − εn)‖L2 + ‖Aεn‖

)]
≤ 1

8
E
[
‖A(εn+1 − εn)‖2L2 ] + (2 + k−1)E

[
‖A(θn+1 − θn)‖2L2

]
+ kE

[
‖Aεn‖2L2

]
≤ 1

8
E
[
‖A(εn+1 − εn)‖2L2 ] + 2C2

10E
[
‖A(un+1 − un)‖2H2

]
k−1h4 + kE

[
‖Aεn‖2L2

]
.

kνE
[(
A

3
2 θn+1, A

3
2 εn+1

)]
≤ νk

4
E
[
‖A 3

2 εn+1‖2L2

]
+ νkE

[
‖Aθn+1‖2L2

]
(4.35)

≤ νk

4
E
[
‖A 3

2 εn+1‖2L2

]
+ C2

10νkE
[
‖un+1‖2H4

]
h2.

E
[(
A[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1, Aε

n+1
)]

(4.36)

= E
[(
A[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1, A(εn+1 − εn)

)]
≤ E

[
‖A[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1‖L2‖A(εn+1 − εn)‖L2

]
≤ 1

8
E
[
‖A(εn+1 − εn)‖2L2 ] + 2E

[
‖A[B(tn, u

n)−B(tn, u
n
h)]∆Wn+1‖2L2

]
≤ 1

8
E
[
‖A(εn+1 − εn)‖2L2 ] + 2kE

[
‖A(B(tn, u

n)−B(tn, u
n
h))‖2K

]
≤ 1

8
E
[
‖A(εn+1 − εn)‖2L2 ] + 4C2

T kE
[
‖Aεn‖2L2

]
+ 4CTC

2
10kE

[
‖un‖2H4

]
h4.

Here we have used (4.8) to obtain the last inequalities in (4.34)–(4.36). Applying the

summation operator
∑N−1
n=0 on both sides of (4.33) and using estimates (4.34)–(4.36)

and Lemma 3.1 we obtain

E
[
‖AεN‖2L2

]
+

N−1∑
n=0

E
[
‖A(εn+1 − εn)‖2L2

]
+ νk

N−1∑
n=0

E
[
‖A 3

2 εn+1‖2L2

]
(4.37)

≤ 16C2
T k

N−1∑
n=0

E
[
‖Aεn‖2L2

]
+8C2

10

N−1∑
n=0

E
[
‖A(un+1 − un)‖2H2

]
h4k−1

+ 4C2
10

{
(ν + 4C2

Th
2)k

N∑
n=0

E
[
‖un‖2H4

]
≤ 16C2

T k

N−1∑
n=0

E
[
‖Aεn‖2L2

]
+C̃M(u0, f)h2,
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where C̃3 := 16C5C
2
10

[
(4C2

T + ν + 1)h2k−1
]

and M̂(u0, f) is defined by (4.15).
It follows from (4.37) and Gronwall’s inequality that

max
1≤n≤N

E
[
‖Aεn‖2L2

]
+ kν

N∑
n=1

E
[
‖A 3

2 εn‖2L2

]
≤ exp(16C2

TT ) C̃3M(u0, f)h2.(4.38)

Finally, (4.18) follows from an application of the triangle inequality on en =
θn + εn. The proof is complete.

Remark 6. (a) We note that the conclusion of the theorem still holds if u0
h =

Phu0 is replaced by u0
h = Qhu0, the L2-projection of u0 into Vh. We emphasize that

the k−
1
2 factor in the error bound is a reflection of the low regularity of the pressure

p and the simultaneous approximation property of the mixed finite element method.
(b) We also note that the error estimate for the velocity approximations of divergence-

free finite element methods do not have the “bad” factor k−
1
2 (cf. [13]) at the expense

of using divergence-free finite element spaces and not approximating the pressure.
The second main result of this section is the following error estimate for the

pressure approximation.
Theorem 4.4. Under the assumptions of Theorem 4.3 there holds

E
[∥∥∥k N∑

n=1

(pn − pnh)
∥∥∥
L2

]
≤ C15k

− 1
2h for 1 ≤ l ≤ 3,(4.39)

where C15 = γ̂−1C12

(
(C0 + ν−1) + 2CTC0T

1
2

)
> 0 is a constant independent of h.

Proof. The proof follows the same lines as the proof of Theorem 3.3. First, sum-
ming (4.10a) (after lowering the index by one) over 1 ≤ n ≤ m(≤ N) and subtracting
the resulting equation from (3.35) we get

(
em, vh

)
+ νk

m∑
n=1

a
(
en, vh

)
+ k

m∑
n=1

b
(
vh, ξ

n
)

= (e0, vh) +

m∑
n=1

(
[B(tn−1, u

n−1)−B(tn−1, u
n−1
h )]∆Wn, vh

)
∀vh ∈ Vh, a.s

Here en and ξn are the same as in the proof of the previous theorem. Then we have

E
[
b
(
vh, k

m∑
n=1

ξn
)]

= E
[(
e0 − en, vh

)
]− νk

m∑
n=1

E
[
a
(
en, vh

)]
(4.40)

+

m∑
n=1

E
[(

[B(tn−1, u
n−1)−B(tn−1, u

n−1
h )]∆Wn, vh

)]
≤ (C0 +

1

ν
)
(
E
[
‖e0‖2L2 + ‖en‖2L2

]
+ νk

m∑
n=1

E
[
‖∇en‖2L2

]) 1
2
(
E
[
‖∇vh‖2L2

]) 1
2

+

m∑
n=1

E
[(

[B(tn−1, u
n−1)−B(tn−1, u

n−1
h )]∆Wn, vh

)]
≤ (C0 +

1

ν
)C8k

− 1
2h‖vh‖V

+

m∑
n=1

E
[(

[B(tn−1, u
n−1)−B(tn−1, u

n−1
h )]∆Wn, vh

)]
.
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Using the Poincaré inequality, the last term in (4.40) can be bounded as

m∑
n=1

E
[(

[B(tn−1, u
n−1)−B(tn−1, u

n−1
h )]∆Wn, vh

)]
(4.41)

≤ E
[∥∥∥ m∑
n=1

[B(tn−1, u
n−1)−B(tn−1, u

n−1
h )]∆Wn

∥∥∥
L2
‖vh‖L2

]
≤ 2
( m∑
n=1

E
[
‖[B(tn−1, u

n−1)−B(tn−1, u
n−1
h )]∆Wn‖2L2

) 1
2
(
E
[
‖vh‖2L2

]) 1
2

≤ 2
(
k

m∑
n=1

E
[
‖B(tn−1, u

n−1)−B(tn−1, u
n−1
h )‖2K

]) 1
2
(
E
[
‖vh‖2L2

]) 1
2

≤ 2CTC0

(
k

m∑
n=1

E
[
‖en−1‖2L2

]) 1
2
(
E
[
‖∇vh‖2L2

]) 1
2

≤ 2CTC0T
1
2C12k

− 1
2h‖vh‖V.

Finally, it follows from (4.40)–(4.41) and the discrete inf-sup condition (4.3) that

γ̂
∥∥∥k m∑

n=1

ξn
∥∥∥
W
≤ C12

(
(C0 + ν−1) + 2CTC0T

1
2

)
k−

1
2h,

which gives the desired inequality (4.20). The proof is complete.
Theorems 3.2, 3.3, 4.3 and Theorem 4.4 and the triangle inequality immediately

infer the following global error estimates, which are the main results of this paper.
Theorem 4.5. Under the assumptions of Theorems 3.2, 3.3, 4.3 and Theorem

4.4, there hold the following estimates:

max
1≤n≤N

(
E
[
‖u(tn)− unh‖2L2

]) 1
2

+
(
E
[
k

N∑
n=1

‖∇(u(tn)− unh)‖2L2

]) 1
2

(4.42)

≤ C6k
1
2 + C12k

− 1
2h, if l ≥ 1,

max
1≤n≤N

(
E
[
‖∇(u(tn)− unh)‖2L2)

]) 1
2

+
(
E
[
k

N∑
n=1

‖A(u(tn)− unh)‖2L2

]) 1
2

(4.43)

≤ C7k
1
2 + C13k

− 1
2h, if l ≥ 2,

max
1≤n≤N

(
E
[
‖A(u(tn)− unh)‖2L2)

]) 1
2

+
(
E
[
k

N∑
n=1

‖A 3
2 (u(tn)− unh)‖2L2

]) 1
2

(4.44)

≤ C8k
1
2 + C14k

− 1
2h, if l = 3,

E
[∥∥∥∫ tm

0

p(s) ds− k
m∑
n=1

pnh

∥∥∥
L2

]
≤ C9k

1
2 + C15k

− 1
2h for 1 ≤ l ≤ 3.(4.45)

Remark 7. (a) It is clear from the above derivation that the only property of
the Taylor-Hood mixed finite element which is used in our analysis is its stability
property, hence, the Taylor-Hood element can be replaced by any stable mixed finite
element (such as the MINI element), the analysis still holds without any change.
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(b) Since the above error bounds are of the order O(k−
1
2 (k+h)), they suggest that

the balanced choices of the mesh parameters are k ≈ h.
(c) The error bounds E

(
max

1≤n≤N
‖u(tn) − unh‖2L2

)
, E

(
max

1≤n≤N
‖∇(u(tn) − unh)‖2L2

)
,

and E
(

max
1≤n≤N

‖A(u(tn)− unh)‖2L2

)
can also be derived using our analysis techniques.

5. Numerical experiments. In this section, we present two 2-D numerical
tests to validate our theoretical error estimates and to gauge the performance of
the proposed fully discrete mixed method. The experiments have been performed
using the software package FreeFem++ [23] in conjunction with UMFPACK [15] and
MATLAB on an Intel(R) Core(TM) i7-8700 CPU @3.20 GHz with 16GB RAM.

Test 1. In the first test, we take D = (−1, 1)2 and a deterministic constant
force term f , as well as the initial condition u0 = 0. In addition, W in (1.1)

is taken as a finite-dimensional Q-Wiener process and B(t, u(t)) ≡ (u(t)2 + 1)
1
2 ∈

L2(L2(D), [L2(D)]d) such that

(∫ t

0

B(s, u(s)) dW (s), φ
)

=

M∑
j,k=1

λ
1
2

j,k

∫ t

0

((
u(s)2+1

) 1
2 qj,k, φ

)
dβj,k(s) ∀φ ∈ [L2(D)]d,

where λj,k = 1
(j+k)2 ‖gj,k‖L2 and

gj,k(x, y) :=
(
c
(
sin(jπx) + (jπx)3

)
e−kπy, c

(
cos(jπy) + (jπy)3

)
e−kπx

)
.

The orthogonal functions qj,k are defined by qj,k =:
gj,k

‖gj,k‖L2
. Hence, we take Q =

span{q1,1, · · · , qM,M} ⊂ H1(D). The lower order Taylor-Hood (P2 − P1) element is
employed. Moreover, the following parameters are used for the test: c = 0.1, M = 10,
ν = 1, T = 1, h = 1

40 , k0 = 1/10240 (the minimum time step). Note that the change
of the given functions gj,k(x, y) is very dramatic in domain D, hence, it is reasonable
to set M = 10. The classical Monte Carlo method with Np = 6000 realizations is
used to compute the expectation. For any 1 ≤ n ≤ N , we use the following numerical
integration formulas

AUn :=
(
E
[
‖Unk0 − U

n
ki‖

2
L2

]) 1
2 ≈

( 1

Np

Np∑
`=1

‖Unk0(ω`)− Unki(ω`)‖
2
L2

) 1
2

,

BUn :=
(
E
[
‖∇(Unk0 − U

n
ki)‖

2
L2)
]) 1

2 ≈
( 1

Np

Np∑
`=1

‖∇(Unk0(ω`)− Unki(ω`))‖
2
L2

) 1
2

,

APn : =
(
E
[∥∥∥ ∫ T

0

p(s)ds− ki

T
ki∑
n=1

pnh‖2L2

]) 1
2

≈
( 1

Np

Np∑
`=1

∥∥∥k0

T
k0∑
n=1

pnh(ω`)− ki

T
ki∑
n=1

pnh(ω`)
∥∥∥2

L2

) 1
2

,

and

BPn :=
(
E
[
‖pnk0 − p

n
ki‖

2
L2

]) 1
2 ≈

( 1

Np

Np∑
`=1

‖pnk0(ω`)− pnki(ω`)‖
2
L2

) 1
2
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to approximate strong norms. An iterative linear solver based on the artificial com-
pressibility technique (cf. [16]) is used to solve the linear system at each time step.

Figure 5.1 displays the L2 and H1-norm errors (AUN and BUN ) of the time
approximations of the velocity using different time step size k. It is clear that the
numerical results verify the half order convergence rate for the time discretization as
predicted by the error analysis.

The left plot of Figure 5.2 shows the L2-norm error (APN ) of the time-averaged
pressure approximation using different time step size k. The numerical results clearly
verify the half order convergence rate as predicted by the error analysis. For curiosity
and comparison purpose, we also present in the right plot of Figure 5.2 the standard
L2-norm error (BPN ) of the time approximations of the pressure using different time
step size k. The numerical results seem to suggest a convergence in that norm but
with a much slow rate, which is certainly caused by the low regularity of the pressure
p. It should be noted that our convergence theory does not cover this case.

To verify the necessity of the error bound dependence on the factor k−
1
2 , we fix

h = 1/20 and run the test again use different time step size k. The numerical results,
presented in Figure 5.3, show that both errors AUn and APn increase as k decreases,
which proves that both errors are inversely proportional to (a power of) the time step

size k. To verify the sharpness of the error bound dependence on the factor k−
1
2 , we

run the test again using k ≈ h for (k, h) = (1/10, 1/8), (1/20, 1/16), (1/40, 1/32) and
display the numerical results in Figure 5.4. We observe that the numerical results show
O(k

1
2 ) order convergence rate for the fully discrete scheme which exactly matches the

theoretical rate predicted by the error analysis.

Fig. 5.1. Test 1: (a) The convergence rates AUN ; (b) the convergence rates BUN .

Test 2. In the second numerical test, we compute the driven cavity flow on a unit
square (0, 1)2. In this test the force function f is chosen to be the constant zero-vector
(0, 0). The no-slip boundary condition is only imposed on the part of the boundary
{(x, 1) : 0 < x < 1} with the velocity u = (1, 0), and the zero Dirichlet condition is
imposed on the rest of the boundary. The lowest order Taylor-Hood (P2−P1) element
is used in this test. The same finite-dimensional Q-Wiener process as in Test 1 is
used and we take B(·, u) = 1 and use the following parameters: c = 1, M = 10, ν = 1,
T = 1, h = 1

20 , k = 0.005, and the realization number Np = 5000.
Figure 5.5 plots (a) the expected value of the pressure pNh ; (b) the expected value

of the velocity field uNh ; (c) the streamlines of the expected value of uNh . Figures
5.6–Fig 5.8 show three computed samples of the pressure pNh and the velocity uNh as
well as the streamlines of uNh . From Figure 5.5, we observe that the expectations of
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Fig. 5.2. Test 1: (a) The convergence rates APN ; (b) the convergence rates BPN .

Fig. 5.3. Test 1: (a) The convergence rates AUN ; (b) the convergence rates APN .

the pressure and velocity fields behave similarly to their deterministic counterparts,
on the other hand, Figures 5.6–Fig 5.8 show that the stochastic pressure and velocity
samples could be very different from their deterministic fields.
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h ; (c) the streamlines of uN
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