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The operator-splitting method for Cahn-Hilliard
is stable

Dong Li ∗ Chaoyu Quan †

Abstract

We prove energy stability of a standard operator-splitting method for

the Cahn-Hilliard equation. We establish uniform bound of Sobolev norms

of the numerical solution and convergence of the splitting approximation.

This is the first unconditional energy stability result for the operator-

splitting method for the Cahn-Hilliard equation. Our analysis can be

extended to many other models.

1 Introduction

We consider numerical solutions of the Cahn-Hilliard ([2]) equation:

{
∂tu = ∆(−ν∆u + f(u)), (t, x) ∈ (0,∞)× Ω,

u
∣∣∣
t=0

= u0,
(1.1)

where u = u(t, x) is a real-valued function corresponding to the concentration
difference in a binary system. The parameter ν > 0 is usually called the mobility
coefficient which is taken to a constant here for simplicity. The nonlinear term
f(u) is derived from a standard double well potential, namely:

f(u) = u3 − u = F ′(u), F (u) =
1

4
(u2 − 1)2.

Due to this specific choice of equal-well double potential, the minima of the
potential are located at u = ±1 which corresponds different phases or states. The
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length scale of the transitional region is usual proportional to
√
ν. In this note

we take the spatial domain Ω in (1.1) as the two-dimensional 2π-periodic torus
T
2 = R

2/2πZ2 = [−π, π]2. Our analysis extends to other physical dimensions
d ≤ 3 but we choose the prototypical case d = 2 to simplify the presentation. For
simplicity we consider mean zero initial data, that is

∫

T2

u0(x)dx = 0. (1.2)

For smooth solutions, there is the mass conservation law

d

dt
M(t) =

d

dt

∫

Ω

u(t, x)dx ≡ 0. (1.3)

It follows that u(t, ·) has zero mean for all t > 0. For the class of mean-zero
functions with suitable regularity, one can employ the operator |∇|s for s < 0 as
the Fourier multiplier |k|s · 1k 6=0. The system (1.1) naturally arises as a gradient
flow of a Ginzburg-Landau type energy functional E(u) in H−1, namely

∂tu = −δE
δu

∣∣∣
H−1

= ∆(
δE
δu

), (1.4)

where δE
δu

∣∣∣
H−1

, δE
δu

denote the standard variational derivatives in H−1 and L2

respectively, and

E(u) =
∫

Ω

(
1

2
ν|∇u|2 + F (u)

)
dx =

∫

Ω

(
1

2
ν|∇u|2 + 1

4
(u2 − 1)2

)
dx. (1.5)

For smooth solutions, the fundamental energy conservation law takes the form

d

dt
E(u(t)) + ‖|∇|−1∂tu‖22 =

d

dt
E(u(t)) +

∫

Ω

|∇(−ν∆u + f(u))|2dx = 0. (1.6)

It follows that

E(u(t)) ≤ E(u(s)), ∀ t ≥ s; (1.7a)

‖∇u(t)‖2 ≤
√

2

ν
E(u(t)) ≤

√
2

ν
E(u0), ∀ t > 0. (1.7b)

In particular, one obtains a priori Ḣ1-norm control of the solution for all t > 0.
Since the scaling-critical space for CH is L2 in 2D, the global wellposedness and
regularity for H1-initial data follows easily.

For τ > 0, we let SL(τ) = e−τν∆2

be the exact solution operator to the linear
equation:

∂tu = −ν∆2u. (1.8)
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We define SN(τ) : w → u as the solution operator to the following problem:

u− w

τ
= ∆(w3 − w). (1.9)

In yet other words,

u = SN(τ)w = w + τ∆(w3 − w). (1.10)

This is one of the simplest discretization on the timer interval [0, τ ] for the exact
problem

{
∂tu = ∆(u3 − u), t > 0;

u
∣∣
t=0

= w.
(1.11)

By using the operator-splitting, the solution of the original equation from time t
to time t + τ is approximated as

u(t+ τ, x) ≈
(
SL(τ)SN (τ)u

)
(t, x). (1.12)

The main purpose of this note is establish stability of the above operator-
splitting algorithm. Prior to our work, there were very few rigorous results on the
analysis of the operator-splitting type algorithms for the Cahn-Hilliard equation
and similar models. In [24], Weng, Zhai and Feng considered a viscous Cahn-
Hilliard model of the form

(1− α)∂tu = ∆(−ǫ2∆u+ f(u) + α∂tu), (1.13)

where 0 < α < 1. They considered a fast explicit Strang splitting and estab-
lished stability and convergence under the assumption that A = ‖∇unum‖2∞,
B = ‖unum‖2∞ are bounded, and satisfy a technical condition 6A + 8 − 24B > 0
(see Theorem 1 on pp. 7 of [24]), where unum denotes the numerical solution. In
[23], Gidey and Reddy considered a convective Cahn-Hilliard model of the form

∂tu− γ∇ · h(u) + ǫ2∆2u = ∆(f(u)), (1.14)

where h(u) = 1
2
(u2, u2). They considered operator-splitting of (1.14) into hyper-

bolic part, nonlinear diffusion part and diffusion part respectively, and obtained
various conditional results concerning certain weak solutions. In [22], Cheng,
Kurganov, Qu and Tang considered the Strang splitting for the Cahn-Hilliard
equation and molecular beam epitaxy type models. Some conditional results
were given in [22] but rigorous analysis of energy stability has remained open.
The purpose of this note is to establish a new theoretical framework for the rig-
orous analysis of energy stability and higher-order Sobolev-norm stability for the
operator-splitting method applied to these difficult equations. Our first result
establishes uniform Sobolev control of the numerical solution for all time.
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Theorem 1.1. Let ν > 0 and consider the two-dimensional periodic torus T
2 =

[−π, π]2. Assume the initial data u0 ∈ Hk0(T2) (k0 ≥ 1 is an integer) and has
mean zero. Let τ > 0 and define

un+1 = SL(τ)SN(τ)u
n, n ≥ 0. (1.15)

There exists a constant τ∗ > 0 depending only on ‖u0‖H1 and ν, such that if
0 < τ < τ∗, then

sup
n≥0

‖un‖Hk0 ≤ A1 < ∞, (1.16)

where A1 > 0 depends on (‖u0‖Hk0 , ν, k0).

Remark 1.1. Similar statements also hold if we consider un+1 = SN(τ)SL(τ)u
n.

Theorem 1.1 is a special case of Theorem 3.2 in Section 3.

Our second result establishes the convergence of the operator splitting ap-
proximation.

Theorem 1.2 (Convergence of the splitting approximation). Assume the initial
data u0 ∈ H8(T2) with mean zero. Let un be defined as in Theorem 1.1. Let u be
the exact PDE solution to (1.1) corresponding to initial data u0. Let 0 < τ < τ∗
as in Theorem 1.1. Then for any T > 0, we have

sup
n≥1,nτ≤T

‖un − u(nτ, ·)‖L2(T2) ≤ C · τ, (1.17)

where C > 0 depends on (ν, ‖u0‖H8, T ).

Remark 1.2. The regularity assumption on initial data can be lowered but we
shall not dwell on this issue here for simplicity of presentation. One can also work
out the convergence in higher Sobolev norms. We shall not pursue this issue here.

The rest of this note is organized as follows. In Section 2 we set up the
notation and collect some preliminary lemmas. In Section 3 we analyze in detail
the propagator SL(τ)SN (τ) and prove Theorem 3.2. Theorem 1.1 follows as a
special case of Theorem 3.2. In Section 4 we give the proof of Theorem 1.2.

2 Notation and preliminaries

For any two positive quantities X and Y , we shall write X . Y or Y & X if
X ≤ CY for some constant C > 0 whose precise value is unimportant. We shall
write X ∼ Y if both X . Y and Y . X hold. We write X .α Y if the constant
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C depends on some parameter α. We shall write X = O(Y ) if |X| . Y and
X = Oα(Y ) if |X| .α Y .

We shall denote X ≪ Y if X ≤ cY for some sufficiently small constant c.
The smallness of the constant c is usually clear from the context. The notation
X ≫ Y is similarly defined. Note that our use of ≪ and ≫ here is different from
the usual Vinogradov notation in number theory or asymptotic analysis.

For any x = (x1, · · · , xd) ∈ R
d, we denote |x| = |x|2 =

√
x2
1 + · · ·+ x2

d, and
|x|∞ = max1≤j≤d |xj |. Also occasionally we use the Japanese bracket notation:

〈x〉 = (1 + |x|2) 1

2 .
We denote by T

d = [−π, π]d = R
d/2πZd the usual 2π-periodic torus. For

1 ≤ p ≤ ∞ and any function f : x ∈ T
d → R, we denote the Lebesgue Lp-norm

of f as

‖f‖Lp
x(Td) = ‖f‖Lp(Td) = ‖f‖p.

If (aj)j∈I is a sequence of complex numbers and I is the index set, we denote the
discrete lp-norm as

‖(aj)‖lpj (j∈I) = ‖(aj)‖lp(I) =





(∑

j∈I

|aj |p
) 1

p

, 0 < p < ∞,

supj∈I |aj|, p = ∞.

(2.1)

For example, ‖f̂(k)‖l2
k
(Zd) =

(∑
k∈Zd |f̂(k)|2

) 1

2

. If f = (f1, · · · , fm) is a vector-

valued function, we denote |f | =
√∑m

j=1 |fj|2, and ‖f‖p = ‖(
∑m

j=1 f
2
j )

1

2‖p. We

use similar convention for the corresponding discrete lp norms for the vector-
valued case.

We use the following convention for the Fourier transform pair:

f̂(k) =

∫

Td

f(x)e−ik·xdx, f(x) =
1

(2π)d

∑

k∈Zd

f̂(k)eik·x, (2.2)

and denote for 0 ≤ s ∈ R,

‖f‖Ḣs = ‖f‖Ḣs(Td) = ‖|∇|sf‖L2(Td) ∼ ‖|k|sf̂(k)‖l2
k
(Zd), (2.3a)

‖f‖Hs =
√

‖f‖22 + ‖f‖2
Ḣs

∼ ‖〈|k|〉sf̂(k)‖l2
k
(Zd). (2.3b)

Lemma 2.1. Let d ≤ 3 and β > 0. Consider on the torus T
d = [−π, π]d,

K(x) = F−1(e−β|k|4) = e−β∆2

δ0, (2.4)
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where δ0 is the periodic Dirac comb. Then for any 1 ≤ p ≤ ∞,

‖K‖Lp(Td) ≤ cd,p (1 + β−d( 1
4
− 1

4p
)), (2.5)

where cd,p > 0 depends only on d and p. Define

K̃ = F−1(e−β|k|41k 6=0). (2.6)

Then

‖K̃‖Lp(Td) ≤ c̃d,p β
−d( 1

4
− 1

4p
), (2.7)

where c̃d,p > 0 depends only on d and p.

Remark 2.1. Define Kw(x) = (2π)−d
∫
Rd e

iξ·xe−β|ξ|4dξ. By the usual Poisson
summation formula, it is not difficult to check that

K(x) =
∑

l∈Zd

Kw(x+ 2πl). (2.8)

This identity will be used below without explicit mentioning. We note that a
formal proof of (2.8) may proceed as follows.

(2π)−d
∑

k∈Zd

e−β|k|4eik·x

=(2π)−d
∑

k∈Zd

∫

Rd

Kw(y)e
ik·(x−y)dy

=

∫

Rd

Kw(y)
∑

l∈Zd

δ(x− y − 2πl)dy =
∑

l∈Zd

Kw(x+ 2πl).

The above formal computation can be justified by the usual limiting process. We
omit the details.

Proof of Lemma 2.1. Define

K1(x) =
1

(2π)d

∫

Rd

eiξ·xe−|ξ|4dξ.

It is easy to check that |K1(x)| . 〈x〉−10 and K1 ∈ L1
x(R

d) for d ≤ 3. Now note
that for d ≤ 3, if |x|∞ ≤ π, then |x| ≤

√
dπ ≤

√
3π. Thus if |l| ≥ 400, then

π|l| ≤ |x+ 2πl| ≤ 4π|l|, ∀ |x|∞ ≤ π.
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It follows that for all 1 ≤ p ≤ ∞ and |l| ≥ 400,

‖〈β− 1

4 (x+ 2πl)〉−10‖Lp
x(|x|∞≤π) . 〈β− 1

4π|l|〉−10.

Clearly then

‖K‖Lp(Td) ≤ β− d
4

∑

l∈Zd

‖K1(β
− 1

4 (x+ 2πl))‖Lp
x(|x|∞≤π)

. β− d
4

∑

|l|≤400

‖K1(β
− 1

4 (x+ 2πl))‖p +
∑

|l|>400

β− d
4 〈β− 1

4π|l|〉−10

. β−d( 1
4
− 1

4p
) + 1. (2.9)

Now we consider the estimate for K̃(x) = K(x) − 1
(2π)d

. Obviously by using the

previous bound we have ‖K̃‖1 . ‖K‖1 + 1 . 1. Alternatively one can compute

‖K̃‖L1
x(T

d) . 1 + ‖
∑

l∈Zd

β− d
4 |K1(β

− 1

4 (x+ 2πl))|‖L1
x(T

d) . 1 + ‖K1‖L1
x(R

d) . 1.

We bound the L2 norm as

‖K̃‖L2
x(T

d) . ‖e−β|k|4‖l2
k
(06=k∈Zd) . β− d

8 .

Similarly,

‖K̃‖L∞

x (Td) . ‖e−β|k|4‖l1
k
(06=k∈Zd) . β− d

4 .

By using interpolation we then get the Lp estimate.

Lemma 2.2. Let d = 2 and ν > 0. Let τ > 0. Then for any g ∈ L4(T2) with
zero mean, we have

‖e−ντ∆2

g‖∞ ≤ C1(ντ)
− 1

8‖g‖4; (2.10)

For any g1 ∈ L
4

3 (T2), we have

‖τ∆e−ντ∆2

g1‖∞ ≤ C2τ(ντ)
− 7

8‖g1‖ 4

3

. (2.11)

In the above C1 > 0, C2 > 0 are absolute constants.

Proof. Denote β = ντ . The first inequality follows from Lemma 2.1 (see the
bound for K̃ therein). For the second inequality denote

Kβ = F−1
(
β

1

2 |k|2e−β|k|4
)
. (2.12)

We then have ‖Kβ‖L4
x(T

2) . ‖K̂β‖
l
4
3

k
(Z2)

. β− 3

8 .
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Lemma 2.3. Let d ≥ 1. If Ep =
∫
Td

1
4
(v2 − 1)2dx, then

‖v‖L4(Td) . 1 + Ep

1

4 , ‖v3 − v‖
L

4
3 (Td)

. E
1

2

p (1 + E
1

4

p ). (2.13)

Proof. Obvious. For the second inequality, note that ‖(v2 − 1)v‖ 4

3

≤ ‖v2 −
1‖2‖v‖4.

3 Analysis of the propagator SL(τ )SN(τ )

In this section we analyze in detail the propagator SL(τ)SN (τ). If u = SL(τ)SN (τ)w,
then

u = e−τν∆2

(
w + τ∆(w3 − w)

)
. (3.1)

Denote

E1(w) =
1

2τ
‖|∇|−1(eτν∆

2 − 1)
1

2w‖22 +
1

4

∫

T2

(w2 − 1)2dx. (3.2)

Theorem 3.1 (One-step energy stability). Suppose w has mean zero and E1(w)
is finite. We have

E1(u)−E1(w) +

(
1

2
+

√
2ν

τ

)
‖u− w‖22 ≤ ‖u− w‖22 ·

3

2
max{‖u‖2∞, ‖w‖2∞}.

(3.3)

Proof. Recall f(w) = w3 − w. We rewrite (3.1) as

u− w

τ
+

eτν∆
2

u− u

τ
= ∆(f(w)). (3.4)

Taking the L2 inner product with (−∆)−1(u−w) on both sides and applying
the identity b · (b− a) = 1

2
(|b|2 − |a|2 + |b− a|2), we get

1

τ
‖|∇|−1(u− w)‖22 +

1

2

(
‖Tu‖22 − ‖Tw‖22 + ‖T (u− w)‖22

)

= (∆(f(w)), (−∆)−1(u− w)), (3.5)

where T = |∇|−1τ−
1

2 (eτν∆
2 − 1)

1

2 . Clearly

(∆(f(w)), (−∆)−1(u− w)) = −(f(w), u− w).

8



Introduce the auxiliary function g(s) = F (w+s(u−w)), where F (z) = 1
4
(z2−1)2.

By using the Taylor expansion g(1) = g(0) + g′(0) +
∫ 1

0
g′′(s)(1− s)ds, we get

F (u) =F (w) + f(w)(u− w)− 1

2
(u− w)2

+ (u− w)2
∫ 1

0

f̃ ′(w + s(u− w))(1− s)ds, (3.6)

where f̃(z) = z3 and f̃ ′(z) = 3z2 for z ∈ R. From this it is easy to see that

− (f(w), u− w)

≤F (w)− F (u)− 1

2
‖u− w‖22 + ‖u− w‖22 ·

3

2
max{‖u‖2∞, ‖w‖2∞}. (3.7)

Thus

E1(u)− E1(w) +
1

τ
‖|∇|−1(u− w)‖22 +

1

2
‖T (u− w)‖22 +

1

2
‖u− w‖22

≤‖u− w‖22 ·
3

2
max{‖u‖2∞, ‖w‖2∞}. (3.8)

Now observe that for ξ 6= 0,

1

τ |ξ|2 +
eτν|ξ|

4 − 1

2τ |ξ|2 =
eτν|ξ|

4

+ 1

2τ |ξ|2 ≥ 2 + τν|ξ|4
2τ |ξ|2 ≥

√
2ν

τ
. (3.9)

It follows that

1

τ
‖|∇|−1(u− w)‖22 +

1

2
‖T (u− w)‖22 ≥

√
2ν

τ
‖u− w‖22. (3.10)

The desired inequality follows easily.

Lemma 3.1. We have

‖u‖∞ ≤ c1 · (ντ)−
1

8 (1 + E1(w)
1

4 ) + c1 · τ(ντ)−
7

8E1(w)
1

2 (1 + E1(w)
1

4 ), (3.11)

where c1 > 0 is an absolute constant. Assume

‖w‖∞ ≤ α1(ντ)
− 1

8 + α2τ(ντ)
− 7

8 , (3.12)

for some constants α1, α2 satisfying

α1 ≥ c1(1 + E1(w)
1

4 ), α2 ≥ c1 ·E1(w)
1

2 (1 + E1(w)
1

4 ). (3.13)

Define α∗ = max{α1, α2}. If

0 < τ < c ·min{α−8
∗ , α

− 8

3

∗ }ν3, (3.14)

where c > 0 is a sufficiently small absolute constant, then

E1(u) ≤ E1(w). (3.15)

9



Proof. The bound (3.11) follows from Lemma 2.2 and Lemma 2.3. To show
(3.15), by Theorem 3.1, we only need to check the inequality

1

2
+

√
2ν

τ
≥ 3

2
·max{‖u‖2∞, ‖w‖2∞}. (3.16)

It amounts to checking the inequalities
√

2ν

τ
≫ α2

∗(ντ)
− 1

4 ,

√
2ν

τ
≫ α2

∗τ
2(ντ)−

7

4 . (3.17)

The result is obvious.

The following lemma shows that the energy E1(w) is well-defined.

Lemma 3.2. Suppose u0 ∈ H1(T2) and has mean zero. Set w = SL(τ)SN (τ)u
0.

Then

E1(w) ≤ c
(1)
0 (1 + ν + ν−1)4(1 + ‖u0‖3H1)4;

‖w‖∞ ≤ c
(2)
0 (ντ)−

1

8 (1 + ν−1)(‖u0‖H1 + ‖u0‖3H1), (3.18)

where c
(1)
0 > 0, c

(2)
0 > 0 are absolute constants.

Proof. First we note that

1

4

∫
(w2 − 1)2dx . 1 + ‖w‖44 . 1 + ‖w‖4H1. (3.19)

Since w = SL(τ)(u
0+τ∆(f(u0))), it follows that (below f(u0) denotes the average

of f(u0) on T
2)

‖w‖H1 . ‖u0‖H1 + ‖τ∆|∇|e−ντ∆2

(f(u0))‖2
. ‖u0‖H1 + ‖τ |∇|3.5e−ντ∆2

(f(u0)− f(u0))‖ 4

3

. ‖u0‖H1 + ν−1(‖u0‖H1 + ‖u0‖3H1). (3.20)

Write w = SL(
τ
2
)g, where g = SL(

τ
2
)(u0 + τ∆(f(u0))). By a similar estimate as

above, we have

‖g‖H1 . ‖u0‖H1 + ν−1(‖u0‖H1 + ‖u0‖3H1). (3.21)

Clearly

1

2τ
(|∇|−2(eτν∆

2 − 1)w,w) = ν(
1− e−τν∆2

2ντ∆2
|∇|g, |∇|g)

. ν‖g‖2H1. (3.22)

10



The desired bound on E1(w) easily follows.
For the L∞-bound, we note that by Lemma 2.2,

‖w‖∞ = ‖e− τ
2
ν∆2

g‖∞ . (ντ)−
1

8‖g‖4 . (ντ)−
1

8‖g‖H1. (3.23)

Theorem 1.1 is a simplified version of the following Theorem.

Theorem 3.2. Suppose u0 ∈ H1(T2) and has mean zero. Define u1 = SL(τ)SN (τ)u
0.

Then

E1(u
1) ≤ c

(1)
0 (1 + ν + ν−1)4(1 + ‖u0‖3H1)4;

‖u1‖∞ ≤ c
(2)
0 (ντ)−

1

8 (1 + ν−1)(‖u0‖H1 + ‖u0‖3H1), (3.24)

where c
(1)
0 > 0, c

(2)
0 > 0 are absolute constants and we recall

E1(u
1) =

1

2τ
‖|∇|−1(eτν∆

2 − 1)
1

2u1‖2L2(T2) +
1

4

∫

T2

((u1)2 − 1)2dx. (3.25)

Set

α = max
{
c1(1 + E1(u

1)
1

4 ), c1E1(u
1)

1

2 (1 + E1(u
1)

1

4 ), c
(2)
0 (1 + ν−1)(‖u0‖H1 + ‖u0‖3H1)

}
,

(3.26)

where c1 is the same absolute constant in (3.11). Define the iterates

un+1 = SL(τ)SN(τ)u
n, n ≥ 1. (3.27)

If 0 < τ < τ∗ = c · min{α−8, α− 8

3}ν3 where c > 0 is a sufficiently small absolute
constant, then it holds that

E1(u
n+1) ≤ E1(u

n), ∀n ≥ 1; (3.28)

sup
n≥0

‖un‖∞ ≤ α(ντ)−
1

8 + ατ(ντ)−
7

8 . (3.29)

Furthermore, if u0 ∈ Hk0(T2) for some integer k0 ≥ 2, then we also have the
uniform Hk0 bound:

sup
n≥0

‖un‖Hk0 (T2) ≤ B1 < ∞, (3.30)

where B1 > 0 depends on (‖u0‖Hk0 (T2), ν, k0).

11



Proof. The estimates of u1 follows from Lemma 3.2. The energy decay and L∞

bound on un follows from Lemma 3.1 and an induction argument. For (3.30), we
note that

un+1 = SL(τ)SN(τ)u
n

= SL(τ)(u
n + τ∆(f(un)))

= SL(τ)(SL(τ)u
n−1 + τ∆(f(un−1))) + τSL(τ)∆(f(un))

= · · ·

= SL((n+ 1)τ)u0 + τ
n∑

k=0

SL((k + 1)τ)∆(f(un−k)). (3.31)

The desired estimate then follows from the above using smoothing estimates (cf.
[17]). We omit the details.

4 Proof of Theorem 1.2

In this section we complete the proof of Theorem 1.2. For convenience we shall
set ν = 1. Since un+1 = SL(τ)SN (τ)u

n, we have

un+1 = e−τ∆2

un + τe−τ∆2

∆(f(un)). (4.1)

We rewrite the above as

un+1 = (1 + τ∆2)−1un + τ(1 + τ∆2)−1∆(f(un)) + (1 + τ∆2)−1gn, (4.2)

where

gn = (1 + τ∆2)
(
(e−τ∆2 − (1 + τ∆2)−1)un + τ(e−τ∆2 − (1 + τ∆2)−1)∆(f(un))

)
.

(4.3)

Lemma 4.1. For some absolute constant d1 > 0, it holds that

‖gn‖2 ≤ d1τ
2 · (‖un‖H8 + ‖un‖3H8). (4.4)

Proof. Obvious.

Rewrite (4.2) as

un+1 − un

τ
= −∆2un+1 +∆(f(un)) + gn. (4.5)

Note that supn≥0 ‖un‖H8 . 1. With the help of Lemma 4.1, the proof of Theorem
1.2 then follows from Proposition 4.1 of [13].

12



References

[1] A. Baskaran, J. S. Lowengrub, C. Wang, and S. M. Wise. Convergence Anal-
ysis of a Second Order Convex Splitting Scheme for the Modified Phase Field
Crystal Equation. SIAM J. Numer. Anal., 51(2013), 2851sC2873.

[2] J.W. Cahn, J.E. Hilliard. Free energy of a nonuniform system. I. Interfacial
energy free energy, J. Chem. Phys. 28 (1958) 258–267.

[3] L.Q. Chen, J. Shen. Applications of semi-implicit Fourier-spectral method
to phase field equations. Comput. Phys. Comm., 108 (1998), pp. 147–158.

[4] A. Christlieb, J. Jones, K. Promislow, B. Wetton, M. Willoughby. High ac-
curacy solutions to energy gradient flows from material science models. J.
Comput. Phys. 257 (2014), part A, 193–215.

[5] C.M. Elliott and A.M. Stuart. The global dynamics of discrete semilinear
parabolic equations. SIAM J. Numer. Anal., 30 (1993), pp. 1622–1663.

[6] D. J. Eyre. Unconditionally gradient stable time marching the Cahn-Hilliard
equation. Computational and mathematical models of microstructural evo-
lution (San Francisco, CA, 1998), 39–46, Mater. Res. Soc. Sympos. Proc.,
529, MRS, Warrendale, PA, 1998.

[7] X. Feng, T. Tang and J. Yang. Long time numerical simulations for phase-
field problems using p-adaptive spectral deferred correction methods. SIAM
J. Sci. Comput. 37 (2015), no. 1, A271–A294.

[8] H. Gomez and T.J.R. Hughes. Provably unconditionally stable, second-order
time-accurate, mixed variational methods for phase-field models. J. Comput.
Phys., 230 (2011), pp. 5310-5327

[9] Z. Guan, C. Wang and S. M. Wise, A convergent convex splitting scheme
for the periodic nonlocal Cahn-Hilliard equation, Numer. Math., 128 (2014),
377–406.

[10] J. Guo, C. Wang, S. M. Wise and X. Yue, An H2 convergence of a second-
order convex-splitting, finite difference scheme for the three-dimensional
Cahn-Hilliard equation, Commu. Math. Sci., 14 (2016), 489–515

[11] Y. He, Y. Liu and T. Tang. On large time-stepping methods for the Cahn-
Hilliard equation. Appl. Numer. Math., 57 (2007), 616–628.

13



[12] F. Liu and J. Shen. Stabilized semi-implicit spectral deferred correction
methods for Allen-Cahn and Cahn-Hilliard equations. Math. Methods Appl.
Sci. 38 (2015), no. 18, 4564–4575.

[13] D. Li, Z. Qiao and T. Tang, Characterizing the stabilization size for semi-
implicit Fourier-spectral method to phase field equations, SIAM J. Numer.
Anal., 54 (2016), 1653–1681

[14] D. Li, Z. Qiao and T. Tang. Gradient bounds for a thin film epitaxy equation.
J. Differential Equations 262 (2017), no. 3, 1720–1746.

[15] D. Li and Z. Qiao, On second order semi-implicit Fourier spectral methods
for 2D Cahn-Hilliard equations, J. Sci. Comput., 70 (2017), 301–341.

[16] D. Li and Z. Qiao, On the stabilization size of semi-implicit Fourier-spectral
methods for 3D Cahn-Hilliard equations. Commun. Math. Sci. 15 (2017),
no. 6, 1489–1506.

[17] D. Li, T. Tang. Stability of the Semi-Implicit Method for the Cahn-Hilliard
Equation with Logarithmic Potentials. Ann. Appl. Math., 37 (2021), 31–60.

[18] C.B. Schönlieb and A. Bertozzi. Unconditionally stable schemes for higher
order inpainting. Commun. Math. Sci. 9 (2011), no. 2, 413–457.

[19] J. Shen and X. Yang. Numerical approximations of Allen-Cahn and Cahn-
Hilliard equations. Discrete Contin. Dyn. Syst. A, 28 (2010), 1669–1691.

[20] J. Shen, J. Xu and J. Yang. A new class of efficient and robust energy stable
schemes for gradient flows. SIAM Rev. 61 (2019), no. 3, 474–506.

[21] H. Song and C. Shu. Unconditional energy stability analysis of a second order
implicit-explicit local discontinuous Galerkin method for the Cahn-Hilliard
equation. J. Sci. Comput. 73 (2017), no. 2-3, 1178–1203.

[22] Y. Cheng, A. Kurganov, Z. Qu, and T. Tang. Fast and stable explicit op-
erator splitting methods for phase-field models. Journal of Computational
Physics, 303:45–65, 2015.

[23] H.H. Gidey and B.D. Reddy. Operator-splitting methods for the 2D convec-
tive Cahn-Hilliard equation. Computers & Mathematics with Applications,
2019, 77(12): 3128–3153.

[24] Z. Weng, S. Zhai and X. Feng. Analysis of the operator splitting scheme for
the Cahn-Hilliard equation with a viscosity term. Numer. Meth. for Partial
Differential Equations. 35 (2019), no. 6, 1949–1970.

14



[25] C. Xu and T. Tang. Stability analysis of large time-stepping methods for
epitaxial growth models. SIAM J. Numer. Anal. 44 (2006), no. 4, 1759–1779.

[26] J. Zhu, L.-Q. Chen, J. Shen, and V. Tikare. Coarsening kinetics from
a variable-mobility Cahn-Hilliard equation: Application of a semi-implicit
Fourier spectral method, Phys. Rev. E (3), 60 (1999), pp. 3564–3572.

15


	1 Introduction
	2 Notation and preliminaries
	3 Analysis of the propagator SL() SN () 
	4 Proof of Theorem 1.2

