# A semi-discrete first-order low regularity exponential integrator for the "good" Boussinesq equation without loss of regularity 

Hang Li . Chunmei Su*


#### Abstract

In this paper, we propose a semi-discrete first-order low regularity exponential-type integrator (LREI) for the "good" Boussinesq equation. It is shown that the method is convergent linearly in the space $H^{r}$ for solutions belonging to $H^{r+p(r)}$ where $0 \leq p(r) \leq 1$ is non-increasing with respect to $r$, which means less additional derivatives might be needed when the numerical solution is measured in a more regular space. Particularly, the LREI presents the first-order accuracy in $H^{r}$ with no assumptions of additional derivatives when $r>5 / 2$. This is the first time to propose a low regularity method which achieves the optimal first-order accuracy without loss of regularity for the GB equation. The convergence is confirmed by extensive numerical experiments.
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## 1 Introduction

We consider the following periodic boundary value problem of the "good" Boussinesq (GB) equation:

$$
\left\{\begin{array}{l}
z_{t t}+z_{x x x x}-z_{x x}-\left(z^{2}\right)_{x x}=0, \quad x \in \mathbb{T}, \quad t>0  \tag{1.1}\\
z(0, x)=\phi_{0}(x), \quad z_{t}(0, x)=\psi_{0}(x)
\end{array}\right.
$$

[^0]in a torus $\mathbb{T}=[-\pi, \pi]$, where $\phi_{0}(x)$ and $\psi_{0}(x)$ are given initial data. The GB equation was originally founded by Joseph Boussinesq [6] to describe the propagation of dispersive shallow water waves. Furthermore, it was also extended by replacing the quadratic nonlinearity with a general function of $z$ to model small oscillations of nonlinear beams [40] or the two-way propagation of water waves in a channel. There have been many applications for the GB equation in physics [14,16] and oceanographic engineering [39].

Analytically, similar to the well-know Korteweg-de Vries (KdV) equation, the nonlinear Schrödinger (NLS) equation, and other dispersive equations, the GB equation admits abundant soliton solutions, see [9, 12, 19, 24, 25. However, the GB equation has some special characteristics that make it different from the KdV or NLS equations, e.g., two solitons can merge into one soliton or develop into the so-called antisolitons [25]. For less smooth solutions, Kishimoto [17] gave a sharp locally well-posed result by using the fix-point theory together with low regularity bilinear estimates in Bourgain spaces, also known as the dispersive Sobolev spaces [38]. The main result in [17] is that for any $\left(\phi_{0}, \psi_{0}\right) \in H^{s} \times H^{s-2}, s \geq-1 / 2$, there exist a positive time $T\left(\left\|\psi_{0}\right\|_{H^{s}},\left\|\psi_{0}\right\|_{H^{s-2}}\right)>0$ and a unique solution of the GB equation in a certain Banach space of functions $X \subset C\left([0, T] ; H^{s} \times H^{s-2}\right)$, however, this equation is ill-posed when $s<-1 / 2$. We refer to [10, 11, 17, 27, 42 for more detailed theoretical results of the GB equation.

Along the numerical part, a large variety of classical numerical schemes for approximating the time dynamics of the GB equation have been proposed and analyzed, including the pseudospectral methods [8, 12], finite difference methods [7,28, the exponential integrators [37 and splitting methods 46. However, as a result of the fourth-order spatial derivative in (1.1), these traditional schemes can not reach their ideal convergence rates when the solution is not smooth enough. For example, an explicit finite difference scheme was constructed in [28], which strictly requires the boundedness of $\partial_{x}^{6} z$ and $\partial_{t}^{4} z$ and a time step restriction of $\Delta t=O\left(\Delta x^{2}\right)$, where $\Delta t$ and $\Delta x$ represent the time and space step, respectively. Unfortunately, the solutions involved in practical applications become rough due to the interference of noise. Thus it is necessary to find appropriate methods which can achieve the ideal convergence even for rough solutions. To this aim, some low regularity exponential integrators (LREIs) requiring low additional regularity have been established by introducing the concepts of twisted variable $w(t):=\mathrm{e}^{i t \partial_{x}^{2}} u(t)$ and Duhamel's formula, see [22,31. Compared to the classical methods, e.g., classical exponential integrators, these strategies give rise to some numerical schemes that still converge even when the solution is rough. Specifically, Ostermann \& Su [31 gave a first-order and a second-order LREIs and obtain the linear and quadratic convergence in $H^{r}(r>1 / 2)$ by requiring one and three additional derivatives, respectively. This demand is weaker than that of the operator splitting method 46] and the spectral method [8, the latter of which requires the boundedness of at least four additional temporal and spatial derivatives to attain the second-order convergence in time. Recently, the authors 22 proposed a new first-order and second-order LREIs, which converge with less additional
derivatives required than those in [31. In particular, the second-order LREI in [22] converges quadratically with two additional derivatives required, which is weaker than that of 31].

In this article, we will introduce a newly developed LREI which has firstorder accuracy in $H^{r}$ by requiring the boundedness of additional spatial derivatives at the order of $p(r)$, where $p(r)$ is non-increasing with respect to $r$, i.e.,

$$
\left\|u^{n}-u\left(t_{n}\right)\right\|_{r} \lesssim \tau, \quad \text { for } \quad u \in L^{\infty}\left(0, T ; H^{r+p(r)}\right)
$$

Particularly, $p(r)=0$ for all $r>5 / 2$, which means the method is convergent at the first order in $H^{r}$ with no additional regularity needed. The first-order LREI is established by the following strategy:
(i) In the first step, we rewrite the GB equation as a first-order system

$$
\binom{z}{z_{t}}_{t}=\left(\begin{array}{cc}
0 & 1 \\
-\partial_{x}^{4}+\partial_{x}^{2} & 0
\end{array}\right)\binom{z}{z_{t}}+\binom{0}{\left(z^{2}\right)_{x x}}
$$

Then we diagonalize the above matrix in Fourier space and introduce a new complex variable $u(t)$ involving $z$ and $z_{t}$ so that the GB equation equivalents to a Schrödinger-type equation.
(ii) In the second step, we extract the dominant term in the linear part of the equation involving $u(t)$ and introduce the so-called twisted variable

$$
w(t)=\mathrm{e}^{i t \partial_{x}^{2}} u(t)
$$

An appropriate approximation is used to integrate the Duhamel's formula on the new variable $w$.
(iii) Finally, we twist the variable back and obtain an approximation to $u$. The integral for the nonlinear term is approximated so that the iteration can be efficiently calculated in physical space or Fourier space.

Remark 1 The method of twisted variable is firstly introduced by Ostermann and Schratz [30] to design low-regularity numerical schemes for the nonlinear Schrödinger equation. Since then this technique has been extensively applied for the nonlinear Schrödinger equation [18, 20, 29, 43, 33, KdV equation [13, 32, 44, 45], Klein-Gordon equation [3,41] and other equations [34,35]. Compared to classical numerical methods, this type of low regularity integrators can achieve the same convergence when the solutions are less regular.

Below we present our idea to design the new LERI briefly. The approach is based on the phase space analysis of the nonlinear dynamics. Specifically, we are devoted to finding a suitable approximation for the following time integral

$$
\int_{0}^{\tau} \mathrm{e}^{-i s\left(k^{2}+k_{1}^{2}+k_{2}^{2}\right)} d s, \quad \text { with } \quad k_{1}+k_{2}=k
$$

The leading term $-2 k^{2}$ is kept and integrated exactly in 31, i.e.,

$$
\int_{0}^{\tau} \mathrm{e}^{-i s\left(k^{2}+k_{1}^{2}+k_{2}^{2}\right)} d s=\int_{0}^{\tau} \mathrm{e}^{-2 i s k^{2}+2 i s k_{1} k_{2}} d s \approx \int_{0}^{\tau} \mathrm{e}^{-2 i s k^{2}} d s
$$

This finally leads to a first-order scheme with one additional order of regularity required [31]. To weaken the constraint on regularity, the authors applied the identity $1=\frac{k_{1}+k_{2}}{k}$ together with the property

$$
\begin{equation*}
k^{2}+k_{1}^{2}+k_{2}^{2}=2 k_{2}^{2}+2 k k_{1}=2 k_{1}^{2}+2 k k_{2}=2 k^{2}-2 k_{1} k_{2} \tag{1.2}
\end{equation*}
$$

and decompose the integral as

$$
\begin{aligned}
\int_{0}^{\tau} & \mathrm{e}^{-i s\left(k^{2}+k_{1}^{2}+k_{2}^{2}\right)} d s=\frac{k_{1}}{k} \int_{0}^{\tau} \mathrm{e}^{-i s\left(k^{2}+k_{1}^{2}+k_{2}^{2}\right)} d s+\frac{k_{2}}{k} \int_{0}^{\tau} \mathrm{e}^{-i s\left(k^{2}+k_{1}^{2}+k_{2}^{2}\right)} d s \\
& =\frac{k_{1}}{k} \int_{0}^{\tau} \mathrm{e}^{-2 i s\left(k_{2}^{2}+k k_{1}\right)} d s+\frac{k_{2}}{k} \int_{0}^{\tau} \mathrm{e}^{-2 i s\left(k_{1}^{2}+k k_{2}\right)} d s \\
& \approx \frac{k_{1}}{k} \int_{0}^{\tau}\left(\mathrm{e}^{-2 i s k_{2}^{2}}+\mathrm{e}^{-2 i s k k_{1}}-1\right) d s+\frac{k_{2}}{k} \int_{0}^{\tau}\left(\mathrm{e}^{-2 i s k_{1}^{2}}+\mathrm{e}^{-2 i s k k_{2}}-1\right) d s
\end{aligned}
$$

where the the integrals in the last line can be integrated exactly in phase space. In this work, we apply the identity

$$
\begin{equation*}
\frac{k_{1}^{2}+k_{2}^{2}+2 k_{1} k_{2}}{k^{2}}=1 \tag{1.3}
\end{equation*}
$$

instead and the decomposition follows as

$$
\begin{align*}
\mathrm{e}^{-i s\left(k^{2}+k_{1}^{2}+k_{2}^{2}\right)}= & \frac{k_{1}^{2}}{k^{2}} \mathrm{e}^{-2 i s\left(k_{2}^{2}+k k_{1}\right)}+\frac{k_{2}^{2}}{k^{2}} \mathrm{e}^{-2 i s\left(k_{1}^{2}+k k_{2}\right)}+\frac{2 k_{1} k_{2}}{k^{2}} \mathrm{e}^{-2 i s\left(k^{2}-k_{1} k_{2}\right)} \\
\approx & \frac{k_{1}^{2}}{k^{2}}\left(\mathrm{e}^{-2 i s k_{2}^{2}}+\mathrm{e}^{-2 i s k k_{1}}-1\right)+\frac{k_{2}^{2}}{k^{2}}\left(\mathrm{e}^{-2 i s k_{1}^{2}}+\mathrm{e}^{-2 i s k k_{2}}-1\right) \\
& +\frac{2 k_{1} k_{2}}{k^{2}}\left(\mathrm{e}^{-2 i s k^{2}}+\mathrm{e}^{2 i s k_{1} k_{2}}-1\right) \tag{1.4}
\end{align*}
$$

where all three terms in the approximation can be exactly integrated. In this way we are able to establish the numerical flow as follows

$$
\begin{equation*}
z^{n}=\frac{1}{2}\left(u^{n}+\overline{u^{n}}\right)+a t_{n}+b, \quad z_{t}^{n}=\frac{i}{2}\left\langle\partial_{x}^{2}\right\rangle\left(u^{n}-\overline{u^{n}}\right)+a, \tag{1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\mathcal{F}_{0}\left(z_{t}(0, \cdot)\right)=\frac{1}{2 \pi} \int_{\mathbb{T}} \psi_{0}(x) d x, \quad b=\mathcal{F}_{0}(z(0, \cdot))=\frac{1}{2 \pi} \int_{\mathbb{T}} \phi_{0}(x) d x \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
u^{n+1}=\Psi_{1}^{\tau}\left(u^{n}\right), \quad n \geq 0, \quad u^{0}=u(0, x)=\phi(x)-b-i\left\langle\partial_{x}^{2}\right\rangle^{-1}(\psi(x)-a) \tag{1.7}
\end{equation*}
$$

with $\left\langle\partial_{x}^{2}\right\rangle^{-1}$ defined in Section 2 and

$$
\begin{aligned}
& \Psi_{1}^{\tau}(f)=\mathrm{e}^{i \tau\left\langle\partial_{x}^{2}\right\rangle} f-\frac{i}{4} B^{\tau}\left[-i \partial_{x}^{-2}\left[\left(\mathrm{e}^{2 i \tau \partial_{x}^{2}} \partial_{x}^{-2} \bar{f}\right)\left(\partial_{x}^{2} \bar{f}\right)\right]+i \partial_{x}^{-2}\left[\left(\partial_{x}^{-2} \bar{f}\right)^{2}\right]\right. \\
& -i \mathrm{e}^{i \tau \partial_{x}^{2}} \partial_{x}^{-3}\left[\left(\mathrm{e}^{i \tau \partial_{x}^{2}} \partial_{x} \bar{f}\right)\left(\mathrm{e}^{-i \tau \partial_{x}^{2}} \partial_{x} \bar{f}\right)\right]+i \partial_{x}^{-3}\left[\left(\partial_{x} \bar{f}\right) \bar{f}\right]-2 \tau \partial_{x}^{-2}\left[\left(\partial_{x}^{2} \bar{f}\right) \bar{f}\right]
\end{aligned}
$$

$$
\begin{align*}
& -i \partial_{x}^{-4}\left(\mathrm{e}^{2 i \tau \partial_{x}^{2}}-1\right)\left(\partial_{x} \bar{f}\right)^{2}+i \partial_{x}^{-2} \mathrm{e}^{-i \tau \partial_{x}^{2}}\left(\mathrm{e}^{i \tau \partial_{x}^{2}} \bar{f}\right)^{2}-i \partial_{x}^{-2}(\bar{f})^{2} \\
& -2 \tau \partial_{x}^{-2}\left(\partial_{x} \bar{f}\right)^{2}+\frac{i}{2}\left[\left(\partial_{x}^{-1} f\right)^{2}-\mathrm{e}^{i \tau \partial_{x}^{2}}\left(\mathrm{e}^{-i \tau \partial_{x}^{2}} \partial_{x}^{-1} f\right)^{2}\right] \\
& \left.-i \mathrm{e}^{i \tau \partial_{x}^{2}} \partial_{x}^{-1}\left[\left(\mathrm{e}^{-i \tau \partial_{x}^{2}} f\right)\left(\mathrm{e}^{i \tau \partial_{x}^{2}} \partial_{x}^{-1} \bar{f}\right)\right]+i \partial_{x}^{-1}\left[f\left(\partial_{x}^{-1} \bar{f}\right)\right]\right] \\
& -i \tau\left(a t_{n}+b\right) B^{\tau}\left(f+\psi_{1}\left(2 i \tau \partial_{x}^{2}\right) \bar{f}\right), \tag{1.8}
\end{align*}
$$

with $\psi_{1}$ and $B^{\tau}$ given by (2.5) and (3.10) with (2.7), respectively. It can be easily seen that the scheme is explicit and easy to implement if one applies Fourier spectral method for spatial discretization.

Now we state the main theorem concerning the convergence of the above scheme (1.8). Before that, we define a function $p(r)$ :

$$
p(r)=\left\{\begin{array}{lr}
1, & r=1 \\
(3-2 r)+, & 1<r \leq 7 / 6 \\
2 / 3, & 7 / 6<r \leq 17 / 12 \\
(7 / 2-2 r)+, & 17 / 12<r \leq 3 / 2 \\
5 / 4-r / 2, & 3 / 2<r<5 / 2 \\
0+, & r=5 / 2 \\
0, & r \geq 5 / 2,
\end{array}\right.
$$

where $c+$ means $c+\varepsilon$ for any sufficiently small $\varepsilon>0$.
Theorem 1 For $r \geq 1$, suppose that the exact solution of (1.1) satisfies $z$ $\in C\left(0, T ; H^{r+p(r)}\right)$ and $z_{t} \in C\left(0, T ; H^{r+p(r)-2}\right)$. Then there exists a constant $\tau_{0}>0$ such that for all step size $0<\tau \leq \tau_{0}$ and $t_{n} \leq T$, we have

$$
\left\|z\left(t_{n}\right)-z^{n}\right\|_{r}+\left\|z_{t}\left(t_{n}\right)-z_{t}^{n}\right\|_{r-2} \leq C \tau
$$

where $C>0$ depends on $T,\|z\|_{L^{\infty}\left(0, T ; H^{r+p(r)}\right)}$ and $\left\|z_{t}\right\|_{L^{\infty}\left(0, T ; H^{r+p(r)-2}\right)}$.
It is clear $p(r)$ represents the order of additional regularity required to promise the first-order convergence of the numerical solution in $H^{r}$. Fig. 1 displays the plot of $p(r)$, from which we observe that $p(r)$ is non-increasing. Particularly, $p(r) \equiv 0$ when $r>5 / 2$, which means the scheme is convergent linearly in $H^{r}$ without loss of regularity when $r>5 / 2$.

Compared to the convergence results of the scheme in 31, which converges in $H^{r}(r>1 / 2)$ at the first order when the solution belongs to $H^{r+1}$, and the method in [22], which achieves the first-order convergence in $H^{r}$ for $r>7 / 6$ as the solution lies in $H^{r+2 / 3}$, it is obvious that our newly proposed scheme (1.8) requires less regularity to attain the ideal first-order convergence. Furthermore, for the convergence without smoothness assumptions, i.e., $p(r)=0$, compared to the first-order LREIs proposed in [22] and 31] which converge at the order of $1 / 2$ and $\frac{r-1 / 2}{3 r+1 / 2}-$, respectively, our newly developed first-order LREI presents a linear convergence without additional regularity assumptions when $r>5 / 2$.


Fig. 1 Additional order of regularity required to achieve the first-order convergence. Particularly, for the domain $(1,7 / 6]$ and $(17 / 12,3 / 2$ ], we plot it by a dash-dotted line or hollow points to mean that a plus sign exists in $p(r)$, e.g., the scheme is convergent linearly in $H^{3 / 2}$ for solutions in $H^{(3 / 2+1 / 2)+}$.

This is the first time to establish the optimal linear convergence without loss of regularity for the GB equation. On the other hand, we have to admit that the deficiency is that we have to impose $r \geq 1$ due to the stability analysis (cf. Section 4). Thus the analysis in $H^{r}$ for $r \leq 1$ is absent at the moment.

The rest of the paper is organized as follows. In Section 2, we present some notions and powerful technical tools. The first-order LREI is constructed in Section 3. Section 4 is devoted to establishing the error estimate of the scheme. Some numerical results are presented to confirm the theoretical analysis in Section 5 and conclusions are drawn in Section 6

## 2 Preliminary

In this section, we introduce some notations and present some useful technical lemmas which are of vital importance to design the method or to establish the error estimates.

### 2.1 Notations

In this paper, we use the notation $X \lesssim Y$ to denote that there exists a constant $C>0$ which may be different from line to line but is independent of the time step $\tau$ such that $|X| \leq C Y$. The Fourier transform of a function $f$ on a torus $\mathbb{T}$ is defined by the coordinate representation $\left\{\widehat{f}_{k}\right\}_{k=-\infty}^{+\infty}$ under the basis
$\left\{\mathrm{e}^{i k x}\right\}_{k=-\infty}^{+\infty}$ in $L^{2}(\mathbb{T})$, where

$$
\mathcal{F}_{k}(f)=\widehat{f}_{k}=\frac{1}{2 \pi} \int_{\mathbb{T}} f(x) \mathrm{e}^{-i k x} d x
$$

Thus $f(x)=\sum_{k \in \mathbb{Z}} \widehat{f}_{k} \mathrm{e}^{i k x}$ is the inverse Fourier transform. The norm and inner product in $L^{2}$ are defined respectively by

$$
\begin{equation*}
\|f\|:=\|f\|_{L^{2}}=\left(\sum_{k \in \mathbb{Z}}\left|\widehat{f}_{k}\right|^{2}\right)^{1 / 2}, \quad(f, g)=\sum_{k \in \mathbb{Z}} \widehat{f}_{k} \overline{g_{k}}=\frac{1}{2 \pi} \int_{\mathbb{T}} f(x) \overline{g(x)} d x \tag{2.1}
\end{equation*}
$$

Moreover, we define several operators given in Fourier space as

$$
\begin{align*}
& \partial_{x}^{-1} f=\sum_{k \neq 0} \frac{1}{i k} \widehat{f}_{k} \mathrm{e}^{i k x}, \quad \tilde{f}=\sum_{k \in \mathbb{Z}}\left|\widehat{f}_{k}\right| \mathrm{e}^{i k x}, \\
& \left|\partial_{x}\right|^{\alpha} f=\sum_{k \neq 0}|k|^{\alpha} \widehat{f}_{k} \mathrm{e}^{i k x}, \quad J^{\alpha} f=\sum_{k \in \mathbb{Z}}\left(1+k^{2}\right)^{\alpha / 2} \widehat{f}_{k} \mathrm{e}^{i k x}, \quad \alpha \in \mathbb{R} . \tag{2.2}
\end{align*}
$$

Similarly, we define $\left\langle\partial_{x}^{2}\right\rangle:=\sqrt{-\partial_{x}^{2}+\partial_{x}^{4}}$ and its inverse by

$$
\left\langle\partial_{x}^{2}\right\rangle f=\sum_{k \in \mathbb{Z}} \sqrt{k^{2}+k^{4}} \widehat{f}_{k} \mathrm{e}^{i k x}, \quad\left\langle\partial_{x}^{2}\right\rangle^{-1} f=\sum_{k \neq 0} \frac{1}{\sqrt{k^{2}+k^{4}}} \widehat{f}_{k} \mathrm{e}^{i k x}
$$

Furthermore, we introduce the Sobolev space $H^{\alpha}$ with $\alpha \in \mathbb{R}$, which consists of the functions $f=\sum_{k \in \mathbb{Z}} \widehat{f}_{k} \mathrm{e}^{i k x}$ such that $\|f\|_{\alpha}=\left\|J^{\alpha} f\right\|<\infty$, where

$$
\|f\|_{\alpha}^{2}=\left\|J^{\alpha} f\right\|^{2}=\sum_{k \in \mathbb{Z}}\left(1+k^{2}\right)^{\alpha}\left|\widehat{f_{k}}\right|^{2}
$$

It is clear that for $f$ with zero mean value, i.e., $\widehat{f}_{k}=0$, it holds $\|f\|_{\alpha} \lesssim$ $\left\|\left|\partial_{x}\right|^{\alpha} f\right\| \lesssim\|f\|_{\alpha}$. For $\alpha=0$, it is clear that the space reduces to $L^{2}$ and the corresponding norm is simply denoted as $\|\cdot\|$ which agrees with (2.1).

We say that $R=R(u, t, \tau, \xi) \in \mathcal{R}_{\theta}\left(\tau^{\nu}\right)$ if and only if

$$
\|R(u, t, \tau, \xi)\|_{r} \leq C \tau^{\nu}
$$

where $R(u, t, \tau, \xi)$ depends on the value $u(t+\xi), 0 \leq \xi \leq \tau$, and $C$ relies on $\sup _{0<s<\tau}\|u(t+s)\|_{r+\theta}$. We write $f=g+\mathcal{R}_{\theta}\left(\tau^{\nu}\right)$ whenever $f=g+R$ with $R \in \mathcal{R}_{\theta}\left(\tau^{\nu}\right)$.
2.2 Preliminary tools

To begin with, we introduce the Kato-Ponce inequalities, which was previously proved in [15,5,23] in the whole space $\mathbb{R}$ and extended to the periodic case by Li and Wu [21] recently.

Lemma 1 (The Kato-Ponce inequalities) (i) If $r>1 / 2$ and $f, g \in H^{r}$, then we have

$$
\begin{equation*}
\|f g\|_{r} \lesssim\|f\|_{r}\|g\|_{r} \tag{2.3}
\end{equation*}
$$

(ii) If $s>0,1<p \leq \infty, 1<p_{1}, p_{3}<\infty, 1<p_{2}, p_{4} \leq \infty$ satisfying $\frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}}$ and $\frac{1}{p}=\frac{1}{p_{3}}+\frac{1}{p_{4}}$, then we have the following inequality

$$
\begin{equation*}
\left\|J^{s}(f g)\right\|_{L^{p}} \lesssim\left\|J^{s} f\right\|_{L^{p_{1}}}\|g\|_{L^{p_{2}}}+\left\|J^{s} g\right\|_{L^{p_{3}}}\|f\|_{L^{p_{4}}} \tag{2.4}
\end{equation*}
$$

Next we present Hardy-Littlewood-Sobolev type inequality and Sobolev embedding theorem on the torus $\mathbb{T}$, which provides a new approach for the subsequent estimate of local truncation errors. We refer to [1,2,4, 26, 36 and references therein.

Lemma 2 (i) (Hardy-Littlewood-Sobolev type inequality) Let $s \in[0,1 / 2)$. Then there exists a constant $C=C(s)>0$ such that

$$
\|f\|_{-s} \leq C\|f\|_{L^{\frac{2}{1+2 s}}(\mathbb{T})},
$$

for any $f \in L^{\frac{2}{1+2 s}}(\mathbb{T})$.
(ii) (Sobolev embedding theorem) Let $s \in(0,1 / 2)$. The inclusion

$$
H^{s}(\mathbb{T}) \subseteq L^{q}(\mathbb{T})
$$

is continuous for any $q \in\left[1, \frac{2}{1-2 s}\right]$.
Lemma 3 (i) For all $x, y \in \mathbb{R}$ and $0 \leq \theta \leq 1$, we have

$$
\left|\mathrm{e}^{i x}-1\right| \leq 2^{1-\theta}|x|^{\theta}, \quad\left|\mathrm{e}^{i x}-1-i x\right| \leq 2^{1-2 \theta}|x|^{1+\theta}
$$

(ii) For $t \in \mathbb{R}, r \geq 0$ and $f \in H^{r}$, we have

$$
\left\|\psi_{1}\left(i t \partial_{x}^{2}\right) f\right\|_{r} \leq\|f\|_{r}
$$

where

$$
\begin{equation*}
\psi_{1}(y)=\int_{0}^{1} \mathrm{e}^{y s} d s, \quad \text { for } \quad y \in \mathbb{C} \tag{2.5}
\end{equation*}
$$

For the details of the proof, we refer to 31. Moreover, we illustrate a lemma which was introduced by [22,20].

Lemma 4 (i) For $f \in H^{r}$ with $r \geq 0, t \in \mathbb{R}$, it holds
$\left\|\left\langle\partial_{x}^{2}\right\rangle^{-1} f\right\|_{r} \leq\|f\|_{r},\|A f\|_{r} \leq\|f\|_{r},\|B f\|_{r} \leq\|f\|_{r},\left\|\left(\mathrm{e}^{i t A}-1\right) f\right\|_{r} \leq|t|\|f\|_{r}$,
where $A$ and $B$ are given by

$$
\begin{equation*}
A:=\left\langle\partial_{x}^{2}\right\rangle+\partial_{x}^{2}, \quad B:=\left\langle\partial_{x}^{2}\right\rangle^{-1} \partial_{x}^{2} \tag{2.7}
\end{equation*}
$$

(ii) For $r \geq 0$ and $0 \leq \gamma \leq 1, f \in H^{r+2 \gamma}$, one has

$$
\begin{equation*}
\left\|\left(\mathrm{e}^{i t \partial_{x}^{2}}-1\right) f\right\|_{r} \lesssim|t|^{\gamma}\|f\|_{r+2 \gamma}, \quad\left\|\left(\mathrm{e}^{i t\left\langle\partial_{x}^{2}\right\rangle}-1\right) f\right\|_{r} \lesssim|t|^{\gamma}\|f\|_{r+2 \gamma} . \tag{2.8}
\end{equation*}
$$

(iii) If $f, g \in H^{1}$, then it holds

$$
\begin{equation*}
\left\|J^{-1}(g(J f))\right\| \lesssim \min \left\{\|f\|\|g\|_{1},\|f\|_{1}\|g\|\right\} \tag{2.9}
\end{equation*}
$$

(iv) If $f, g \in H^{r}, r>1 / 2$ then we have

$$
\begin{equation*}
\left\|J^{-1}(g(J f))\right\|_{r} \lesssim\|f\|_{r}\|g\|_{r} . \tag{2.10}
\end{equation*}
$$

Lemma 5 For $f, g \in H^{r}$ with $r \geq 1$, it holds

$$
\begin{equation*}
\left\|\left|\partial_{x}\right|^{-2}\left[\left(\left|\partial_{x}\right| g\right)\left(\left|\partial_{x}\right| f\right)\right]\right\|_{r} \lesssim\|f\|_{r}\|g\|_{r} \tag{2.11}
\end{equation*}
$$

Proof To show the above inequality for $r>1$, we only need to confirm

$$
\left\|\left|\partial_{x}\right|^{r-2}\left[\left(\left|\partial_{x}\right| g\right)\left(\left|\partial_{x}\right| f\right)\right]\right\| \lesssim\|f\|_{r}\|g\|_{r} .
$$

According to the duality principle in $L^{2}$, it suffices to prove

$$
\left(\left|\partial_{x}\right|^{r-2}\left[\left(\left|\partial_{x}\right| g\right)\left(\left|\partial_{x}\right| f\right)\right], \phi\right) \lesssim\|f\|_{r}\|g\|_{r}\|\phi\|, \quad \forall \phi \in L^{2}
$$

which is equivalent to

$$
\sum_{k \neq 0} \sum_{k_{1}+k_{2}=k}|k|^{r-2}\left|k_{1}\right|\left\|k_{2} \mid \widehat{f}_{k_{1}} \widehat{g}_{k_{2}} \overline{\hat{\phi}_{k}} \lesssim\right\| f\left\|_{r}\right\| g\left\|_{r}\right\| \phi \| .
$$

To this aim, we divide the above formula into two parts by discussing the relationship between Fourier coefficients $k$ and $k_{1}$, i.e.,

$$
\left.\begin{array}{rl}
\sum_{k \neq 0} \sum_{k_{1}+k_{2}=k}|k|^{r-2}\left|k_{1}\right|\left|k_{2}\right| \widehat{f}_{k_{1}} \widehat{g}_{k_{2}} & \overline{\widehat{\phi}_{k}}
\end{array}=\sum_{\substack{k \neq 0}} \sum_{\substack{k_{1}+k_{2}=k \\
\left|k_{1}\right| \leq 2|k|}}|k|^{r-2}\left|k_{1}\right|\left|k_{2}\right| \widehat{f}_{k_{1}} \widehat{g}_{k_{2}} \overline{\widehat{\phi}_{k}}\right)
$$

For the first term in (2.12), we have

$$
\left|k_{2}\right|=\left|k-k_{1}\right| \leq|k|+\left|k_{1}\right| \leq 3|k| .
$$

By using Plancherel's identity and the bilinear estimate, the first term can be bounded as

$$
\begin{aligned}
\sum_{\substack{k \neq 0}} \sum_{\substack{k_{1}+k_{2}=k \\
\left|k_{1}\right| \leq 2|k|}}|k|^{r-2}\left|k_{1} \| k_{2}\right| \widehat{f}_{k_{1}} \widehat{g}_{k_{2}} & \widehat{\phi}_{k} \\
\lesssim & \sum_{\substack{k \neq 0}}|k|^{r}\left|\widehat{f}_{k_{1}}\right|\left|\widehat{g}_{k_{1}+k_{2}=k}^{\left|k_{1}\right| \leq 2|k|}\right| \\
& \lesssim\left(\left|\partial_{x}\right|^{r}(\widetilde{f} \widetilde{g}), \widetilde{\phi}\right) \lesssim\|\widetilde{f} \widetilde{g}\|_{r}\|\widetilde{\phi}\| \lesssim\|\widetilde{f}\|_{r}\|\widetilde{g}\|_{r}\|\widetilde{\phi}\| \lesssim\|f\|_{r}\|g\|_{r}\|\phi\|
\end{aligned}
$$

where $\widetilde{f}, \widetilde{g}$ and $\widetilde{\phi}$ are defined in (2.2).
For the second term in (2.12), thanks to $\left|k_{1}\right|>2|k|$, we are led to

$$
\left|k_{2}\right|=\left|k_{1}-k\right| \geq\left|k_{1}\right|-|k|>|k| .
$$

For $r>1$, it holds

$$
|k|^{r-2}\left|k_{1} \| k_{2}\right|=|k|^{-r}|k|^{2 r-2}\left|k_{1}\right|\left|k_{2}\right| \lesssim|k|^{-r}\left|k_{1}\right|^{r}\left|k_{2}\right|^{r}
$$

which implies

$$
\begin{aligned}
& \lesssim \sum_{k \neq 0} \mathcal{F}_{k}\left(\left.\left|\partial_{x}\right|^{\widetilde{f}} \widetilde{f}\left|\partial_{x}\right|^{\widetilde{g}} \tilde{g}| | k\right|^{-r}\left|\widehat{\phi}_{k}\right|\right. \\
& \left.\left.\lesssim \max _{k}\left|\int_{\mathbb{T}}\right| \partial_{x}\right|^{r} \widetilde{f}(x)\left|\partial_{x}\right|^{r} \widetilde{g}(x) e^{-i k x} d x\left|\sum_{k \neq 0}\right| k\right|^{-r}\left|\widehat{\phi}_{k}\right| \\
& \lesssim\left\|\left.\left|\left|\partial_{x}\right|^{r} \widetilde{f}\right| \partial_{x}\right|^{r} \widetilde{g}\right\|_{L^{1}}\left\|\left(|k|^{-r}\right)_{0 \neq k \in \mathbb{Z}}\right\|_{l^{2}}\left\|\left(\left|\widehat{\phi}_{k}\right|\right)_{0 \neq k \in \mathbb{Z}}\right\|_{l^{2}} \\
& \lesssim\left\|\left|\partial_{x}\right|^{r} \widetilde{f}\right\|\left\|\left|\partial_{x}\right|^{r} \widetilde{g}\right\|\|\widetilde{\phi}\| \\
& \lesssim\|f\|_{r}\|g\|_{r}\|\phi\| .
\end{aligned}
$$

The proof is completed for the case of $r>1$. For the case of $r=1$, by using the result in Lemma 4 (iii)

$$
\left\|\left|\partial_{x}\right|^{-1}\left(g\left|\partial_{x}\right| f\right)\right\| \lesssim\left\|J^{-1}\left(g\left|\partial_{x}\right| f\right)\right\| \lesssim\left\|J^{-1}(\widetilde{g}(J \widetilde{f}))\right\| \lesssim\|f\|_{1}\|g\|,
$$

we are led to

$$
\begin{aligned}
\left\|\left|\partial_{x}\right|^{-2}\left[\left(\left|\partial_{x}\right| g\right)\left(\left|\partial_{x}\right| f\right)\right]\right\|_{1} & \lesssim\left\|\left|\partial_{x}\right|^{-1}\left[\left(\left|\partial_{x}\right| g\right)\left(\left|\partial_{x}\right| f\right)\right]\right\| \\
& \lesssim\|f\|_{1}\left\|\left|\partial_{x}\right| g\right\| \lesssim\|f\|_{1}\|g\|_{1}
\end{aligned}
$$

This completes the proof.

## 3 First-order exponential-type integrator $\Psi_{1}^{\tau}$

In the following part, we construct the first-order LREI based on the idea in (1.3) (1.4).
3.1 Homogenization and reformulation of the GB equation

As can be seen blow, we will frequently encounter the operator $\partial_{x}^{-1}$ or $\partial_{x}^{-2}$ during the process of integration, which makes the mean value of the obtained function zero. Hence usually the zero-mode needs to be treated separately. Fortunately, thanks to the periodic boundary conditions, the zero-mode of $z$ can be integrated exactly so that it remains to investigate other nonzero Fourier modes.

By the periodicity of the solution, one easily gets

$$
\mathcal{F}_{0}\left(z_{t t}\right)=\partial_{t t} \mathcal{F}_{0}(z)=0
$$

which immediately gives $\mathcal{F}_{0}(z)=a t+b$, where $a$ and $b$ are defined as (1.6). Setting $z=\mathcal{F}_{0}(z)+\check{z}$ and plugging it into (1.1), we derive that

$$
\left\{\begin{array}{l}
\check{z}_{t t}+\check{z}_{x x x x}-(2 a t+2 b+1) \check{z}_{x x}-\left(\check{z}^{2}\right)_{x x}=0, \quad x \in \mathbb{T}, \quad t>0,  \tag{3.1}\\
\check{z}(0, x)=\phi(x)-b, \quad \check{z}_{t}(0, x)=\psi(x)-a .
\end{array}\right.
$$

Diagonalize the equivalent first-order system

$$
\binom{\check{z}}{\check{z}_{t}}_{t}=\left(\begin{array}{cc}
0 & 1 \\
-\partial_{x}^{4}+\partial_{x}^{2} & 0
\end{array}\right)\binom{\check{z}}{z_{t}}+\binom{0}{\left(\check{z}^{2}\right)_{x x}+(2 a t+2 b) \check{z}_{x x}},
$$

and set

$$
\left\langle\partial_{x}^{2}\right\rangle=\sqrt{\partial_{x}^{2}+\partial_{x}^{4}}, \quad u=\check{z}-i\left\langle\partial_{x}^{2}\right\rangle^{-1} \check{z}_{t}, \quad v=\bar{z}-i\left\langle\partial_{x}^{2}\right\rangle^{-1} \overline{\tilde{z}_{t}},
$$

we are led to the following coupled system

$$
\left\{\begin{array}{l}
i \partial_{t} u=-\left\langle\partial_{x}^{2}\right\rangle u+B\left[\frac{1}{4}(u+\bar{v})^{2}+(a t+b)(u+\bar{v})\right]  \tag{3.2}\\
i \partial_{t} v=-\left\langle\partial_{x}^{2}\right\rangle v+B\left[\frac{1}{4}(\bar{u}+v)^{2}+(a t+b)(\bar{u}+v)\right]
\end{array}\right.
$$

where the operator $B$ is defined in (2.7). Recalling that $z$ is a real function, this implies $u=v$ and (3.2) reduces to a single first-order equation involving a complex variable

$$
\left\{\begin{array}{l}
i \partial_{t} u=-\left\langle\partial_{x}^{2}\right\rangle u+B\left[\frac{1}{4}(u+\bar{u})^{2}+(a t+b)(u+\bar{u})\right]  \tag{3.3}\\
u(0, x)=\check{z}(0, x)-i\left\langle\partial_{x}^{2}\right\rangle^{-1} \check{z}_{t}(0, x)
\end{array}\right.
$$

While $\check{z}$ and $\check{z}_{t}$ can be recovered through

$$
\begin{equation*}
\check{z}=\frac{1}{2}(u+\bar{u}), \quad \check{z}_{t}=\frac{i}{2}\left\langle\partial_{x}^{2}\right\rangle(u-\bar{u}) . \tag{3.4}
\end{equation*}
$$

Noticing that the leading term of $\left\langle\partial_{x}^{2}\right\rangle$ is $-\partial_{x}^{2}$, we introduce the so-called twisted variable

$$
w(t)=\mathrm{e}^{i t \partial_{x}^{2}} u(t)
$$

Plugging it into (3.3) yields
$\partial_{t} w=i A w-\frac{i}{4} \mathrm{e}^{i t \partial_{x}^{2}} B\left(\mathrm{e}^{-i t \partial_{x}^{2}} w+\mathrm{e}^{i t \partial_{x}^{2}} \bar{w}\right)^{2}-i(a t+b) \mathrm{e}^{i t \partial_{x}^{2}} B\left(\mathrm{e}^{-i t \partial_{x}^{2}} w+\mathrm{e}^{i t \partial_{x}^{2}} \bar{w}\right)$.
Applying Duhamel's formula of (3.5), we obtain

$$
\begin{align*}
w\left(t_{n}+\sigma\right)= & \mathrm{e}^{i \sigma A} w\left(t_{n}\right)-\frac{i B}{4} \int_{0}^{\sigma} \mathrm{e}^{i(\sigma-s) A} \mathrm{e}^{i\left(t_{n}+s\right) \partial_{x}^{2}}\left(g_{1}\left(w\left(t_{n}\right), s\right)\right)^{2} d s \\
& -i B \int_{0}^{\sigma} \mathrm{e}^{i(\sigma-s) A} \mathrm{e}^{i\left(t_{n}+s\right) \partial_{x}^{2}}\left[a\left(t_{n}+s\right)+b\right] g_{1}\left(w\left(t_{n}\right), s\right) d s \tag{3.6}
\end{align*}
$$

where $A$ and $B$ are defined in (2.7), and

$$
g_{1}\left(w\left(t_{n}\right), s\right)=\mathrm{e}^{-i\left(t_{n}+s\right) \partial_{x}^{2}} w\left(t_{n}+s\right)+\mathrm{e}^{i\left(t_{n}+s\right) \partial_{x}^{2}} \overline{w\left(t_{n}+s\right)}
$$

Based on this, a first-order approximation can be easily derived 31

$$
\begin{equation*}
\left\|w\left(t_{n}+\sigma\right)-w\left(t_{n}\right)\right\|_{r} \leq C \sigma, \quad r>1 / 2 \tag{3.7}
\end{equation*}
$$

where $C$ only depends on $\sup _{0 \leq s \leq \sigma}\left\|u\left(t_{n}+s\right)\right\|_{r}$. Setting $\sigma=\tau$ and approximating $w\left(t_{n}+s\right)$ by $w\left(t_{n}\right)$ in the integral of (3.6), applying (3.7) and Lemma 4 (i), we get

$$
\begin{align*}
w\left(t_{n}+\tau\right)= & \mathrm{e}^{i \tau A} w\left(t_{n}\right)-\frac{i}{4} B \mathrm{e}^{i \tau A} \int_{0}^{\tau} \mathrm{e}^{i\left(t_{n}+s\right) \partial_{x}^{2}}\left(g_{2}\left(w\left(t_{n}\right), s\right)\right)^{2} d s \\
& -i B \mathrm{e}^{i \tau A} \int_{0}^{\tau} \mathrm{e}^{i\left(t_{n}+s\right) \partial_{x}^{2}}\left(a t_{n}+b\right) g_{2}\left(w\left(t_{n}\right), s\right) d s+\mathcal{R}_{0}\left(\tau^{2}\right) \tag{3.8}
\end{align*}
$$

where $g_{2}\left(w\left(t_{n}\right), s\right)=\mathrm{e}^{-i\left(t_{n}+s\right) \partial_{x}^{2}} w\left(t_{n}\right)+\mathrm{e}^{i\left(t_{n}+s\right) \partial_{x}^{2}} \overline{w\left(t_{n}\right)}$.
Twisting the variable back, we obtain an approximation of $u\left(t_{n}+\tau\right)$ with a local error of order two

$$
\begin{align*}
u\left(t_{n}+\tau\right)= & \mathrm{e}^{i \tau\left\langle\partial_{x}^{2}\right\rangle} u\left(t_{n}\right)-\frac{i}{4} B \mathrm{e}^{i \tau\left\langle\partial_{x}^{2}\right\rangle} \int_{0}^{\tau} \mathrm{e}^{i s \partial_{x}^{2}}\left(\mathrm{e}^{-i s \partial_{x}^{2}} u\left(t_{n}\right)+\mathrm{e}^{i s \partial_{x}^{2}} \bar{u}\left(t_{n}\right)\right)^{2} d s \\
- & i\left(a t_{n}+b\right) B \mathrm{e}^{i \tau\left\langle\partial_{x}^{2}\right\rangle} \int_{0}^{\tau} \mathrm{e}^{i s \partial_{x}^{2}}\left(\mathrm{e}^{-i s \partial_{x}^{2}} u\left(t_{n}\right)+\mathrm{e}^{i s \partial_{x}^{2}} \bar{u}\left(t_{n}\right)\right) d s+\mathcal{R}_{0}\left(\tau^{2}\right) \\
= & \mathrm{e}^{i \tau\left\langle\partial_{x}^{2}\right\rangle} u\left(t_{n}\right)-\frac{i}{4} B^{\tau}\left[I_{0}^{\tau}\left(u\left(t_{n}\right)\right)+I_{1}^{\tau}\left(u\left(t_{n}\right)\right)+2 I_{2}^{\tau}\left(u\left(t_{n}\right)\right)\right] \\
& -i \tau\left(a t_{n}+b\right) B^{\tau}\left(u\left(t_{n}\right)+\psi_{1}\left(2 i \tau \partial_{x}^{2}\right) \bar{u}\left(t_{n}\right)\right)+\mathcal{R}_{0}\left(\tau^{2}\right) \tag{3.9}
\end{align*}
$$

where $\psi_{1}$ is given by (2.5) and

$$
\begin{align*}
& B^{\tau}(f)=B \mathrm{e}^{i \tau\left\langle\partial_{x}^{2}\right\rangle} f=\left\langle\partial_{x}^{2}\right\rangle^{-1} \partial_{x}^{2} \mathrm{e}^{i \tau\left\langle\partial_{x}^{2}\right\rangle} f, \quad I_{0}^{\tau}(f)=\int_{0}^{\tau} \mathrm{e}^{i s \partial_{x}^{2}}\left(\mathrm{e}^{i s \partial_{x}^{2}} \bar{f}\right)^{2} d s  \tag{3.10}\\
& I_{1}^{\tau}(f)=\int_{0}^{\tau} \mathrm{e}^{i s \partial_{x}^{2}}\left(\mathrm{e}^{-i s \partial_{x}^{2}} f\right)^{2} d s, \quad I_{2}^{\tau}(f)=\int_{0}^{\tau} \mathrm{e}^{i s \partial_{x}^{2}}\left|\mathrm{e}^{-i s \partial_{x}^{2}} f\right|^{2} d s . \tag{3.11}
\end{align*}
$$

Now we calculate the terms $I_{j}^{\tau}$ in (3.9) respectively. Firstly for $f$ satisfying $\mathcal{F}_{0}(f)=0$, as was shown in [31, $I_{1}^{\tau}(f)$ and $I_{2}^{\tau}(f)$ can be calculated exactly as

$$
\begin{align*}
& I_{1}^{\tau}(f)=\sum_{k} \sum_{k_{1}+k_{2}=k} \int_{0}^{\tau} \mathrm{e}^{-i s\left(k^{2}-k_{1}^{2}-k_{2}^{2}\right)} d s \widehat{f}_{k_{1}} \widehat{f}_{k_{2}} \mathrm{e}^{i k x} \\
&=\left(\sum_{k} \sum_{\substack{k_{1}+k_{2}=k \\
k_{1} \neq 0, k_{2} \neq 0}} \frac{\mathrm{e}^{-2 i \tau k_{1} k_{2}}-1}{-2 i k_{1} k_{2}}+\sum_{k} \sum_{\substack{\text { kind } \\
k_{1}=0 \text { or } k_{2}=0}} \int_{0}^{\tau} d s\right) \widehat{f}_{k_{1}} \widehat{f}_{k_{2}} \mathrm{e}^{i k x} \\
&=\sum_{k} \sum_{\substack{k_{1}+k_{2}=k \\
k_{1} \neq 0, k_{2} \neq 0}} \frac{\mathrm{e}^{-2 i \tau k_{1} k_{2}}-1}{-2 i k_{1} k_{2}} \widehat{f}_{k_{1}} \widehat{f}_{k_{2}} \mathrm{e}^{i k x}+2 \tau \widehat{f}_{0} \sum_{k \in \mathbb{Z}} \widehat{f}_{k} \mathrm{e}^{i k x}-\tau \widehat{f}_{0}^{2} \\
&=\frac{i}{2}\left[\left(\partial_{x}^{-1} f\right)^{2}-\mathrm{e}^{\left.i \tau \partial_{x}^{2}\left(\mathrm{e}^{-i \tau \partial_{x}^{2}} \partial_{x}^{-1} f\right)^{2}\right]}\right.  \tag{3.12}\\
& I_{2}^{\tau}(f)=\sum_{k_{1}, k_{2} \in \mathbb{Z}} \int_{0}^{\tau} e^{i s\left(k_{1}^{2}-k_{2}^{2}-\left(k_{1}-k_{2}\right)^{2}\right)} d s \widehat{f}_{k_{1}}{\widehat{\widehat{f}_{k_{2}}} e^{i\left(k_{1}-k_{2}\right) x}}^{=} \\
&=-\frac{i}{2} \mathrm{e}^{i \tau \partial_{x}^{2}} \partial_{x}^{-1}\left[\left(\mathrm{e}^{-i \tau \partial_{x}^{2}} f\right)\left(\mathrm{e}^{i \tau \partial_{x}^{2}} \partial_{x}^{-1} \bar{f}\right)\right]+\frac{i}{2} \partial_{x}^{-1}\left[f\left(\partial_{x}^{-1} \bar{f}\right)\right]+\tau\|f\|^{2} . \tag{3.13}
\end{align*}
$$

It remains to calculate $I_{0}^{\tau}(f)$ which reads as

$$
\begin{equation*}
I_{0}^{\tau}(f)=\sum_{k \in \mathbb{Z}} \sum_{k_{1}+k_{2}=k} \int_{0}^{\tau} \mathrm{e}^{-i s \Phi} d s \widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \quad \text { with } \quad \Phi=k^{2}+k_{1}^{2}+k_{2}^{2} \tag{3.14}
\end{equation*}
$$

Different from the above two terms $I_{1}^{\tau}(f)$ and $I_{2}^{\tau}(f)$, in which the obtained integration is a function with separable variables $k, k_{1}$ and $k_{2}$ that enables us to compute the obtained convolution efficiently in physical space or Fourier space, it is impossible to compute the exact integral of $I_{0}^{\tau}$ efficiently in any space. To overcome this difficulty, in [22], we proposed an approximation of $I_{0}^{\tau}$ by applying the identity $1=\frac{k_{1}+k_{2}}{k}$ and an appropriate approximation which can be computed efficiently. In this paper, we utilize similar idea based on the identity

$$
1=\frac{k_{1}^{2}+k_{2}^{2}+2 k_{1} k_{2}}{k^{2}}, \quad \Phi=2 k_{2}^{2}+2 k k_{1}=2 k_{1}^{2}+2 k k_{2}=2 k^{2}-2 k_{1} k_{2}
$$

and approximate the corresponding integrals in a proper way.

### 3.2 The first-order exponential-type integrator $\Psi_{1}^{\tau}$

Case I. When $k=0$, the mean value of $I_{0}^{\tau}(f)$ can be computed exactly and efficiently by

$$
\begin{equation*}
\mathcal{F}_{0}\left(I_{0}^{\tau}(f)\right)=\frac{i}{2} \mathcal{F}_{0}\left[\left(\mathrm{e}^{i \tau \partial_{x}^{2}} \partial_{x}^{-1} \bar{f}\right)^{2}\right]-\frac{i}{2} \mathcal{F}_{0}\left[\left(\partial_{x}^{-1} \bar{f}\right)^{2}\right]+\tau\left(\widehat{\bar{f}}_{0}\right)^{2}=T_{0}^{\tau}(f) \tag{3.15}
\end{equation*}
$$

Case II. When $k \neq 0$, in order to balance the power of $k_{1}$ and $k_{2}$ as much as possible in the following estimations, we use different forms of the phase
function $\Phi$ as $2 k_{2}^{2}+2 k k_{1}, 2 k_{1}^{2}+2 k k_{2}$, and $2 k^{2}-2 k_{1} k_{2}$ for coefficients $\frac{k_{1}^{2}}{k^{2}}, \frac{k_{2}^{2}}{k^{2}}$, and $\frac{2 k_{1} k_{2}}{k^{2}}$, respectively. Specifically,

$$
\begin{align*}
\sum_{k \neq 0} \mathcal{F}_{k}\left(I_{0}^{\tau}(f)\right) \mathrm{e}^{i k x}= & \sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \int_{0}^{\tau} \mathrm{e}^{-i s\left(k^{2}+k_{1}^{2}+k_{2}^{2}\right)} d s \widehat{\bar{f}}_{k_{1}} \hat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
= & \sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{k_{1}^{2}}{k^{2}} \int_{0}^{\tau} \mathrm{e}^{-2 i s\left(k_{2}^{2}+k k_{1}\right)} d s \widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
& +\sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{k_{2}^{2}}{k^{2}} \int_{0}^{\tau} \mathrm{e}^{-2 i s\left(k_{1}^{2}+k k_{2}\right)} d s \widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
& +\sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{2 k_{1} k_{2}}{k^{2}} \int_{0}^{\tau} \mathrm{e}^{-2 i s\left(k^{2}-k_{1} k_{2}\right)} d \widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
= & T_{1}^{\tau}(f)+T_{2}^{\tau}(f)+T_{3}^{\tau}(f) \tag{3.16}
\end{align*}
$$

By symmetry, obviously we have $T_{1}^{\tau}(f)=T_{2}^{\tau}(f)$ and it suffices to approximate $T_{1}^{\tau}(f)$ and $T_{3}^{\tau}(f)$. To begin with, we decompose $T_{1}^{\tau}(f)$ as

$$
\begin{align*}
T_{1}^{\tau}(f)= & \sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{k_{1}^{2}}{k^{2}} \int_{0}^{\tau} \mathrm{e}^{-2 i s\left(k_{2}^{2}+k k_{1}\right)} d s \widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
= & \sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{k_{1}^{2}}{k^{2}} \int_{0}^{\tau} \mathrm{e}^{-2 i s k_{2}^{2}} d s \widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
& +\sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{k_{1}^{2}}{k^{2}} \int_{0}^{\tau}\left(\mathrm{e}^{-2 i s k k_{1}}-1\right) d s \widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
& +\sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{k_{1}^{2}}{k^{2}} \int_{0}^{\tau}\left(\mathrm{e}^{-2 i s k_{2}^{2}}-1\right)\left(\mathrm{e}^{-2 i s k k_{1}}-1\right) d s \widehat{\bar{f}}_{k_{1}}^{\widehat{\bar{f}}_{k_{2}}} \mathrm{e}^{i k x} \\
= & L_{1}^{\tau}(f)+L_{2}^{\tau}(f)+P_{1}^{\tau}(f) \tag{3.17}
\end{align*}
$$

For $f$ with $\mathcal{F}_{0}(f)=0$, similarly $L_{1}^{\tau}(f)$ and $L_{2}^{\tau}(f)$ can be integrated exactly as

$$
\begin{align*}
L_{1}^{\tau}(f)= & \sum_{k \neq 0} \sum_{\substack{k_{1}+k_{2}=k \\
k_{2}=0}} \frac{k_{1}^{2}}{k^{2}} \int_{0}^{\tau} \mathrm{e}^{-2 i s k_{2}^{2}} d s \hat{\bar{f}}_{k_{1}} \hat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
& +\sum_{k \neq 0} \sum_{\substack{k_{1}+k_{2}=k \\
k_{2} \neq 0}} \frac{k_{1}^{2}}{k^{2}} \int_{0}^{\tau} \mathrm{e}^{-2 i s k_{2}^{2}} d s \hat{\bar{f}}_{k_{1}} \hat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
= & -\frac{i}{2} \partial_{x}^{-2}\left[\left(\mathrm{e}^{2 i \tau \partial_{x}^{2}} \partial_{x}^{-2} \bar{f}\right)\left(\partial_{x}^{2} \bar{f}\right)\right]+\frac{i}{2} \partial_{x}^{-2}\left[\left(\partial_{x}^{2} \bar{f}\right)\left(\partial_{x}^{-2} \bar{f}\right)\right],  \tag{3.18}\\
L_{2}^{\tau}(f)= & -\frac{i}{2} \mathrm{e}^{i \tau \partial_{x}^{2} \partial_{x}^{-3}}\left[\left(\mathrm{e}^{\left.\left.i \tau \partial_{x}^{2} \partial_{x} \bar{f}\right)\left(\mathrm{e}^{-i \tau \partial_{x}^{2}} \bar{f}\right)\right]+\frac{i}{2} \partial_{x}^{-3}\left[\left(\partial_{x} \bar{f}\right) \bar{f}\right]}\right.\right. \\
& -\tau \partial_{x}^{-2}\left[\left(\partial_{x}^{2} \bar{f}\right) \bar{f}\right] . \tag{3.19}
\end{align*}
$$

The remainder term $P_{1}^{\tau}(f)$ will be thrown away in the scheme and the estimate is postponed to the next section. Similarly $T_{3}^{\tau}(f)$ can be decomposed as

$$
\begin{align*}
T_{3}^{\tau}(f)= & \sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{2 k_{1} k_{2}}{k^{2}} \int_{0}^{\tau} \mathrm{e}^{-2 i s\left(k^{2}-k_{1} k_{2}\right)} d s \widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
= & \sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{2 k_{1} k_{2}}{k^{2}} \int_{0}^{\tau} \mathrm{e}^{-2 i s k^{2}} d s \widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
& +\sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{2 k_{1} k_{2}}{k^{2}} \int_{0}^{\tau}\left(\mathrm{e}^{2 i s k_{1} k_{2}}-1\right) d s \widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
& +\sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{2 k_{1} k_{2}}{k^{2}} \int_{0}^{\tau}\left(\mathrm{e}^{-2 i s k^{2}}-1\right)\left(\mathrm{e}^{2 i s k_{1} k_{2}}-1\right) d s \widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}} \mathrm{e}^{i k x} \\
= & L_{3}^{\tau}(f)+L_{4}^{\tau}(f)+P_{2}^{\tau}(f) \tag{3.20}
\end{align*}
$$

where $L_{3}^{\tau}(f)$ and $L_{4}^{\tau}(f)$ can be integrated exactly as

$$
\begin{align*}
& L_{3}^{\tau}(f)=-i \partial_{x}^{-4}\left(\mathrm{e}^{2 i \tau \partial_{x}^{2}}-1\right)\left(\partial_{x} \bar{f}\right)^{2}  \tag{3.21}\\
& L_{4}^{\tau}(f)=i \partial_{x}^{-2} \mathrm{e}^{-i \tau \partial_{x}^{2}}\left(\mathrm{e}^{i \tau \partial_{x}^{2}} \bar{f}\right)^{2}-i \partial_{x}^{-2}(\bar{f})^{2}-2 \tau \partial_{x}^{-2}\left(\partial_{x} \bar{f}\right)^{2} \tag{3.22}
\end{align*}
$$

Combining (3.9), (3.12), (3.13), (3.17) and (3.20), we obtain

$$
\begin{equation*}
u\left(t_{n}+\tau\right)=\Psi_{1}^{\tau}\left(u\left(t_{n}\right)\right)-\frac{i}{2} B^{\tau} P_{1}^{\tau}\left(u\left(t_{n}\right)\right)-\frac{i}{4} B^{\tau} P_{2}^{\tau}\left(u\left(t_{n}\right)\right)+\mathcal{R}_{0}\left(\tau^{2}\right) \tag{3.23}
\end{equation*}
$$

where

$$
\begin{align*}
\Psi_{1}^{\tau}(f)= & \mathrm{e}^{i \tau\left\langle\partial_{x}^{2}\right\rangle} f-\frac{i}{4} B^{\tau}\left[T_{0}^{\tau}(f)+2 L_{1}^{\tau}(f)+2 L_{2}^{\tau}(f)+L_{3}^{\tau}(f)+L_{4}^{\tau}(f)+I_{1}^{\tau}(f)\right. \\
& \left.+2 I_{2}^{\tau}(f)\right]-i \tau\left(a t_{n}+b\right) B^{\tau}\left(f+\psi_{1}\left(2 i \tau \partial_{x}^{2}\right) \bar{f}\right) \tag{3.24}
\end{align*}
$$

with operators $B^{\tau}, I_{1}^{\tau}, I_{2}^{\tau}, T_{0}^{\tau}, L_{1}^{\tau}, L_{2}^{\tau}, L_{3}^{\tau}, L_{4}^{\tau}$ defined in (3.10), (3.12), (3.13), (3.15), (3.18), (3.19), (3.21), (3.22) respectively. Furthermore, noticing $B^{\tau} T_{0}^{\tau}(f)=0$, we can rewrite (3.24) simply as

$$
\begin{align*}
\Psi_{1}^{\tau}(f)= & \mathrm{e}^{i \tau\left\langle\partial_{x}^{2}\right\rangle} f-\frac{i}{4} B^{\tau}\left[2 L_{1}^{\tau}(f)+2 L_{2}^{\tau}(f)+L_{3}^{\tau}(f)+L_{4}^{\tau}(f)\right. \\
& \left.+I_{1}^{\tau}(f)+2 I_{2}^{\tau}(f)\right]-i \tau\left(a t_{n}+b\right) B^{\tau}\left(f+\psi_{1}\left(2 i \tau \partial_{x}^{2}\right) \bar{f}\right), \tag{3.25}
\end{align*}
$$

which is exactly (1.8) when $I_{j}^{\tau}$ and $L_{j}^{\tau}$ are plugged in. Recalling (3.4) and $z=\mathcal{F}_{0}(z)+\check{z}$, now we are able to propose the scheme

$$
\begin{equation*}
z^{n}=\frac{1}{2}\left(u^{n}+\overline{u^{n}}\right)+a t_{n}+b, \quad z_{t}^{n}=\frac{i}{2}\left\langle\partial_{x}^{2}\right\rangle\left(u^{n}-\overline{u^{n}}\right)+a, \tag{3.26}
\end{equation*}
$$

where

$$
\begin{equation*}
u^{n+1}=\Psi_{1}^{\tau}\left(u^{n}\right), \quad n \geq 0, \quad u^{0}=u(0, x) \tag{3.27}
\end{equation*}
$$

The proposed scheme is fully explicit in time and it is easy to implement efficiently if pseudospectral method is used for spatial discretization thanks to FFT.

## 4 Error estimates

In this section, we will establish the global error estimate concerning the firstorder scheme (3.25).

### 4.1 Local error estimate

In this part, we give the local error estimate of the scheme (3.25). Inspired by (3.23) and (2.6), it remains to estimate $P_{1}^{\tau}(f)$ and $P_{2}^{\tau}(f)$.

Lemma 6 For $r \geq 1, f \in H^{r+p(r)}$, it holds

$$
\left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{r+p(r)}^{2}
$$

Proof Firstly the $k$-th Fourier coefficient of $P_{1}^{\tau}(f)$ can be bounded as

$$
\begin{align*}
&\left|\mathcal{F}_{k}\left(P_{1}^{\tau}(f)\right)\right| \\
& \lesssim \sum_{k_{1}+k_{2}=k}|k|^{-2}\left|k_{1}\right|^{2}\left|\int_{0}^{\tau}\left(\mathrm{e}^{-2 i s k_{2}^{2}}-1\right)\left(\mathrm{e}^{-2 i s k k_{1}}-1\right) d s\right|\left|\widehat{\bar{f}}_{k_{1}}\right|\left|\widehat{\bar{f}}_{k_{2}}\right| \\
& \lesssim \tau \sum_{k_{1}+k_{2}=k}|k|^{-2}\left|k_{1}\right|^{2} \sup _{0 \leq s \leq \tau}\left(\left|\left(\mathrm{e}^{-2 i s k_{2}^{2}}-1\right)\right|\left|\left(\mathrm{e}^{-2 i s k k_{1}}-1\right)\right|\right)\left|\widehat{\bar{f}}_{k_{1}}\right|\left|\widehat{\bar{f}}_{k_{2}}\right| \\
& \lesssim \tau^{1+\alpha+\beta} \sum_{k_{1}+k_{2}=k}|k|^{-2}\left|k_{1}\right|^{2}\left|k_{2}\right|^{2 \alpha}|k|^{\beta}\left|k_{1}\right|^{\beta}\left|\widehat{\bar{f}}_{k_{1}}\right|\left|\widehat{\bar{f}}_{k_{2}}\right| \\
& \lesssim \tau^{1+\alpha+\beta}|k|^{-2+\beta} \sum_{k_{1}+k_{2}=k}\left|k_{1}\right|^{2+\beta}\left|k_{2}\right|^{2 \alpha}\left|\widehat{\bar{f}}_{k_{1}}\right|\left|\widehat{\bar{f}}_{k_{2}}\right| \tag{4.1}
\end{align*}
$$

where $\alpha, \beta \in[0,1]$. This gives

$$
\begin{align*}
\left\|P_{1}^{\tau}(f)\right\|_{r} & \lesssim\left\|\tau^{1+\alpha+\beta} \sum_{k \neq 0}|k|^{-2+\beta} \sum_{k_{1}+k_{2}=k}\left|k_{1}\right|^{2+\beta}\left|k_{2}\right|^{2 \alpha}\left|\widehat{\bar{f}}_{k_{1}}\right|\left|\widehat{\bar{f}}_{k_{2}}\right| \mathrm{e}^{i k x}\right\|_{r} \\
& \lesssim \tau^{1+\alpha+\beta}\left\|\left|\partial_{x}\right|^{-2+\beta}\left[\left(\left|\partial_{x}\right|^{2+\beta} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{2 \alpha} \widetilde{\bar{f}}\right)\right]\right\|_{r} \tag{4.2}
\end{align*}
$$

Now we give several estimates for $P_{1}^{\tau}(f)$ which might be valid in different regimes.
(1) For $r \geq 1$, setting $\alpha=1$ and $\beta=0$ in (4.2), applying the inequalities in Lemma 5 yields

$$
\begin{equation*}
\left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\left\|\left|\partial_{x}\right|^{-2}\left[\left(\left|\partial_{x}\right|^{2} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{2} \widetilde{\bar{f}}\right)\right]\right\|_{r} \lesssim \tau^{2}\left\|\left|\partial_{x}\right| \widetilde{\bar{f}}\right\|_{r}^{2}=\tau^{2}\|f\|_{r+1}^{2}, \tag{4.3}
\end{equation*}
$$

which implies a second-order local error by requiring one additional derivative.
(2) By applying Lemma 4 (iv), for $r+\beta-1>1 / 2$, we get

$$
\left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{1+\alpha+\beta}\left\|\left|\partial_{x}\right|^{-1}\left[\left(\left|\partial_{x}\right|^{2+\beta} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{2 \alpha} \widetilde{\bar{f}}\right)\right]\right\|_{r+\beta-1}
$$

$$
\begin{aligned}
& \lesssim \tau^{1+\alpha+\beta}\left\|\left(\left|\partial_{x}\right|^{1+\beta} \widetilde{\bar{f}}\right)\right\|_{r+\beta-1}\left\|\left(\left|\partial_{x}\right|^{2 \alpha} \widetilde{\bar{f}}\right)\right\|_{r+\beta-1} \\
& \lesssim \tau^{1+\alpha+\beta}\|f\|_{r+2 \beta}\|f\|_{r+2 \alpha+\beta-1}
\end{aligned}
$$

To get a local error bound of order two, setting $\alpha+\beta=1$, one obtains

$$
\begin{equation*}
\left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{r+2 \beta}^{2}, \quad \text { with } \quad \beta \in[1 / 3,1 / 2], \quad r>3 / 2-\beta . \tag{4.4}
\end{equation*}
$$

We clearly see that compared to the estimate in (1), this decreases the additional regularity required when $r>1$ and the least order of additional regularity can be decreased to $2 / 3$ which is valid when $r>7 / 6$. On the other hand, w observe that it is possible to require less additional regularity by choosing smaller $\beta$, however, we have to pay extra price that the error itself is estimated in a much more regular space by noticing the constraint $r>3 / 2-\beta$.
(3) When $r+\beta-2 \in[0,1 / 2)$, by applying Lemma 2 and Hölder inequality, one gets

$$
\begin{aligned}
\left\|P_{1}^{\tau}(f)\right\|_{r} & \lesssim \tau^{1+\alpha+\beta}\left\|\left(\left|\partial_{x}\right|^{2+\beta} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{2 \alpha} \widetilde{\bar{f}}\right)\right\|_{r+\beta-2} \\
& \lesssim \tau^{1+\alpha+\beta}\left\|\left(\left|\partial_{x}\right|^{2+\beta} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{2 \alpha} \widetilde{\bar{f}}\right)\right\|_{L^{5-2 r-2 \beta}} \\
& \lesssim \tau^{1+\alpha+\beta}\left\|\left(\left|\partial_{x}\right|^{2+\beta} \widetilde{\bar{f}}\right)\right\|_{L^{5-2 r-2 \beta}}\left\|\left(\left|\partial_{x}\right|^{2 \alpha} \overline{\bar{f}}\right)\right\|_{L^{\frac{4}{5-2 r-2 \beta}}} \\
& \lesssim \tau^{1+\alpha+\beta}\|f\|_{\frac{2 r+2 \beta-3}{4}+2+\beta}\|f\|_{\frac{2 r+2 \beta-3}{4}+2 \alpha} \\
& \lesssim \tau^{1+\alpha+\beta}\|f\|_{\frac{r}{2}+\frac{3}{2} \beta+\frac{5}{4}}^{2}
\end{aligned}
$$

Similarly setting $\alpha+\beta=1$, one derives

$$
\begin{equation*}
\left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{\frac{r}{2}+\frac{3}{2} \beta+\frac{5}{4}}^{2}, \quad r \in(3 / 2-\beta, 2-\beta], \quad \beta \in[0,1] . \tag{4.5}
\end{equation*}
$$

(4) On the other hand, we can estimate $P_{1}^{\tau}(f)$ by employing the inequality (2.4) in Lemma 1, by setting $\beta=0, \alpha=1$ in (4.1),

$$
\begin{align*}
\left\|P_{1}^{\tau}(f)\right\|_{r} & \lesssim \tau^{2}\left\|J^{r-2}\left(\left|\partial_{x}\right|^{2} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{2} \widetilde{\bar{f}}\right)\right\| \\
& \lesssim \tau^{2}\left\|\left(J^{r} \widetilde{\bar{f}}\right)\right\|_{L^{p_{1}}}\left\|\left(\left|\partial_{x}\right|^{2} \widetilde{\bar{f}}\right)\right\|_{L^{p_{2}}} \tag{4.6}
\end{align*}
$$

where $2 \leq p_{1}<\infty, 2<p_{2} \leq \infty$ and $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{2}$, when $r>2$. Applying the Sobolev embedding theorem in Lemma 2 we get

$$
\left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{r-\frac{1}{p_{1}}+\frac{1}{2}}\|f\|_{\frac{5}{2}-\frac{1}{p_{2}}}, \quad 2<p_{1}, p_{2}<\infty
$$

To obtain a lower spatial regularity requirement, it is natural to choose $r-\frac{1}{p_{1}}+$ $\frac{1}{2}=\frac{5}{2}-\frac{1}{p_{2}}$ for $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{2}$ with $p_{1} \in(2, \infty)$ and $p_{2} \in(2, \infty)$, i.e., $p_{1}=\frac{1}{\frac{p_{1}}{2}-\frac{3}{4}}$ and $p_{2}=\frac{1}{\frac{5}{4}-\frac{r}{2}}$ with $r \in(2,5 / 2)$, which yields the local error estimate as

$$
\begin{equation*}
\left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{\frac{r}{2}+\frac{5}{4}}^{2}, \quad r \in(2,5 / 2) . \tag{4.7}
\end{equation*}
$$

(5) Finally, using the bilinear inequality (2.3) in Lemma for $\alpha+\beta=1$, one has

$$
\begin{align*}
\left\|P_{1}^{\tau}(f)\right\|_{r} & \lesssim \tau^{1+\alpha+\beta}\left\|\left(\left|\partial_{x}\right|^{2+\beta} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{2 \alpha} \widetilde{\bar{f}}\right)\right\|_{r+\beta-2} \\
& \lesssim \tau^{2}\left\|\left(\left|\partial_{x}\right|^{2+\beta} \widetilde{\bar{f}}\right)\right\|_{r+\beta-2}\left\|\left(\left|\partial_{x}\right|^{2 \alpha} \widetilde{\bar{f}}\right)\right\|_{r+\beta-2} \\
& \lesssim \tau^{2}\|f\|_{r+2 \beta}\|f\|_{r+2 \alpha+\beta-2} \\
& \lesssim \tau^{2}\|f\|_{r+2 \beta}^{2}, \tag{4.8}
\end{align*}
$$

for $r>5 / 2-\beta$ with $0 \leq \beta \leq 1$. This implies an error without loss of regularity when $r>5 / 2$ by choosing $\beta=0$.

Taking $\beta=0$ in (4.5), one gets

$$
\left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{\frac{r}{2}+\frac{5}{4}}^{2}, \quad r \in(3 / 2,2]
$$

which combines with (4.7) and (4.8) gives

$$
\begin{align*}
& \left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{\frac{r}{2}+\frac{5}{4}}^{2}, \quad r \in(3 / 2,5 / 2) \\
& \left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{r+}^{2}, \quad r=5 / 2  \tag{4.9}\\
& \left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{r}^{2}, \quad r>5 / 2
\end{align*}
$$

For $r \leq \frac{3}{2}$, by (4.5), we have to choose $\beta=\left(\frac{3}{2}-r\right)+$, i.e., $\beta=\frac{3}{2}-r+\varepsilon$ with any sufficiently small $\varepsilon>0$ which reads as

$$
\begin{equation*}
\left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{\frac{r}{2}+\frac{5}{4}+\frac{3}{2}\left(\frac{3}{2}-r\right)+}^{2}=\|f\|_{\left(\frac{7}{2}-r\right)+}^{2}, \quad r \in[1,3 / 2] . \tag{4.10}
\end{equation*}
$$

Similarly (4.4) equivalents to the estimate

$$
\begin{equation*}
\left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{(3-r)+}^{2}, \quad r \in\left(1, \frac{7}{6}\right] ; \quad\left\|P_{1}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{r+\frac{2}{3}}^{2}, \quad r>\frac{7}{6} . \tag{4.11}
\end{equation*}
$$

Lemma 6 is concluded by taking the minimum of the required order of regularity for (4.9), (4.10), (4.11) and (4.4).

Concerning the term $P_{2}^{\tau}(f)$, we have the following estimate.

Lemma 7 For $r \geq 1$, we have

$$
\left\|P_{2}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{r+q(r)}^{2}
$$

where

$$
q(r)=\left\{\begin{array}{lr}
5 / 4-r / 2, & 1 \leq r \leq 5 / 2 \\
0, & r>5 / 2
\end{array}\right.
$$

Proof It follows from (3.20) that

$$
\begin{align*}
& \left|\mathcal{F}_{k}\left(P_{2}^{\tau}(f)\right)\right| \\
& \quad \lesssim \sum_{k_{1}+k_{2}=k}|k|^{-2}\left|k_{1}\right|\left|k_{2}\right|\left|\int_{0}^{\tau}\left(\mathrm{e}^{-2 i s k^{2}}-1\right)\left(\mathrm{e}^{2 i s k_{1} k_{2}}-1\right) d s\right|\left|\widehat{\bar{f}}_{k_{1}}\right|\left|\widehat{\bar{f}}_{k_{2}}\right| \\
& \lesssim \tau \sum_{k_{1}+k_{2}=k}|k|^{-2}\left|k_{1}\right|\left|k_{2}\right| \sup _{0 \leq s \leq \tau}\left(\left|\left(\mathrm{e}^{-2 i s k^{2}}-1\right)\right|\left|\left(\mathrm{e}^{2 i s k_{1} k_{2}}-1\right)\right|\right)\left|\widehat{\bar{f}}_{k_{1}}\right|\left|\widehat{\bar{f}}_{k_{2}}\right| \\
& \quad \lesssim \tau^{1+\alpha+\beta} \sum_{k_{1}+k_{2}=k}|k|^{-2}\left|k_{1}\right|\left|k_{2}\right||k|^{2 \alpha}\left|k_{1}\right|^{\beta}\left|k_{2}\right|^{\beta}\left|\widehat{\bar{f}}_{k_{1}}\right|\left|\widehat{\bar{f}}_{k_{2}}\right| \\
& \quad \lesssim \tau^{2}|k|^{-2+2 \alpha} \sum_{k_{1}+k_{2}=k}\left|k_{1}\right|^{1+\beta}\left|k_{2}\right|^{1+\beta}\left|\widehat{\bar{f}}_{k_{1}}\right|\left|\widehat{\bar{f}}_{k_{2}}\right| \tag{4.12}
\end{align*}
$$

for $\alpha, \beta \in[0,1]$ satisfying $\alpha+\beta=1$. Using similar approach applied in the proof of Lemma 6e establish several estimates by applying various tools.
(1) When $r+2 \alpha-2 \in(-1 / 2,0]$, by applying Lemma 2 and Hölder inequality, one gets

$$
\begin{aligned}
\left\|P_{2}^{\tau}(f)\right\|_{r} & \lesssim \tau^{2}\left\|\left(\left|\partial_{x}\right|^{1+\beta} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{1+\beta} \widetilde{\bar{f}}\right)\right\|_{r+2 \alpha-2} \\
& \lesssim \tau^{2}\left\|\left(\left|\partial_{x}\right|^{1+\beta} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{1+\beta} \widetilde{\bar{f}}\right)\right\|_{L^{\frac{2}{5-2 r-4 \alpha}}} \\
& \lesssim \tau^{2}\left\|\left(\left|\partial_{x}\right|^{1+\beta} \widetilde{\bar{f}}\right)\right\|_{L^{\frac{4}{5-2 r-4 \alpha}}}^{2} \\
& \lesssim \tau^{2}\|f\|_{\frac{r}{2}+\frac{5}{4}}^{2} .
\end{aligned}
$$

Noticing the constraint $r \in(3 / 2-2 \alpha, 2-2 \alpha]$ and $\alpha \in[0,1]$, we immediately get

$$
\begin{equation*}
\left\|P_{2}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{\frac{r}{2}+\frac{5}{4}}^{2}, \quad r \in[1,2] \tag{4.13}
\end{equation*}
$$

(2) Setting $\alpha=0$ and $\beta=1$, one gets

$$
\left\|P_{2}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\left\|\left|\partial_{x}\right|^{-2}\left(\left|\partial_{x}\right|^{2} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{2} \widetilde{\bar{f}}\right)\right\|_{r} \lesssim \tau^{2}\left\|J^{r-2}\left(\left|\partial_{x}\right|^{2} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{2} \widetilde{\bar{f}}\right)\right\|
$$

which is exactly the same as in (4.6). Hence (4.7) also holds for $P_{2}^{\tau}(f)$, i.e.,

$$
\begin{equation*}
\left\|P_{2}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{\frac{r}{2}+\frac{5}{4}}^{2}, \quad r \in(2,5 / 2] . \tag{4.14}
\end{equation*}
$$

(3) It remains to give a bound of $\left\|P_{2}^{\tau}(f)\right\|_{r}$ for $r>5 / 2$. Employing the bilinear estimate (2.3), one easily gets

$$
\begin{aligned}
\left\|P_{2}^{\tau}(f)\right\|_{r} & \lesssim \tau^{2}\left\|\left(\left|\partial_{x}\right|^{1+\beta} \widetilde{\bar{f}}\right)\left(\left|\partial_{x}\right|^{1+\beta} \widetilde{\bar{f}}\right)\right\|_{r+2 \alpha-2} \\
& \lesssim \tau^{2}\left\|\left(\left|\partial_{x}\right|^{1+\beta} \widetilde{\bar{f}}\right)\right\|_{r+2 \alpha-2}^{2} \\
& \lesssim \tau^{2}\|f\|_{r+\alpha}^{2}, \quad \text { for } \quad r>5 / 2-2 \alpha
\end{aligned}
$$

which implies
$\left\|P_{2}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{r}^{2}, \quad$ for $\quad r>5 / 2 ; \quad\left\|P_{2}^{\tau}(f)\right\|_{r} \lesssim \tau^{2}\|f\|_{\left(\frac{r}{2}+\frac{5}{4}\right)+}^{2}, \quad r \in[1,5 / 2]$.
This together with (4.13) and (4.14) concludes Lemma 7.
It is easy to see $q(r) \leq p(r)$ by direct computations. In spirit of (3.23), Lemma 6 and Lemma 7 we obtain the local error of the scheme (3.25).

Lemma 8 Suppose $r \geq 1, u \in L^{\infty}\left(0, T ; H^{r+p(r)}\right)$. Then we have

$$
\left\|u\left(t_{n}+\tau\right)-\Psi_{1}^{\tau}\left(u\left(t_{n}\right)\right)\right\|_{r} \leq L \tau^{2}
$$

where $L$ depends on $\|u\|_{L^{\infty}\left(0, T ; H^{r+p(r)}\right)}$.

### 4.2 Stability

Lemma 9 Suppose $r \geq 1$ and $f, g \in H^{r}$. Then for $\tau>0$, we have

$$
\begin{equation*}
\left\|\Psi_{1}^{\tau}(f)-\Psi_{1}^{\tau}(g)\right\|_{r} \leq(1+M \tau)\|f-g\|_{r}, \tag{4.15}
\end{equation*}
$$

where $M$ depends on $r$ and $\|f\|_{r}+\|g\|_{r}$.
Proof To begin with, by using (2.3), (3.10) and (3.11), one can easily check that

$$
\begin{align*}
\left\|I_{1}^{\tau}(f)-I_{1}^{\tau}(g)\right\|_{r} & \leq C \tau \sup _{\tau \geq s \geq 0}\left\|e^{i s \partial_{x}^{2}}\left[\left(e^{-i s \partial_{x}^{2}} f\right)^{2}-\left(e^{-i s \partial_{x}^{2}} g\right)^{2}\right]\right\|_{r} \\
& \leq C \tau \sup _{\tau \geq s \geq 0}\left\|e^{-i s \partial_{x}^{2}}(f+g)\right\|_{r}\left\|e^{-i s \partial_{x}^{2}}(f-g)\right\|_{r} \\
& \leq C \tau\left(\|f\|_{r}+\|g\|_{r}\right)\|f-g\|_{r} \tag{4.16}
\end{align*}
$$

Similar discussions for $I_{1}^{\tau}(f)$ and $I_{2}^{\tau}(f)$ yield that

$$
\begin{align*}
& \left\|I_{2}^{\tau}(f)-I_{2}^{\tau}(g)\right\|_{r} \leq C \tau\left(\|f\|_{r}+\|g\|_{r}\right)\|f-g\|_{r}, \\
& \left\|I_{0}^{\tau}(f)-I_{0}^{\tau}(g)\right\|_{r} \leq C \tau\left(\|f\|_{r}+\|g\|_{r}\right)\|f-g\|_{r} . \tag{4.17}
\end{align*}
$$

Noticing the decomposition of $T_{i}^{\tau}(f)(i=1,2,3)$ in (3.15), (3.17) and (3.20), we have

$$
\begin{equation*}
I_{0}^{\tau}(f)=T_{0}^{\tau}(f)+2 L_{1}^{\tau}(f)+2 L_{2}^{\tau}(f)+2 P_{1}^{\tau}(f)+L_{3}^{\tau}(f)+L_{4}^{\tau}(f)+P_{2}^{\tau}(f) \tag{4.18}
\end{equation*}
$$

which yields

$$
\begin{gathered}
\left\|W^{\tau}(f)-W^{\tau}(g)\right\|_{r}=\left\|I_{0}^{\tau}(f)-I_{0}^{\tau}(g)-2 P_{1}^{\tau}(f)+2 P_{1}^{\tau}(g)-P_{2}^{\tau}(f)+P_{2}^{\tau}(g)\right\|_{r} \\
\leq\left\|I_{0}^{\tau}(f)-I_{0}^{\tau}(g)\right\|_{r}+2\left\|P_{1}^{\tau}(f)-P_{1}^{\tau}(g)\right\|_{r}+\left\|P_{2}^{\tau}(f)-P_{2}^{\tau}(g)\right\|_{r},
\end{gathered}
$$

where $W^{\tau}(f):=T_{0}^{\tau}(f)+2 L_{1}^{\tau}(f)+2 L_{2}^{\tau}(f)+L_{3}^{\tau}(f)+L_{4}^{\tau}(f)$.

It remains to deal with the terms $P_{1}^{\tau}(f)$ and $P_{2}^{\tau}(f)$. According to Lemmas 1. 4. 5 and the definition of $P_{1}^{\tau}$ in (3.17), for $r \geq 1$, we have

$$
\begin{align*}
& \left\|P_{1}^{\tau}(f)-P_{1}^{\tau}(g)\right\|_{r} \\
& \lesssim\left\|\sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} \frac{k_{1}^{2}}{k^{2}} \int_{0}^{\tau}\left(\mathrm{e}^{-2 i s k_{2}^{2}}-1\right)\left(\mathrm{e}^{-2 i s k k_{1}}-1\right) d s\left(\widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}}-\widehat{\bar{g}}_{k_{1}} \widehat{\bar{g}}_{k_{2}}\right) \mathrm{e}^{i k x}\right\|_{r} \\
& \lesssim \tau\left\|\sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} k^{-2} k_{1}^{2}\left|\widehat{\bar{f}}_{k_{1}} \widehat{\bar{f}}_{k_{2}}-\widehat{\bar{f}}_{k_{1}} \widehat{\bar{g}}_{k_{2}}+\widehat{\bar{f}}_{k_{1}} \widehat{\bar{g}}_{k_{2}}-\widehat{\bar{g}}_{k_{1}} \widehat{\bar{g}}_{k_{2}}\right| \mathrm{e}^{i k x}\right\|_{r} \\
& \lesssim \tau\left\|\sum_{k \neq 0} \sum_{k_{1}+k_{2}=k} k^{-2} k_{1}^{2}\left|\widehat{\bar{f}}_{k_{1}}\right| \widehat{\bar{f}}_{k_{2}}-\widehat{\bar{g}}_{k_{2}}\left|+\left|\widehat{\bar{f}}_{k_{1}}-\widehat{\bar{g}}_{k_{1}}\right|\right| \widehat{\bar{g}}_{k_{2}} \mid \mathrm{e}^{i k x}\right\|_{r} \\
& \lesssim \tau\left(\left\|\partial_{x}^{-2}\left[\left(\partial_{x}^{2} \widetilde{\bar{f}}\right)(\widetilde{\bar{f}-\bar{g}})\right]\right\|_{r}+\left\|\partial_{x}^{-2}\left[\partial_{x}^{2}(\widetilde{\bar{f}-\bar{g}}) \widetilde{\bar{g}}\right]\right\|_{r}\right) \\
& =\tau\left(\left\|\partial_{x}^{-1}\left[\left(\partial_{x} \widetilde{\bar{f}}\right)(\widetilde{\bar{f}-\bar{g}})\right]-\partial_{x}^{-2}\left[\left(\partial_{x} \widetilde{\bar{f}}\right) \partial_{x}(\widetilde{\bar{f}-\bar{g}})\right]\right\|_{r}\right. \\
& \left.\quad+\left\|\partial_{x}^{-1}\left[\partial_{x}(\widetilde{\bar{f}-\bar{g}}) \widetilde{\bar{g}}\right]-\partial_{x}^{-2}\left[\partial_{x}(\widetilde{(\bar{f}-\bar{g}}) \partial_{x} \widetilde{\bar{g}}\right]\right\|_{r}\right) \\
& \lesssim \tau\left(\|f\|_{r}+\|g\|_{r}\right)\|f-g\|_{r}, \tag{4.20}
\end{align*}
$$

where we have used the modified version of Newton-Leibniz formula

$$
\partial_{x}^{-2}\left[\left(\partial_{x}^{2} f\right) g\right]=\partial_{x}^{-1}\left[\left(\partial_{x} f\right) g\right]-\partial_{x}^{-2}\left[\left(\partial_{x} f\right)\left(\partial_{x} g\right)\right],
$$

which can be obviously derived by the decomposition

$$
k^{-2} k_{1}^{2}=k^{-2} k_{1}\left(k-k_{2}\right)=k^{-1} k_{1}-k^{-2} k_{1} k_{2}
$$

Recalling the definition of $P_{2}^{\tau}(f)$ in (3.20), we can establish

$$
\begin{equation*}
\left\|P_{2}^{\tau}(f)-P_{2}^{\tau}(g)\right\|_{r} \lesssim \tau\left(\|f\|_{r}+\|g\|_{r}\right)\|f-g\|_{r} \tag{4.21}
\end{equation*}
$$

by employing similar arguments as above. Combining (4.16)-(4.21), applying Lemma 1 and Lemma 4 for $r \geq 1$, we have

$$
\begin{align*}
& \left\|\Psi_{1}^{\tau}(f)-\Psi_{1}^{\tau}(g)\right\|_{r}=\| \mathrm{e}^{i \tau\left\langle\partial_{x}^{2}\right\rangle}(f-g)-\frac{i}{4} B^{\tau}\left[W^{\tau}(f)-W^{\tau}(g)+I_{1}^{\tau}(f)-I_{1}^{\tau}(g)\right. \\
& \left.\quad+2\left(I_{2}^{\tau}(f)-I_{2}^{\tau}(g)\right)\right]-i \tau\left(a t_{n}+b\right) B^{\tau}\left(f-g+\psi_{1}\left(2 i \tau \partial_{x}^{2}\right)(\bar{f}-\bar{g})\right) \|_{r} \\
& \leq
\end{align*}
$$

where $M$ depends on $r$ and $\|f\|_{r}+\|g\|_{r}$ and the proof is complete.
4.3 Proof of Theorem 1

Proof In spirit of (3.27), it suffices to show

$$
\left\|u\left(t_{n}\right)-u^{n}\right\|_{r} \leq C \tau
$$

Combining the local error estimate in Lemma 8 and stability inequality (4.15), we are led to

$$
\begin{aligned}
\left\|u\left(t_{n+1}\right)-u^{n+1}\right\|_{r} & \leq\left\|u\left(t_{n+1}\right)-\Psi_{1}^{\tau}\left(u\left(t_{n}\right)\right)\right\|_{r}+\left\|\Psi_{1}^{\tau}\left(u\left(t_{n}\right)\right)-\Psi_{1}^{\tau}\left(u^{n}\right)\right\|_{r} \\
& \leq L \tau^{2}+\left\|\Psi_{1}^{\tau}\left(u\left(t_{n}\right)\right)-\Psi_{1}^{\tau}\left(u^{n}\right)\right\|_{r} \\
& \leq L \tau^{2}+\mathrm{e}^{\tau M}\left\|u\left(t_{n}\right)-u^{n}\right\|_{r}
\end{aligned}
$$

where $L$ depends on $\|u\|_{L^{\infty}\left(0, T ; H^{r+p(r)}\right)}$ (or equivalently $\|z\|_{L^{\infty}\left(0, T ; H^{r+p(r)}\right)}+$ $\left.\left\|z_{t}\right\|_{L^{\infty}\left(0, T ; H^{r+p(r)-2)}\right.}\right)$, and $M$ depends on $\left\|u\left(t_{n}\right)\right\|_{r}$ and $\left\|u^{n}\right\|_{r}$. Then the assertion follows by a standard induction argument [18, 30, 31.

## 5 Numerical experiments

In this section, we present some numerical experiments of the newly proposed first-order LREI $\Psi_{1}^{\tau}$ to justify our theoretical convergence results. The numerical investigations of convergence of the first-order LREIs in [22,31 will be provided as comparisons. Furthermore, the Fourier pseudospectral method is used for spatial discretization so that each iteration can be calculated by FFT via $O(M \log M)$ operations, where $M$ represents the number of grid points in space. We choose the spatial mesh size $\Delta x=1 / 2^{6}$ for soliton solutions and $\Delta x=\pi / 2^{15}$ for rough solutions. Moreover, we define the error in $H^{r}$ as $\left\|z\left(t_{n}\right)-z^{n}\right\|_{r}+\left\|\partial_{t} z\left(t_{n}\right)-z_{t}^{n}\right\|_{r-2}$.

### 5.1 Soliton solutions

In the first experiment, we numerically verify the temporal convergence of the first-order LREI $\Psi_{1}^{\tau}$ (3.27) for the soliton solution [24] of (1.1)

$$
\begin{equation*}
z(x, t)=-A \operatorname{sech}^{2}\left[(\omega / 2)\left(x-v t+\zeta_{0}\right)\right], \tag{5.1}
\end{equation*}
$$

where $\zeta_{0} \in \mathbb{R}, 0<\omega \leq 1$, and the relations among the amplitude $A$, velocity $v$ and frequency $\omega$ are given as follows

$$
A=3 \omega^{2} / 2, \quad v= \pm\left(1-\omega^{2}\right)^{1 / 2}
$$

It can be clearly observed that (5.1) decays exponentially at far field, which enables us to impose the periodic boundary conditions on a bounded domain [ $-x_{0}, x_{0}$ ] when $x_{0}$ is chosen large enough. Fig. 2 shows the error in $H^{2}$, for the numerical solution obtained by (3.27) at $t_{n}=1$, where $x_{0}=80$. From Fig. 2 we can see that the scheme converges at the first order in time.


Fig. 2 Linear convergence of the LREI scheme $\Psi_{1}^{\tau}$ for the soliton solution with $\zeta_{0}=0$, $\omega=1 / 2, v=\sqrt{3} / 2$. Here we select the spatial mesh size as $\Delta x=1 / 2^{6}$.

### 5.2 Rough solutions

In the second experiment, we apply the first-order LREI $\Psi_{1}^{\tau}$ (3.27) to (1.1) under nonsmooth initial data. We numerically compare the results with those of the first-order LREIs in [22] and 31.

Following the construction method of the initial data with desired regularity in [31, we choose the spatial mesh size $\Delta x=2 \pi / M$ with $M=2^{16}$ and the grid points $x_{j}=-\pi+j \Delta x, 0 \leq j<M$. Moreover, a uniformly distributed random vector $\operatorname{rand}(1, M)$ can be taken in the computer, which is denoted by $Z=\left(z_{0}, \ldots, z_{M-1}\right)=\operatorname{rand}(1, M)$. Then we define the inverse derivative operator $\left|\partial_{x, M}\right|^{-\theta}$ as a truncation of the operator $\left|\partial_{x}\right|^{-\theta}\left(\begin{array}{l}(2.2)\end{array}\right.$, which maps a function $f \in L^{2}(\mathbb{T})$ to $H^{\theta}(\mathbb{T})$

$$
\left|\partial_{x, M}\right|^{-\theta} f=\sum_{k=-M / 2, k \neq 0}^{M / 2-1}|k|^{-\theta} \widehat{f}_{k} \mathrm{e}^{i k x}, \quad \theta \in \mathbb{R}
$$

Then we define

$$
Z_{0}=\frac{Z_{1}+c *\left\|Z_{1}\right\|_{\infty}}{\left\|Z_{1}+c *\right\| Z_{1}\left\|_{\infty}\right\|}
$$

where $c:=\operatorname{rand}(1)$ is a random number and $Z_{1}:=\left|\partial_{x, M}\right|^{-\theta} Z, x \in \mathbb{T}$. Finally, we get $Z_{0} \in H^{\theta}(\mathbb{T})$. For instance, Fig. 3 displays the initial data obtained as above for $\theta=2$ and $\theta=2.5$, respectively.

Figs. 4.6 show the errors of the scheme $\Psi_{1}^{\tau}$ and those in [22, 31] in $H^{r}$ with various $r$ at the final time $t_{n}=T=1$ for different rough initial data, where the reference solution is obtained by the first-order LREI $\Psi_{1}^{\tau}$ (3.27) with a tiny time step $\tau=3 \times 10^{-5}$. Specifically, Figs. 46 display the temporal errors of the three schemes when the given initial data has additional order of regularity $0,1 / 4,1 / 2,2 / 3$ and 1 , respectively. From the numerical results shown in Figs. (4) to 6] it can be clearly observed that:


Fig. 3 Left: initial value $z_{0} \in H^{2}$ with $\theta=2$. Right: initial value $z(0, x) \in H^{2.5}$ with $\theta=2.5$.
(1) The newly developed first-order LREI scheme in (3.27) has first-order convergence in all cases, which demonstrates the theoretical results presented in Theorem 1
(2) Compared to the other two schemes in [22,31, the newly proposed scheme behaves most regularly and the oscillations are the weakest while the method in 31 behaves most irregularly and might suffer an order reduction (cf. Fig. (4). Furthermore, the method presented in this paper is the most accurate when the time step is small enough. This shows the superiority of the newly proposed method (1.8).


Fig. 4 Numerical errors in $H^{2.5}$ (left) and $H^{2}$ (right) of three first-order schemes at the final time $T=1$ with rough solution in $H^{2.5}$ and $H^{2.25}$, respectively.


Fig. 5 Numerical errors in $H^{1.5}$ and $H^{17 / 12}$ of three first-order schemes at the final time $T=1$ with rough solution in $H^{2}$ and $H^{25 / 12}$, respectively.


Fig. 6 Numerical errors in $H^{7 / 6}$ and $H^{1}$ of the three first-order schemes at the final time $T=1$ with rough solution in $H^{11 / 6}$ and $H^{2}$, respectively.

## 6 Conclusions

In this work, we developed a new first-order low regularity exponential-type integrator for the "good" Boussinesq equation with rough initial data. The method is based on a twisted variable and the phase space analysis of the nonlinear dynamics. By applying the Kato-Ponce inequalities, the Hardy-Littlewood-Sobolev type inequality and Sobolev embedding theorem, we established the linear convergence in $H^{r}$ with solutions in $H^{r+p(r)}$ for $r \geq 1$, where $p(r)$ is non-increasing with respect to $r$. Particularly, the first-order accuracy can be achieved in $H^{r}$ for solutions in $H^{r}$ when $r \geq 5 / 2$. This is the lowest regularity requirement of the existing methods for the GB equation so far. The analytical result is supported by extensive numerical experiments.
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