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#### Abstract

In this paper, we consider a class of semi-infinite programming problems with a parameter. As the parameter increases, we prove that the optimal values decrease monotonically. Moreover, the limit of the sequence of optimal values exists as the parameter tends to infinity. In finding the limit, we decompose the original optimization problem into a series of subproblems. By calculating the maximum optimal values to the subproblems and applying a fixed-point theorem, we prove that the obtained maximum value is exactly the limit of the sequence of optimal values under certain conditions. As a result, the limit can be obtained efficiently by solving a series of simplified subproblems. Numerical examples are provided to verify the limit obtained by the proposed method.
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## 1 Introduction

Semi-infinite programming (SIP) problems [1-3] arise in many areas such as engineering design and game theory. There are various algorithms developed in the literature for solving SIP problems. They include discretization methods [2,3], gradient based methods [4], cutting plane methods [5,6] and exchange methods [7].

In certain applications such as $[8,9]$ for filter or beamformer design, the objective function is related to some frequency response functions which in turn depend on the filter length. It is observed that when the filter length is sufficiently long, the optimal value could approach zero in some cases. However, this might not be generally true. It will be very useful to know and analyze the limit of the optimal value series as filter length increases. This will provide guidance to determine if a problem is posed properly and to set the filter length in order to achieve a desired performance. In view of this, a class of semi-infinite programming problems with one parameter $L$ is considered in this paper. We aim at proposing an efficient method to find the limit of the optimal values for all possible $L$ 's.

The paper is organized as follows. In Section 2, a class of SIP problems is stated. In Section 3, we analyze the monotonicity of the optimal values and introduce a decomposition method to find the limit of the optimal values. A fixed-point theorem is applied to verify the limit. Numerical examples are provided in Section 4 and conclusions are summarized in Section 5.

## 2 Problem Formulation

We consider a class of SIP problems:
$P(L) \quad \min _{y, \boldsymbol{x}} y$

$$
g_{i}(\boldsymbol{H}(\boldsymbol{x}, t))-y \leq 0, \quad \forall t \in \Omega, i=1,2, \cdots, m
$$

where $H_{j}(\boldsymbol{x}, t)=\sum_{k=1}^{L} x_{j k} \varphi_{k}(t), j=1,2, \cdots, N$, and

$$
\begin{gathered}
\boldsymbol{x}=\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \cdots, \boldsymbol{x}_{N}\right)^{T}, \quad \boldsymbol{x}_{j}=\left(x_{j 1}, x_{j 2}, \cdots, x_{j L}\right), \\
\boldsymbol{H}(\boldsymbol{x}, t)=\left(H_{1}(\boldsymbol{x}, t), \cdots, H_{N}(\boldsymbol{x}, t)\right)^{T}, \quad \boldsymbol{\varphi}(t)=\left(\varphi_{1}(t), \cdots, \varphi_{L}(t)\right)^{T} .
\end{gathered}
$$

The functions $\left\{\varphi_{k}(t), k=1,2, \cdots\right\}$ form a basis, $L$ is the number of selected functions in the basis and $\Omega$ is a given nonempty compact set in $\mathbb{R}$. The functions $g_{i}$ are bounded from below and belong to $C^{2}\left(\mathbb{R}^{N}, \mathbb{R}\right)$. Problem $P(L)$ is related to the parameter $L$. If the parameter $L$ changes, the optimal value will also vary. In the following Section, the functional relationship between optimal value and the parameter $L$ will be analyzed, and the best optimal value for all possible $L$ 's is sought.

## 3 Optimal Value Analysis

### 3.1 Optimal Value of the Problem

Let $y^{* L}$ and $\boldsymbol{x}^{* L}$ denote the optimal value and the optimal solution of Problem $P(L)$ with parameter $L$, respectively. We have

$$
y^{* L}=\max _{t \in \Omega} \max _{i \in\{1,2, \cdots, m\}} g_{i}\left(\boldsymbol{H}\left(\boldsymbol{x}^{* L}, t\right)\right) .
$$

First of all, the optimal value series satisfies monotonicity as shown below.
Theorem 3.1 The optimal value series $\left\{y^{* L}: L=1,2, \cdots\right\}$ is monotonically decreasing and there exists a limit as $L$ tends to infinity.

Proof Define $\operatorname{span}\left(\Delta_{L}\right)$ as the linear space spanned by the set $\Delta_{L}$, where $\Delta_{L}:=\left\{\varphi_{1}(t), \varphi_{2}(t), \cdots, \varphi_{L}(t)\right\}$. Then, we have $\operatorname{span}\left(\Delta_{L}\right) \subset \operatorname{span}\left(\Delta_{L+1}\right)$ and $H_{j}(\boldsymbol{x}, t) \in \operatorname{span}\left(\Delta_{L}\right), \forall j \in\{1,2, \cdots, N\}$.

If $L$ increases, the feasible set of $(y, H)$ increases monotonically. Hence, the optimal value series is monotonically decreasing. Moreover, for any $i$ in $\{1,2, \cdots, m\}, g_{i}$ has a lower bound, therefore the optimal value series has a lower bound. Thus, the limit of the series $\left\{y^{* L}: L=1,2, \cdots\right\}$ exists.

By Theorem 3.1, we denote the limit of $\left\{y^{* L}: L=1,2, \cdots\right\}$ by

$$
y^{*}=\lim _{L \rightarrow \infty} y^{* L}=\inf _{L} y^{* L} .
$$

Note that the limit $y^{*}$ is the best value for all possible $L$. It can be used as the guidance in real application design. The target value of the design must be set to be poorer than $y^{*}$, and we can find a suitable $L$ to satisfy the requirement. On the other hand, if the target value of the design is set to be better than $y^{*}$, we can not find any $L$ to satisfy the requirement. In estimating the limit, a large $L$ is always required. However, it also means that the implementation complexity and computational cost will also increase significantly. In the following, we propose an efficient method to tackle this problem.

### 3.2 Limit Value Analysis

In order to find the limit of Problem $P(L)$, the functional optimization problem is formulated as

$$
\begin{aligned}
& \min _{y, \overline{\boldsymbol{H}}(t) \in \Xi^{N}} y \\
& g_{i}(\overline{\boldsymbol{H}}(t))-y \leq 0, \quad \forall t \in \Omega, i=1,2, \cdots, m,
\end{aligned}
$$

where $\overline{\boldsymbol{H}}(t)=\left(\bar{H}_{1}(t), \bar{H}_{2}(t), \cdots, \bar{H}_{N}(t)\right), \Xi$ is the functional space given by

$$
\Xi:=\left\{Q(t): \exists q^{(L)}(t) \in \operatorname{span}\left(\Delta_{L}\right) \text {, s.t. } Q(t)=\lim _{L \rightarrow \infty} q^{(L)}(t), \forall t \in \Omega\right\} .
$$

However, this problem is highly complex. In order to lower the complexity, we propose the following decomposition method. For each $t \in \Omega, \overline{\boldsymbol{H}}(t)=$ $\left(\bar{H}_{1}(t), \bar{H}_{2}(t), \cdots, \bar{H}_{N}(t)\right)$ is treated as the decision vector and a subproblem can be formulated as
$P(t)$

$$
\begin{aligned}
& \min _{y, \overline{\bar{H}}(t)} y \\
& g_{i}(\overline{\boldsymbol{H}}(t))-y \leq 0, \quad i=1,2, \cdots, m .
\end{aligned}
$$

For each $t \in \Omega$, Problem $P(t)$ is a general optimization problem. Denote the optimal solution and the optimal value of Problem $P(t)$ by $\overline{\boldsymbol{H}}_{t}^{*}$ and $y_{t}^{*}$. Then, $\overline{\boldsymbol{H}}_{t}^{*}$ can be united as a function $\overline{\boldsymbol{H}}^{*}(t)$ with respect to $t$, and

$$
\begin{equation*}
y^{* t}=\max _{t \in \Omega} y_{t}^{*} \tag{1}
\end{equation*}
$$

In the following, we aim at finding the conditions such that $y^{*}=y^{* t}$. Consider the $K K T$ optimality conditions of Problem $P(t)$ as

$$
\begin{align*}
& \nabla_{\boldsymbol{w}} y+\sum_{i=1}^{m} \lambda_{i} \nabla_{\boldsymbol{w}}\left(g_{i}(\overline{\boldsymbol{H}}(t))-y\right)=0, \\
& \left.\lambda_{i}\left(g_{i} \overline{\boldsymbol{H}}(t)\right)-y\right)=0  \tag{2}\\
& g_{i}(\overline{\boldsymbol{H}}(t))-y \leq 0, \lambda_{i} \geq 0
\end{align*}
$$

where $\boldsymbol{w}:=(y, \overline{\boldsymbol{H}}, \boldsymbol{\lambda}), \boldsymbol{\lambda}=\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{m}\right)$. Let

$$
\Gamma:=\left\{\boldsymbol{w}=(y, \overline{\boldsymbol{H}}, \boldsymbol{\lambda}): g_{i}(\overline{\boldsymbol{H}})-y \leq 0, \lambda_{i} \geq 0, \forall i=1,2, \cdots, m\right\}
$$

then, (2) is equivalent to the following equations

$$
\boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right):=\left(\begin{array}{c}
1-\sum_{i=1}^{m} \lambda_{i}  \tag{3}\\
\sum_{i=1}^{m} \lambda_{i}\left(\nabla_{\overline{\boldsymbol{H}}} g_{i}(\overline{\boldsymbol{H}}, t)\right)^{T} \\
\lambda_{1}\left(g_{1}(\overline{\boldsymbol{H}}, t)-y\right) \\
\vdots \\
\lambda_{m}\left(g_{m}(\overline{\boldsymbol{H}}, t)-y\right)
\end{array}\right)=\mathbf{0}, \quad \boldsymbol{w}^{*} \in \Gamma,
$$

where $\boldsymbol{w}^{*}=\left(y_{t}^{*}, \overline{\boldsymbol{H}}_{t}^{*}, \boldsymbol{\lambda}_{t}^{*}\right)$ is the optimal solution of Problem $P(t)$. For simplicity, we denote $g_{i}=g_{i}(\overline{\boldsymbol{H}})$. Note that $\boldsymbol{F}(t, \boldsymbol{w})$ is a $(N+m+1)$-dimensional vector function, its gradient can be computed directly as

$$
\nabla_{\boldsymbol{w}} \boldsymbol{F}=\nabla_{\boldsymbol{w}} \boldsymbol{F}(t, \boldsymbol{w})=\left(\begin{array}{cccccc}
0 & 0 & -1 & -1 & \cdots & -1 \\
\mathbf{0} & \sum_{i=1}^{m} \lambda_{i} \nabla_{\bar{H}}^{2} g_{i} & \left(\nabla_{\overline{\boldsymbol{H}}} g_{1}\right)^{T} & \left(\nabla_{\overline{\boldsymbol{H}}} g_{2}\right)^{T} & \cdots & \left(\nabla_{\overline{\boldsymbol{H}}} g_{m}\right)^{T} \\
-\lambda_{1} & \lambda_{1} \nabla_{\bar{H}} g_{1} & g_{1}-y & 0 & \cdots & 0 \\
-\lambda_{2} & \lambda_{2} \nabla_{\bar{H}} g_{2} & 0 & g_{2}-y & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
-\lambda_{m} & \lambda_{m} \nabla_{\overline{\boldsymbol{H}}} g_{m} & 0 & 0 & \cdots & g_{m}-y
\end{array}\right),
$$

where $\mathbf{0}$ is a zero vector with suitable dimension, $\nabla_{\overline{\boldsymbol{H}}} g_{i}=\left(\frac{\partial g_{i}}{\partial \bar{H}_{1}}, \frac{\partial g_{i}}{\partial \bar{H}_{2}}, \cdots, \frac{\partial g_{i}}{\partial \bar{H}_{N}}\right)$. For Problem $P(t)$, we assume that the linearly independent constraint qualification ( $L I C Q$ ) hold for any $t \in \Omega$, that is,

Assumption $1 \forall t \in \Omega$, the gradients $\left\{\nabla_{\boldsymbol{w}}\left(g_{i}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-y_{t}^{*}\right), i \in I\right\}$ are linearly independent, where $I:=\left\{i: g_{i}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-y_{t}^{*}=0\right\}$.
Based on the discussion above, we obtain the following lemma and theorem.
Lemma 3.1 If $y_{t}^{*}$ is the optimal value of $\operatorname{Problem} P(t)$ for any $t \in \Omega$, then, there is at least one active constraint.

Proof Assume that all the constraints are not active, that is, $g_{i}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-y_{t}^{*}<0$, $\forall i=1,2, \cdots, m$. Define a new number $y_{0}^{*}$ by

$$
y_{0}^{*}=\max _{i \in\{1,2, \cdots, m\}} g_{i}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)=g_{k}\left(\overline{\boldsymbol{H}}_{t}^{*}\right),
$$

where $k \in\{1,2, \cdots, m\}$ is the index which maximize the function. Then,

$$
y_{t}^{*}>\max _{i \in\{1,2, \cdots, m\}} g_{i}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)=y_{0}^{*}
$$

Hence, we have

$$
\begin{aligned}
& g_{p}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-y_{0}^{*}=g_{p}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-\max _{i \in\{1, \cdots, m\}} g_{i}\left(\overline{\boldsymbol{H}}_{t}^{*}\right) \leq 0, \forall p \in\{1,2, \cdots, m\}, \\
& g_{k}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-y_{0}^{*}=g_{k}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-\max _{i \in\{1, \cdots, m\}} g_{i}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)=g_{k}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-g_{k}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)=0 .
\end{aligned}
$$

It means that $\left(y_{0}^{*}, \overline{\boldsymbol{H}}_{t}^{*}\right)$ is also a feasible solution of Problem $P(t)$. However, $y_{0}^{*}<y_{t}^{*}$, which contradicts the optimality of $y_{t}^{*}$. Hence, the assumption does not hold and there is at least one active constraint. This completes the proof.

Theorem 3.2 Suppose that Assumption 1 holds, and $\operatorname{det}\left(\sum_{i=1}^{m} \lambda_{i} \nabla_{\overline{\boldsymbol{H}}}^{2} g_{i}\right) \neq 0$ at $\left(t, \boldsymbol{w}^{*}\right)=\left(t, y_{t}^{*}, \overline{\boldsymbol{H}}_{t}^{*}, \boldsymbol{\lambda}_{t}^{*}\right)$, then $\operatorname{det}\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right)\right) \neq 0$.

Proof (i) First, we simplify the determinant $\operatorname{det}\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right)\right)$.
For $\lambda_{i}\left(g_{i}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-y_{t}^{*}\right)=0, i \in\{1,2, \cdots, m\}$, there are two cases:

$$
\text { 1). } g_{i}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-y_{t}^{*}<0, \quad \lambda_{i}=0 ; \quad \text { 2). } g_{i}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-y_{t}^{*}=0, \quad \lambda_{i}>0 .
$$

Without loss of generality, we suppose that the first $r(r \geq 1)$ constraints are active while the other $m-r$ constraints are inactive. Then we can rewrite $\nabla_{\boldsymbol{w}} \boldsymbol{F}$ as

$$
\nabla_{\boldsymbol{w}} \boldsymbol{F}=\left(\begin{array}{cccccccc}
0 & \mathbf{0} & -1 & \cdots & -1 & -1 & \cdots & -1 \\
\mathbf{0} & \sum_{i=1}^{m} \lambda_{i} \nabla_{\overline{\boldsymbol{H}}}^{2} g_{i} & \left(\nabla_{\overline{\boldsymbol{H}}} g_{1}\right)^{T} & \cdots & \left(\nabla_{\overline{\boldsymbol{H}}} g_{r}\right)^{T} & \left(\nabla_{\overline{\boldsymbol{H}}} g_{r+1}\right)^{T} & \cdots & \left(\nabla_{\overline{\boldsymbol{H}}} g_{m}\right)^{T} \\
-\lambda_{1} & \lambda_{1} \nabla_{\overline{\boldsymbol{H}}} g_{1} & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots & & \vdots \\
-\lambda_{r} & \lambda_{r} \nabla_{\overline{\boldsymbol{H}}} g_{r} & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & g_{r+1}-y & \cdots & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & \cdots & g_{m}-y
\end{array}\right) .
$$

The determinant $\operatorname{det}\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right)\right)$ can be simplified as an upper triangular determinant $\left|\begin{array}{cc}A & * \\ 0 & B\end{array}\right|$, where

$$
|A|=\left|\begin{array}{ccccc}
0 & 0 & -1 & \cdots & -1  \tag{4}\\
0 & \sum_{i=1}^{m} \lambda_{i} \nabla_{\overline{\mathbf{H}}}^{2} g_{i} & \left(\nabla_{\overline{\mathbf{H}}} g_{1}\right)^{T} & \cdots & \left(\nabla_{\overline{\boldsymbol{H}}} g_{r}\right)^{T} \\
-\lambda_{1} & \lambda_{1} \nabla_{\bar{H}} g_{1} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
-\lambda_{r} & \lambda_{r} \nabla_{\bar{H}} g_{r} & 0 & \cdots & 0
\end{array}\right|,|B|=\left|\begin{array}{ccc}
g_{r+1}-y & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & g_{m}-y
\end{array}\right| .
$$

As a result, we have $\operatorname{det}\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right)\right)=|A| \cdot|B|$. Obviously, $|B| \neq 0$. Furthermore, we decompose $|A|$ by $r \geq 1$ and elementary row operations to obtain

$$
\begin{aligned}
|A| & =\left|\begin{array}{ccccc}
0 & \mathbf{0} & -1 & \cdots & -1 \\
\mathbf{0} & \sum_{i=1}^{m} \lambda_{i} \nabla_{\overline{\boldsymbol{H}}}^{2} g_{i} & \left(\nabla_{\overline{\boldsymbol{H}}} g_{1}\right)^{T} & \cdots & \left(\nabla_{\overline{\boldsymbol{H}}}^{g_{r}}\right)^{T} \\
-\lambda_{1} & \lambda_{1} \nabla_{\overline{\boldsymbol{H}}} g_{1} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
-\sum_{i=1}^{r} \lambda_{i} \sum_{i=1}^{r} \lambda_{i} \nabla_{\overline{\boldsymbol{H}}} g_{i} & 0 & \cdots & 0
\end{array}\right|=\left|\begin{array}{ccccc}
0 & \mathbf{0} & -1 & \cdots & -1 \\
\mathbf{0} & \sum_{i=1}^{m} \lambda_{i} \nabla_{\overline{\boldsymbol{H}}}^{2} g_{i} & \left(\nabla_{\overline{\boldsymbol{H}}} g_{1}\right)^{T} & \cdots & \left(\nabla_{\overline{\boldsymbol{H}}} g_{r}\right)^{T} \\
-\lambda_{1} & \lambda_{1} \nabla_{\overline{\boldsymbol{H}}} g_{1} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots \\
-1 & 0 & 0 & \cdots & 0
\end{array}\right| \\
& =(-1)^{N+r+1}\left|\begin{array}{ccccc}
\mathbf{0} & -1 & \cdots & -1 \\
\sum_{i=1}^{m} \lambda_{i} \nabla_{\overline{\boldsymbol{H}}}^{2} g_{i} & \left(\nabla_{\overline{\boldsymbol{H}}} g_{1}\right)^{T} & \cdots & \left(\nabla_{\overline{\boldsymbol{H}}} g_{r}\right)^{T} \\
\lambda_{1} \nabla_{\overline{\boldsymbol{H}}} g_{1} & 0 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
\lambda_{r-1} \nabla_{\overline{\boldsymbol{H}}} g_{r-1} & 0 & \cdots & 0
\end{array}\right| .
\end{aligned}
$$

Since $\lambda_{r} \neq 0$, by elementary column operations, we have

$$
\begin{aligned}
& |A|=\frac{(-1)^{N+r+1}}{\lambda_{r}}\left|\begin{array}{cccc}
0 & -1 & \ldots & -\sum_{i=1}^{r} \lambda_{r} \\
\sum_{i=1}^{m} \lambda_{i} \nabla_{\bar{H}}^{2} g_{i} & \left(\nabla_{\bar{H}} g_{1}\right)^{T} & \ldots & \sum_{i=1}^{r} \lambda_{r}\left(\nabla_{\bar{H}} g_{r}\right)^{T} \\
\lambda_{1} \nabla_{\bar{H}}^{g_{1}} & 0 & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
\lambda_{r-1} \nabla_{\bar{H}} g_{r-1} & 0 & \ldots & 0
\end{array}\right| \\
& =-\frac{1}{\lambda_{r}}\left|\begin{array}{cccc}
\sum_{i=1}^{m} \lambda_{i} \nabla_{\bar{H}}^{2} g_{i} & \left(\nabla_{\overline{\boldsymbol{H}}} g_{1}\right)^{T} & \cdots & \left(\nabla_{\overline{\boldsymbol{H}}} g_{r-1}\right)^{T} \\
\lambda_{1} \nabla_{\bar{H}}^{g_{1}} & 0 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
\lambda_{r-1} \nabla_{\overline{\boldsymbol{H}}} g_{r-1} & 0 & \cdots & 0
\end{array}\right| \\
& =-\frac{1}{\lambda_{r}} \prod_{i=1}^{r-1} \lambda_{i}\left|\begin{array}{cccc}
\sum_{i=1}^{m} \lambda_{i} \nabla_{\bar{H}}^{2} g_{i} & \left(\nabla_{\bar{H}^{\prime}} g_{1}\right)^{T} & \cdots & \left(\nabla_{\bar{H}^{\prime}}^{g_{r-1}}\right)^{T} \\
\nabla_{\bar{H}} g_{1} & 0 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
\nabla_{\overline{\boldsymbol{H}}} g_{r-1} & 0 & \cdots & 0
\end{array}\right|=-\frac{1}{\lambda_{r}} \prod_{i=1}^{r-1} \lambda_{i} \cdot\left|\begin{array}{cc}
C_{1} & C_{2}^{T} \\
C_{2} & \mathbf{0}
\end{array}\right|,
\end{aligned}
$$

where $C_{1}=\sum_{i=1}^{m} \lambda_{i} \nabla_{\overline{\boldsymbol{H}}}^{2} g_{i}$, and $C_{2}^{T}=\left(\left(\nabla_{\overline{\boldsymbol{H}}} g_{1}\right)^{T}, \cdots,\left(\nabla_{\overline{\boldsymbol{H}}} g_{r-1}\right)^{T}\right)$. It follows by the condition that $C_{1}$ is invertible, and $|A|$ becomes

$$
\begin{aligned}
|A| & =-\frac{1}{\lambda_{r}} \prod_{i=1}^{r-1} \lambda_{i} \cdot\left|\begin{array}{cc}
I_{N} & \mathbf{0} \\
C_{2} C_{1}^{-1} & I_{r-1}
\end{array}\right| \cdot\left|\begin{array}{cc}
C_{1} & \mathbf{0} \\
\mathbf{0} & -C_{2} C_{1}^{-1} C_{2}^{T}
\end{array}\right| \cdot\left|\begin{array}{cc}
I_{N} & C_{1}^{-1} C_{2}^{T} \\
\boldsymbol{O} & I_{r-1}
\end{array}\right| \\
& =-\frac{1}{\lambda_{r}} \prod_{i=1}^{r-1} \lambda_{i} \cdot\left|\begin{array}{cc}
C_{1} & \mathbf{0} \\
\mathbf{0} & -C_{2} C_{1}^{-1} C_{2}^{T}
\end{array}\right|=-\frac{1}{\lambda_{r}} \prod_{i=1}^{r-1} \lambda_{i} \cdot\left|C_{1}\right| \cdot\left|-C_{2} C_{1}^{-1} C_{2}^{T}\right|
\end{aligned}
$$

where $I_{N}$ and $I_{r-1}$ are $N$-th and $(r-1)$-th identity matrices. Hence, the determinant $\operatorname{det}\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right)\right)$ is simplified as

$$
\begin{equation*}
\operatorname{det}\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right)\right)=-\frac{1}{\lambda_{r}} \prod_{i=1}^{r-1} \lambda_{i} \cdot\left|C_{1}\right| \cdot\left|-C_{2} C_{1}^{-1} C_{2}^{T}\right| \cdot|B| \tag{5}
\end{equation*}
$$

(ii) Next, we show that the rank of $C_{2} C_{1}^{-1} C_{2}^{T}$ is $r-1$.

By $L I C Q$, the number of active constraints must be less than or equals to the number of variables, that is, $r \leq N+1$, which implies $r-1 \leq N$. Hence, if $\operatorname{rank}\left(C_{2}\right)=r-1$, we can have $\operatorname{rank}\left(C_{2} C_{1}^{-1} C_{2}^{T}\right)=r-1$. For this purpose, we prove that $\left\{\nabla_{\overline{\boldsymbol{H}}} g_{1}, \nabla_{\overline{\boldsymbol{H}}_{*}} g_{2}, \cdots, \nabla_{\overline{\boldsymbol{H}}} g_{r-1}\right\}$ are linearly independent. Since the gradients $\left\{\nabla_{(y, \overline{\boldsymbol{H}})}\left(g_{i}\left(\overline{\boldsymbol{H}}_{t}^{*}\right)-y_{t}^{*}\right), i=1,2, \cdots, r\right\}$ are linearly independent, the rank of the matrix

$$
D=\left(\begin{array}{cccc}
-1 & -1 & \cdots & -1 \\
\left(\nabla_{\overline{\boldsymbol{H}}} g_{1}\right)^{T} & \left(\nabla_{\overline{\boldsymbol{H}}} g_{2}\right)^{T} & \cdots & \left(\nabla_{\overline{\boldsymbol{H}}} g_{r}\right)^{T}
\end{array}\right)
$$

is $r$. By a series of elementary column operations, we obtain

$$
\begin{align*}
& D\left(\begin{array}{cccc}
1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots \\
0 & \cdots & 1 & 0 \\
0 & \cdots & 0 & \lambda_{r}
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & \cdots & \lambda_{1} \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & 1
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & \lambda_{2} \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & 1
\end{array}\right) \cdots\left(\begin{array}{cccc}
1 & \cdots & 0 & 0 \\
\vdots & & \vdots & \vdots \\
0 & \cdots & 1 & \lambda_{r-1} \\
0 & \cdots & 0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cccc}
-1 & \cdots & -1 & -1 \\
\left(\nabla_{\boldsymbol{H}} g_{1}\right)^{T} & \cdots & \left(\nabla_{H_{H}}^{g_{r-1}}\right)^{T} & 0
\end{array}\right) . \tag{6}
\end{align*}
$$

Similarly, by a series of elementary column operations, we obtain

$$
\left.\left.\begin{array}{rl} 
& \left(\begin{array}{cccc}
-1 & \cdots & -1 & -1 \\
\left(\nabla_{\overline{\boldsymbol{H}}} g_{1}\right)^{T} & \cdots & \left(\nabla_{\overline{\boldsymbol{H}}} g_{r-1}\right.
\end{array}\right)^{T} \\
0
\end{array}\right)\left(\begin{array}{cccc}
1 & \cdots & 0 & 0  \tag{7}\\
\vdots & & \vdots & \vdots \\
0 & \cdots & 1 & 0 \\
-1 & \cdots & 0 & 1
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & -1 & \cdots & 1
\end{array}\right) \cdots\left(\begin{array}{cccc}
1 & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
\vdots & & \vdots & \vdots \\
0 & \cdots & -1 & 1
\end{array}\right)\right) .
$$

It follows by (6) and (7) that the rank of $\left(\left(\nabla_{\overline{\boldsymbol{H}}} g_{1}\right)^{T},\left(\nabla_{\overline{\boldsymbol{H}}} g_{2}\right)^{T}, \cdots,\left(\nabla_{\overline{\boldsymbol{H}}} g_{r-1}\right)^{T}\right)$ is $r-1$, which is full rank. Hence, the rank of $C_{1}$ is $N \geq r-1$, and then the rank of the matrix $C_{2} C_{1}^{-1} C_{2}^{T}$ is also $r-1$, which is full rank. Thus,

$$
\begin{equation*}
\left|C_{2} C_{1}^{-1} C_{2}^{T}\right| \neq 0 \tag{8}
\end{equation*}
$$

(iii) Consequently, by (4), (5) and (8), we have $\left|\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right)\right| \neq 0$. This completes the proof.

Based on the discussion above, the optimality condition is a group of equations in the set $\Gamma$ for each $t$. Hence, the optimal $\boldsymbol{w}$ is a function of $t$. To discuss whether this function is continuous, we have the following theorem.

Theorem 3.3 Assume that the conditions in Theorem 3.2 hold for any $t$ in $\Omega$, and $\boldsymbol{F}$ and $\nabla_{\boldsymbol{w}} \boldsymbol{F}$ are continuous in $U \times V \subset \mathbb{R} \times \mathbb{R}^{N+m+1}$, which is a neighborhood of the point $(t, \boldsymbol{w})$. Then, there exists a neighborhood $U_{0} \times V_{0}$ of $\left(t^{*}, \boldsymbol{w}^{*}\right)$ in $U \times V$, and a unique continuous function $\boldsymbol{\psi}: U_{0} \rightarrow V_{0}$ such that $\boldsymbol{F}(t, \boldsymbol{\psi}(t))=\mathbf{0}, t \in U_{0}$.
Proof First, we denote the closed interval with center $t^{*}$ and distance $d$ by $\bar{B}\left(t^{*}, d\right)$, and the closed ball with center $\boldsymbol{w}^{*}$ and distance $\delta$ by $\bar{B}\left(\boldsymbol{w}^{*}, \delta\right)$. Then, the set of continuous vector functions which are defined in $\bar{B}\left(t^{*}, d\right)$ and take value in $\bar{B}\left(\boldsymbol{w}^{*}, \delta\right)$ is denoted by $C\left(\bar{B}\left(t^{*}, d\right), \bar{B}\left(\boldsymbol{w}^{*}, \delta\right)\right)$.

By Theorem 3.1, the matrix $\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)$ is invertible. Hence, we have

$$
\begin{equation*}
\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} \nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)=I \tag{9}
\end{equation*}
$$

Define a mapping $T: \boldsymbol{\psi} \rightarrow T \boldsymbol{\psi}$ as:

$$
(T \boldsymbol{\psi})(t):=\boldsymbol{\psi}(t)-\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} \boldsymbol{F}(t, \boldsymbol{\psi}(t)), t \in \bar{B}\left(t^{*}, d\right) .
$$

For any $\boldsymbol{\psi}(t), \boldsymbol{\phi}(t) \in C\left(\bar{B}\left(t^{*}, d\right), \bar{B}\left(\boldsymbol{w}^{*}, \delta\right)\right)$, we define its norm as

$$
\|\boldsymbol{\psi}(t)-\boldsymbol{\phi}(t)\|_{\infty}:=\max _{q \in\{1,2, \cdots, N+m+1\}} \max _{t \in \bar{B}\left(t^{*}, d\right)}\left|\psi_{q}(t)-\phi_{q}(t)\right|
$$

Since $\nabla_{\boldsymbol{w}} \boldsymbol{F}$ is continuous, it follows by (9) that $\forall \epsilon>0$, there exist $d>0, \delta>0$, and $\boldsymbol{\varphi}^{1}, \cdots, \boldsymbol{\varphi}^{N+m+1} \in C\left(\bar{B}\left(t^{*}, d\right), \bar{B}\left(\boldsymbol{w}^{*}, \delta\right)\right)$, such that

$$
\left\|I-\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} \boldsymbol{G}\left(\boldsymbol{\varphi}^{1}, \cdots, \boldsymbol{\varphi}^{N+m+1}\right)\right\|_{\infty}<\epsilon
$$

where $\|.\|_{\infty}$ is the maximum norm of matrix, and

$$
\boldsymbol{G}\left(\boldsymbol{\varphi}^{1}, \cdots, \boldsymbol{\varphi}^{N+m+1}\right):=\left(\begin{array}{c}
\nabla_{\boldsymbol{w}} F_{1}\left(t, \boldsymbol{\varphi}^{1}\right) \\
\vdots \\
\nabla_{\boldsymbol{w}} F_{N+m+1}\left(t, \boldsymbol{\varphi}^{N+m+1}\right)
\end{array}\right) .
$$

Hence, for any two vector functions $\boldsymbol{\psi}(t), \boldsymbol{\phi}(t)$ in $C\left(\bar{B}\left(t^{*}, d\right), \bar{B}(\boldsymbol{w}, \delta)\right)$, we have

$$
T \boldsymbol{\psi}-T \boldsymbol{\phi}=\boldsymbol{\psi}(t)-\boldsymbol{\phi}(t)-\left[\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1}(\boldsymbol{F}(t, \boldsymbol{\psi}(t))-\boldsymbol{F}(t, \boldsymbol{\phi}(t)))\right] .
$$

Based on the mean value theorem, for any $q \in\{1,2, \ldots, N+m+1\}$, there exists $\eta_{q} \in(0,1)$, such that

$$
F_{q}(t, \boldsymbol{\psi}(t))-F_{q}(t, \boldsymbol{\phi}(t))=\nabla_{\boldsymbol{w}} F_{q}\left(t, \boldsymbol{\varphi}^{q}(t)(\boldsymbol{\psi}(t)-\boldsymbol{\phi}(t)),\right.
$$

where $\boldsymbol{\varphi}^{q}(t)=\eta_{q} \boldsymbol{\psi}(t)+\left(1-\eta_{q}\right) \boldsymbol{\phi}(t)$. Note that

$$
\begin{aligned}
&\left\|\boldsymbol{\varphi}^{q}(t)-\boldsymbol{w}^{*}\right\|_{\infty}=\left\|\eta_{q}\left(\boldsymbol{\psi}(t)-\boldsymbol{w}^{*}\right)+\left(1-\eta_{q}\right)\left(\boldsymbol{\phi}(t)-\boldsymbol{w}^{*}\right)\right\|_{\infty} \\
&\left.\leq \eta_{q}\left\|\boldsymbol{\psi}(t)-\boldsymbol{w}^{*}\right\|_{\infty}+\left(1-\eta_{q}\right) \| \boldsymbol{\phi}(t)-\boldsymbol{w}^{*}\right) \|_{\infty} \leq \eta_{q} \delta+\left(1-\eta_{q}\right) \delta=\delta,
\end{aligned}
$$

we obtain $\boldsymbol{\varphi}^{q}(t) \in C\left(\bar{B}\left(t^{*}, d\right), \bar{B}\left(\boldsymbol{w}^{*}, \delta\right)\right), \forall q=1,2, \cdots, N+m+1$. Then,

$$
\begin{aligned}
& \left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1}(\boldsymbol{F}(t, \boldsymbol{\psi}(t))-\boldsymbol{F}(t, \boldsymbol{\phi}(t))) \\
= & \left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1}\left[\begin{array}{c}
\nabla_{\boldsymbol{w}} F_{1}\left(t, \boldsymbol{\varphi}^{1}\right) \\
\vdots \\
\nabla_{\boldsymbol{w}} F_{N+m+1}\left(t, \boldsymbol{\varphi}^{N+m+1}\right)
\end{array}\right](\boldsymbol{\psi}(t)-\boldsymbol{\phi}(t)) \\
= & \left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} \boldsymbol{G}\left(\varphi^{1}, \cdots, \boldsymbol{\varphi}^{N+m+1}\right)(\boldsymbol{\psi}(t)-\boldsymbol{\phi}(t)) .
\end{aligned}
$$

Hence, we have

$$
\begin{aligned}
& \|T \boldsymbol{\psi}-T \boldsymbol{\phi}\|_{\infty} \\
= & \left\|\left(I-\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} \boldsymbol{G}\left(\boldsymbol{\varphi}^{1}, \cdots, \boldsymbol{\varphi}^{N+m+1}\right)\right)(\boldsymbol{\psi}(t)-\boldsymbol{\phi}(t))\right\|_{\infty} \\
\leq & (N+m+1)\left\|I-\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} \boldsymbol{G}\left(\boldsymbol{\varphi}^{1}, \cdots, \boldsymbol{\varphi}^{N+m+1}\right)\right\|_{\infty}\|(\boldsymbol{\psi}(t)-\boldsymbol{\phi}(t))\|_{\infty} \\
\leq & (N+m+1) \cdot \epsilon \cdot\|(\boldsymbol{\psi}(t)-\boldsymbol{\phi}(t))\|_{\infty}
\end{aligned}
$$

Set $\epsilon<\frac{1}{2(N+m+1)}$, it implies that

$$
\|T \boldsymbol{\psi}-T \boldsymbol{\phi}\|_{\infty}<\frac{1}{2}\|\boldsymbol{\psi}-\boldsymbol{\phi}\|_{\infty}
$$

Therefore, $T$ is a compression mapping in the space $C\left(\bar{B}\left(t^{*}, d\right), \bar{B}\left(\boldsymbol{w}^{*}, \delta\right)\right)$.
Furthermore, it follows from (9) and the continuity of $\boldsymbol{F}(t, \boldsymbol{w})$ that there exists $d_{1}>0$, such that if $0<d<d_{1}$, then

$$
\begin{align*}
& \left\|\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} \boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right)\right\|_{\infty} \\
= & \left\|\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} \boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right)-\boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right\|_{\infty}<\frac{\delta}{2}, \quad \forall t \in \bar{B}\left(t^{*}, d\right) \tag{10}
\end{align*}
$$

For the simplicity of notation, let $\boldsymbol{w}^{*}$ denote the constant function defined by $\bar{B}\left(t^{*}, d\right)=\boldsymbol{w}^{*}$. Then, $\boldsymbol{w}^{*} \in C\left(\bar{B}\left(t^{*}, d\right), \bar{B}\left(\boldsymbol{w}^{*}, \delta\right)\right)$, and

$$
\begin{equation*}
T \boldsymbol{w}^{*}=\boldsymbol{w}^{*}-\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} \boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right) \tag{11}
\end{equation*}
$$

By (10) and (11), we have

$$
\left\|T \boldsymbol{w}^{*}-\boldsymbol{w}^{*}\right\|_{\infty}=\left\|\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} \boldsymbol{F}\left(t, \boldsymbol{w}^{*}\right)\right\|_{\infty}<\frac{\delta}{2}
$$

Thus, for any function $\boldsymbol{\psi} \in C\left(\bar{B}\left(t^{*}, d\right), \bar{B}\left(\boldsymbol{w}^{*}, \delta\right)\right)$ which satisfies $\boldsymbol{\psi}\left(t^{*}\right)=\boldsymbol{w}^{*}$, if $0<d<d_{1}$, we obtain

$$
\begin{aligned}
\left\|T \boldsymbol{\psi}-\boldsymbol{w}^{*}\right\|_{\infty} & \leq\left\|T \boldsymbol{\psi}-T \boldsymbol{w}^{*}\right\|_{\infty}+\left\|T \boldsymbol{w}^{*}-\boldsymbol{w}^{*}\right\|_{\infty} \\
& \leq \frac{1}{2}\left\|\boldsymbol{\psi}-\boldsymbol{w}^{*}\right\|_{\infty}+\frac{\delta}{2} \leq \frac{\delta}{2}+\frac{\delta}{2}=\delta
\end{aligned}
$$

Let $X:=C\left(\bar{B}\left(t^{*}, d\right), \bar{B}\left(\boldsymbol{w}^{*}, \delta\right)\right)$, then $\left(X,\|\cdot\|_{\infty}\right)$ is a Banach space, which is complete. Since $T$ is a compression mapping and $T X \subset X$, it follows from fixed-point theorem that there exists a unique $\boldsymbol{\psi} \in X$ such that $T \boldsymbol{\psi}=\boldsymbol{\psi}$, i.e.,

$$
\boldsymbol{\psi}(t)-\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} F(t, \boldsymbol{\psi}(t))=\boldsymbol{\psi}(t), \quad \forall t \in \bar{B}\left(t^{*}, d\right) .
$$

Then,

$$
\begin{gathered}
\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right)^{-1} F(t, \boldsymbol{\psi}(t))=\mathbf{0}, \quad \forall t \in \bar{B}\left(t^{*}, d\right) . \\
\boldsymbol{F}(t, \boldsymbol{\psi}(t))=\left(\nabla_{\boldsymbol{w}} \boldsymbol{F}\left(t^{*}, \boldsymbol{w}^{*}\right)\right) \cdot \mathbf{0}=\mathbf{0}, \quad \forall t \in \bar{B}\left(t^{*}, d\right) .
\end{gathered}
$$

Note that $\boldsymbol{\psi}(t)$ is unique, we obtain $\boldsymbol{\psi}\left(t^{*}\right)=\boldsymbol{w}^{*}$. This completes the proof.
By Theorem 3.3, the function $\boldsymbol{\psi}(t), t \in \bar{B}\left(t^{*}, d\right)$ is defined only in a neighborhood of $t^{*}$, which is not $\Omega$. It can be generalized to $\Omega$ by the uniqueness of $\boldsymbol{\psi}(t)$ and finite covering theorem easily, which is stated by the following theorem.

Theorem 3.4 Assume that the conditions in Theorem 3.3 hold for any $t \in \Omega$, then, there exists a unique continuous function $\boldsymbol{\psi}(t)$ which is defined in $\Omega$, such that $\boldsymbol{F}(t, \boldsymbol{\psi}(t))=0, \forall t \in \Omega$.

By using the above two theorems, we finally arrive at the following theorem.
Theorem 3.5 Assume that the conditions in Theorem 3.3 hold for any $t$ in $\Omega$, then,

$$
\begin{equation*}
y^{*}=\lim _{L \rightarrow \infty} y^{* L}=\max _{t \in \Omega} y_{t}^{*}=y^{* t} \tag{12}
\end{equation*}
$$

Proof By Lemma 3.1, $y_{t}^{*}$ and $\overline{\boldsymbol{H}}^{*}(t)$ satisfy

$$
\max _{i \in\{1, \ldots, m\}} g_{i}\left(\overline{\boldsymbol{H}}^{*}(t)\right)-y_{t}^{*}=0, \quad \forall t \in \Omega
$$

By Theorem 3.4, the function $\overline{\boldsymbol{H}}^{*}(t)$ is continuous at $\Omega$. Thus, there exists a series $\left\{\boldsymbol{H}^{(L)}(t): L=1,2, \cdots\right\}$ with each $\boldsymbol{H}^{(L)}(t)$ in $\operatorname{span}^{N}\left(\Delta_{L}\right)$ such that

$$
\lim _{L \rightarrow \infty} \boldsymbol{H}^{(L)}(t)=\overline{\boldsymbol{H}}^{*}(t), \quad \forall t \in \Omega .
$$

Define

$$
y^{L}=\max _{t \in \Omega} \max _{i} g_{i}\left(\boldsymbol{H}^{(L)}(t)\right) .
$$

Then, by the optimality of Problem $P(L)$, we must have $y^{L} \geq y^{* L}$. By the continuity of the functions $g_{i}, i=1, \ldots, m$, we have

$$
y^{*}=\lim _{L \rightarrow \infty} y^{L}=\lim _{L \rightarrow \infty} \max _{t \in \Omega} \max _{i} g_{i}\left(\boldsymbol{H}^{(L)}(t)\right)=\max _{t \in \Omega} \max _{i} g_{i}\left(\overline{\boldsymbol{H}}^{*}(t)\right)=\max _{t \in \Omega} y_{t}^{*}
$$

Note that $y^{L} \geq y^{* L}$, we have

$$
\begin{equation*}
\lim _{L \rightarrow \infty} y^{* L} \leq \lim _{L \rightarrow \infty} y^{L}=\max _{t \in \Omega} y_{t}^{*} \tag{13}
\end{equation*}
$$

On the other hand, since $\overline{\boldsymbol{H}}^{* L}(t) \in \operatorname{span}^{N}\left(\Delta_{L}\right)$ is continuous, and $\overline{\boldsymbol{H}}^{*}(t)$ is continuous and optimal, we have $y^{* L} \geq \max _{t \in \Omega} y_{t}^{*}$. Take the limit and we obtain

$$
\begin{equation*}
\lim _{L \rightarrow \infty} y^{* L} \geq \max _{t \in \Omega} y_{t}^{*} \tag{14}
\end{equation*}
$$

Thus, by (13) and (14), the equation (12) holds. This completes the proof.
By Theorem 3.5, we can compute the limit of the optimal values by solving Problem $P(t)$ for every $t$. Note that the parameter $L$ is not present and therefore the computational complexity can be reduced, compared with the general method for choosing a sufficiently large $L$.

## 4 Numerical Experiments

In this section, we verify Theorem 3.5 by the following two examples, where the computations were implemented in Matlab.
Example 4.1: We consider Problem $P(L)$, where the constraints are

$$
\left|\sum_{k=1}^{N} A_{i k}\left(t, r_{i}\right) H_{k}(\boldsymbol{x}, t)-G_{d}(t)\right|^{2}+\sum_{k=1}^{N} H_{k}^{2}(\boldsymbol{x}, t)-y \leq 0, \forall t \in \Omega, i=1, \cdots, 21
$$

where $\Omega=\Omega_{1} \cup \Omega_{2}, G_{d}(t)$ equals to 1 when $t \in \Omega_{1}$ and 0 when $t \in \Omega_{2}$, and

$$
A_{i k}\left(t, r_{i}\right)=\cos \left((2 k-1) t+r_{i}\right), H_{k}(\boldsymbol{x}, t)=\sum_{j=1}^{L} x_{k j} t^{j-1}, \quad k=1,2, \cdots, N
$$

Note that the power function series are used as the basis functions. We set $N=4, r_{i}=1+0.05 *(i-1), \Omega_{1}=[0.1 \pi, 0.3 \pi], \Omega_{2}=[0.5 \pi, \pi]$, and choose the parameter $L$ from 1 to 10 . By choosing a sufficiently dense grid as $0.1 \pi: 0.02: 0.3 \pi$ and $0.5 \pi: 0.02: \pi$, we solve the problem and the optimal values are depicted in Figure 1. It can be seen that the optimal value series is monotonically decreasing and the limit exists.

Moreover, it is not difficult to verify that the conditions in Theorem 3.2 hold. Then, we apply the proposed method to find the limit. By choosing the same grid as above, we solve Problem $P(t)$ for each $t$ and obtain $y^{*}=0.4449$. The corresponding optimal solution is $\boldsymbol{H}^{*}=[-0.1135,-0.3826,-0.2815,0.0919]^{T}$. Obviously, $\left|\nabla_{\boldsymbol{H}}^{2}\left(\left|\boldsymbol{A}_{m}^{T}\left(t, r_{m}\right) \boldsymbol{H}(\boldsymbol{x}, t)-G_{d}(t)\right|^{2}+\sum_{k=1}^{N} H_{k}^{2}(\boldsymbol{x}, t)\right)\right|>0$ at point $\boldsymbol{H}^{*}$.

It can be seen from Figure 1 that the optimal value series approaches $y^{*}$, and the relation (12) has been verified. Moreover, the running time of the proposed method is only 2.90 seconds, while it costs 377.44 seconds in discretization method when $L=6$. Thus, the proposed is very efficient.


Fig. 1 The optimal values with different parameter $L$.

Example 4.2: We consider a far field microphone array beamformer design problem in [9]. The constraints of Problem $P(L)$ are

$$
\begin{aligned}
& \left(\sum_{k=1}^{N} A_{k}^{r}(\theta, f) H_{k}^{r}(\boldsymbol{x}, f)+\sum_{k=1}^{N} A_{k}^{i}(\theta, f) H_{k}^{i}(\boldsymbol{x}, f)-G_{0}^{r}(\theta, f)\right)^{2}+ \\
& \left(\sum_{k=1}^{N} A_{k}^{r}(\theta, f) H_{k}^{i}(\boldsymbol{x}, f)+\sum_{k=1}^{N} A_{k}^{i}(\theta, f) H_{k}^{r}(\boldsymbol{x}, f)-G_{0}^{i}(\theta, f)\right)^{2}-y \leq 0, \forall(\theta, f) \in \Omega,
\end{aligned}
$$

where $N=9, r_{i}=-0.4+(i-1) / 10, i=1, \cdots, N, f_{s}=8 k H z, c=340.9 \mathrm{~m} / \mathrm{s}$, $\tau=(L-1) / 2, L=1+2 p, p=0, \cdots, 20, \Omega_{s}=\Omega_{s_{1}} \cup \Omega_{s_{2}}, \Omega=\Omega_{p} \cup \Omega_{s}$, $\left(G_{0}^{r}(\theta, f), G_{0}^{i}(\theta, f)\right)$ equals to $\left(\cos \left(2 \pi f \tau / f_{s}\right),-\sin \left(2 \pi f \tau / f_{s}\right)\right)$ when $(\theta, f) \in \Omega_{p}$ and zero vector when $(\theta, f) \in \Omega_{s}$. For each $k=1,2, \cdots, N$,
$A_{k}^{r}(\theta, f)=\cos \left(2 \pi f r_{k} \cos \theta / c\right), A_{k}^{i}(\theta, f)=-\sin \left(2 \pi f r_{k} \cos \theta / c\right)$,
$H_{k}^{r}(\boldsymbol{x}, f)=\boldsymbol{x}_{k}^{T} \boldsymbol{d}_{0}^{r}(f), H_{k}^{i}(\boldsymbol{x}, f)=\boldsymbol{x}_{k}^{T} \boldsymbol{d}_{0}^{i}(f), \boldsymbol{x}_{k}=\left[x_{k}(0), x_{k}(1), \cdots, x_{k}(L-1)\right]^{T}$,
$\boldsymbol{d}_{0}^{r}(f)=\left[1, \cos \left(2 \pi f / f_{s}\right), \cdots, \cos \left(2 \pi f(L-1) / f_{s}\right)\right]^{T}$,
$\boldsymbol{d}_{0}^{i}(f)=\left[0,-\sin \left(2 \pi f / f_{s}\right), \cdots,-\sin \left(2 \pi f(L-1) / f_{s}\right)\right]^{T}$.

$$
\begin{aligned}
\Omega_{p}= & \left\{(f, \theta): f=[0.7 \mathrm{kHz}, 2.0 \mathrm{kHz}], \theta \in\left\{85^{\circ}: 2.5^{\circ}: 95^{\circ}\right\}\right\}, \\
\Omega_{s_{1}}= & \left\{(f, \theta): f=[0.7 \mathrm{kHz}, 2.0 \mathrm{kHz}], \theta \in\left\{0^{\circ}: 2.5^{\circ}: 50^{\circ}\right\} \cup\left\{130^{\circ}: 2.5^{\circ}: 180^{\circ}\right\}\right\}, \\
\Omega_{s_{2}}= & \left\{(f, \theta): \theta \in\left\{0^{\circ}: 2.5^{\circ}: 50^{\circ}\right\} \cup\left\{85^{\circ}: 2.5^{\circ}: 95^{\circ}\right\} \cup\left\{130^{\circ}: 2.5^{\circ}: 180^{\circ}\right\},\right. \\
& f=[2.5 \mathrm{kHz}, 4.0 \mathrm{kHz}]\} .
\end{aligned}
$$

First of all, we can verify that the conditions in Theorem 3.2 hold. Then, by choosing a sufficiently dense grid $0.7: 0.02: 2$ and $2.5: 0.02: 4$, we apply the proposed method to obtain the maximum as $y^{*}=3.40 \times 10^{-4}$. The parameter $L$ is then varied from 1 to 41 with increment by 2 , we solve for the optimal values and $y^{*}$ are depicted in Figure 2. It can be seen that the
optimal value series is monotonically decreasing and approaches to $y^{*}$. Hence, the relation (12) is true. Furthermore, the running time of the discretization method is 1229.70 seconds when $L=29$, while it only costs 4.66 seconds by the proposed method. Thus, the proposed method is very efficient.


Fig. 2 The optimal values with different parameter $L$.

## 5 Conclusions

In this paper, we have considered a class of SIP problems with a parameter $L$. We have analyzed the limit of the optimal value series as the parameter $L$ tends to infinity. To compute the limit efficiently, we proposed a novel method which decomposes the problem into a series of simplified subproblems. By taking the maximum of these optimal values, the final limit can be obtained. Furthermore, we have derived the conditions and have applied a fixed-point theorem to support the theoretical basis of the proposed method. Finally, we have verified the efficiency of the proposed method by numerical examples.
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