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Abstract In this paper, we propose a new differentiated
service model, referred to as Differentiated Service-EDCA
(DS-EDCA), for the Enhanced Distributed Channel Access
(EDCA) of IEEE 802.11e wireless local area networks
(WLANs). With DS-EDCA, both strict priority and
weighted fair service can be provided. The strict priority
service is provided for high priority traffic through carefully
setting the EDCA parameter sets of lower priority traffic;
the proportional fairness service is enabled by determining
the backoff intervals according to the distributed scheduling
discipline (DFS). We also propose a hierarchical link
sharing model for IEEE 802.11e WLANs, in which AP
and mobile stations are allocated different amounts of link
resource. The performance of DS-EDCA and EDCA is
compared via ns-2 simulations. The results show that DS-

EDCA outperforms the original EDCA in terms of its
support for both strict priority and weighted fair service.
More importantly, DS-EDCA can be easily implemented,
and is compatible to the IEEE 802.11 Standard.

Keywords EDCA . 802.11e . strict priority . weighted fair
service . hierarchical link sharing

1 Introduction

In this paper, we propose a differentiated service model for
the Enhanced Distributed Channel Access (EDCA) of IEEE
802.11e WLANs. The EDCA of 802.11e, an enhanced
version of 802.11 DCF, provides priority-based service for
different kinds of applications [1]. With EDCA, each
station can implement up to four access categories (ACs),
which are AC_VO, AC_VI, AC_BE, and AC_BK,
corresponding to voice, video, best effort, and background
traffic, respectively. Each AC is associated with one
backoff entity, which operates in a way similar to that
implemented in legacy DCF. Each backoff entity is
associated with a set of AC-specific parameters called the
EDCA parameter set consisting of Arbitrary Inter-Frame
Space Number (AIFSN[AC]), minimum contention win-
dow (CWmin[AC]), and maximum contention window
(CWmax[AC]). The AIFSN[AC] is used to determine the
duration of Arbitrary IFS (AIFS[AC]) according to the
following equation:

AIFS AC½ � ¼ SIFSþ AIFSN AC½ �
� aslotTime;AIFSN AC½ �Q2; ð1Þ

where aslotTime is the duration of a slot. Different backoff
entities are then prioritized according to the values of their
AC parameter sets.
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Wireless Multimedia (WMM) [2] is a subset of IEEE
802.11e Standard, and is motivated by the need to provide
QoS implementation in the industry. In WMM, only EDCA
is defined. To support real-time applications via EDCA,
other advanced QoS features, such as ensuring the
minimum guaranteed or expected throughputs, and allow-
ing service amounts in proportion to the demands, should
be provided. Specifically, it is desirable to implement both
strict priority and weighted fair service in EDCA. Imple-
menting the former is relatively straightforward, as EDCA
by itself supports priority-based service. To provide the
latter, we require fair queuing in which different flows
contending for a shared link are allocated bandwidth in
proportion to their “weights.” The typical approach to
implement fair queuing in existing work is to emulate the
Generalized Processor Sharing (GPS) service discipline [3].
GPS is a fluid system in which traffic is infinitely divisible
and all traffic streams can receive service simultaneously. In
GPS, each flow i is assigned a positive real number φi,
which indicates the weight of flow i for sharing the channel
capacity. Let Wi,GPS (t1, t2) denote the amount of workload
received by flow i over time interval [t1,t2]. A GPS server
guarantees the following equation for each flow which is
continuously backlogged over the interval [t1,t2],

Wi;GPS t1; t2ð Þ
Wj;GPS t1; t2ð Þ Q

φi

φj
i; j ¼ 1; 2; . . . n: ð2Þ

A flow is backlogged if it has packets waiting for
transmission in the queue on the host or the access point
(AP) or its packet is being transmitted. Let B(t) denote the
set of the backlogged flows at time t, and C be the link
capacity. The service rate r_GPSi(t) of each backlogged
flow i at time t can be expressed by

r GPSi tð Þ ¼ φiP
j2B tð Þ

φj
C: ð3Þ

The major challenge of providing fair queuing in
WLANs is in that service provisioning must be fully
distributed. This renders existing centralized mechanisms
(e.g., [4] for wired networks and [5] for wireless networks
in which base stations are involved) inappropriate. Some
scheduling disciplines have been proposed for weighted
fairness at the link or MAC layer of legacy 802.11 DCF,
including Distributed Fair Queuing (DFS) [6], Priority-
based fair Medium Access Control (P-MAC) [7], and
Distributed Deficit Round Robin (DDRR) [8]. The typical
approach of these efforts is to tune one of the three 802.11
MAC parameters, i.e., Backoff Interval (BI), Contention
Window (CW), and Inter-Frame Space (IFS), based on
certain fair queuing mechanisms. These efforts, however,
all aim to provide station-based service differentiation,
rather than AC-based QoS as provided in EDCA. In [9],
Adaptive Fair Enhanced DCF (AFEDCF) is proposed to

implement fairness among flows of the same priority for
802.11e EDCA. However, AFEDCF cannot provide
weighted fair service among different ACs and thus is not
a proportional fairness mechanism. In [10], an IFS-based
service differentiation mechanism is presented to provide
AC-based proportional fairness service for 802.11e EDCA.
However, that mechanism has some limitations, such as the
weights of different ACs cannot be assigned arbitrarily and
the total number of stations is limited. This calls for a more
flexible differentiated service model for EDCA and moti-
vates our work.

In this paper, we propose a differentiated service model,
called Differentiated Service-EDCA (DS-EDCA), to sup-
port both strict priority and weighted fair service for IEEE
802.11e EDCAWLANs. In DS-EDCA, the resource is first
allocated to flows of higher priority. The remaining
bandwidth is then shared proportionally among the other
service priorities according to their assigned weights. A
hierarchical link sharing model for DS-EDCA is also
proposed, which allows efficient sharing of downlink and
uplink traffic among AP and stations. Based on the
hierarchical link sharing model, network managers can
allocate different amounts of link resource to downlink and
uplink traffic based on some performance metrics. The
performance of DS-EDCA is evaluated via ns-2 simula-
tions. The results show that DS-EDCA outperforms EDCA
in terms of the support of both strict priority and weighted
fair services for IEEE 802.11e WLANs.

The rest of the paper is organized as follows. We review
the related work for weighted fair scheduling in 802.11
WLANs in Section 2. In Section 3, the operations of DS-
EDCA are described and a hierarchical link sharing model
in IEEE 802.11e WLANs is proposed. In Section 4, the
performance of the proposed mechanism is evaluated via ns-
2 simulations. Finally, the paper is concluded in Section 5.

2 Related work on weighted fair scheduling in 802.11

(1) DFS
DFS is designed to emulate Self-Clocked Fair Queuing

(SCFQ) [11] in a distributed manner. In SCFQ, a virtual
clock is maintained by the central coordinator in the system.
Let v(t) denote the virtual clock at real time t, Pk

i be the kth
packet of flow i, and Ak

i be the real arrival time of Pk
i . Let

Lki denote the packet size of Pk
i and φi the assigned weight

of flow i. A start tag Ski and a finish tag Fk
i are associated

with each packet Pk
i , given by

Ski ¼ max v Ak
i

� �
;Fk�1

i

� �
Fk
i ¼ Ski þ

Lki
φi

ð4Þ

The system virtual clock is initialized to 0, and is updated
to be the finish tag of the packet being transmitted. In
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SCFQ, packets are transmitted in increasing order of finish
tags. Ties are broken arbitrarily.

To emulate SCFQ in which the frame with the smallest
finish tag is transmitted first, each transmitted frame in DFS
is stamped with a finish tag, based on which the BI of each
competing mobile station is chosen. The backoff interval
BIi for each wireless station i is expressed by

BIi ¼ Scaling Factor � Li
φi

� �
� ρ

� �
; ð5Þ

where Li is the size of the head of line frame, φi is the
assigned weight of station i, and ρ is a random variable
uniformly distributed in [0.9,1.1] for preventing collisions.
The ratio between Li and φi in Eq. 5 is based on the finish
tag in Eq. 4, and the Scaling_Factor allows the choice of an
appropriate scale for the backoff interval in DFS. DFS
requires a complicated backoff interval mapping scheme to
improve its throughput performance as the duration of the
backoff interval is inversely proportional to the weight of a
station.
(2) P-MAC

In P-MAC, the weighted fairness is achieved by adjust-
ing the contention window (CW) of each station as follows:

CWj ¼ CW1 � 1

φj
þ 1; ð6Þ

where CWj and φj are the CW and the weight of stations of
class j, respectively, assuming the weights of all stations of
class 1 are 1. CW1 is an optimal value properly selected to
reflect the number of stations contending for the wireless
medium such that P-MAC can maximize the aggregate
throughput. However, P-MAC requires that each wireless
station keeps sensing the channel and monitoring the
activities on the wireless medium such that each station
can learn (1) the traffic class to which a successfully-
transmitted frame belongs and (2) the number of wireless
stations in each traffic class. Moreover, the proportional
fairness service achieved by P-MAC is through controlling
the medium access probability of each station but without
considering the frame size. This may lead to unfairness
when the frame size is not fixed.
(3) DDRR

DDRR is based on Deficit Round Robin (DRR) [12] to
translate user requirements into the IFS parameter of 802.11
MAC. Each station i is allocated a service quantum Q bits
every Ti seconds such that Q /Ti is the desired throughput.
The Deficit Counter (DC) of each station i (denoted by
DCi) is increased at a rate of Q bits every Ti seconds, and is
decreased by the size of the frame when a frame is
transmitted. The deficit counter value is then mapped to
an appropriate IFS value at each station. At time t, the IFS
for wireless station i can be expressed by:

IFSi ¼ DIFS� a
DCi tð Þ
Q

� random 1:0; bð Þ; ð7Þ
where α is a scaling factor to ensure IFSi falling between
PIFS and DIFS, and β is a value larger than 1. In DDRR,
unlike DFS and P-MAC, no backoff algorithm is employed.
Collisions are avoided by randomizing the IFS values. This
is accomplished by multiplying α by a random number
between 1 and β as in Eq. 7.

DDRR, however, has a potential fairness problem. This
problem happens when a station which has accumulated a
high DC value (due to transmitting at a rate lower than the
desired throughput) starts transmission at a high rate. This
may cause starvation to other stations because, in DDRR,
the deficit counters of stations continue to accumulate when
stations are inactive, and at the time they start trans-
missions, their IFS values are determined according to the
accumulated deficit counters, without reference to the
normalized (global) service amount in the system. More-
over, when the deficit counters of some stations become
zero due to their sending rates exceeding their assigned
target rates, these stations will share the link capacity
equally. This further renders the system unable to provide
proportional fairness. Improper settings of parameters may
also degrade the performance of DDRR. Most of all,
DDRR has an implementation problem due to its lack of
consideration of the physical layer limitations. With DDRR,
each node contends for the channel with a different IFS
value bounded by PIFS and DIFS. Since there is only one
slot time difference between a PIFS and a DIFS, and the
slot time duration in IEEE 802.11 is determined by the
physical layer, which corresponds to the minimum carrier
sensing time period plus the transmission/receiving turn-
around time period, stations transmitting at the same time
slot will collide no matter which station starts transmission
earlier at that slot.

3 Differentiated service-enhanced distributed
channel access (DS-EDCA)

In this section, we describe the proposed mechanism called
DS-EDCA for IEEE 802.11 WLANs. With DS-EDCA,
802.11e EDCA is enhanced by using Distributed Fair
Scheduling (DFS) in each backoff entity to provide
weighted fair service for flows of different ACs. The strict
priority is ensured by carefully assigning the EDCA
parameter sets of lower priority traffic.

3.1 Proportional fairness service

To provide proportional fairness service, each AC is
assigned a positive real number φ[AC] indicating the
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weight of sharing the channel capacity. The calculation of
BI (Backoff-Interval) of the head-of-line packet is based on
Eq. 5 in DFS. Note that DFS may need a backoff interval
mapping scheme to improve the throughout performance as
the duration of the backoff interval is inversely propor-
tional to the weight of a station. Any increasing function
can be used as the mapping scheme of DFS, and the fol-
lowing square-root mapping scheme proposed in [6] is
used in DS-EDCA.

BIi ¼ ψ Δð Þ

¼ Δ if Δ < Thresholdffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Threshold�Δ

p	 

; otherwise

�
ð8Þ

where Δ denotes the backoff interval obtained in Eq. 5 and
Threshold is a constant parameter.

3.2 Strict priority service

To provide strict priority, higher priority frames must be
transmitted before the lower-priority ones. In other words,
the AIFS values of the lower priority must be larger than
that of the higher priority plus its maximum contention
window, i.e.,

AIFSN j½ � QAIFSN i½ � þ CWmax i½ � if j < i ð9Þ
To sum up, with DS-EDCA, each AC is associated with

a backoff entity and an EDCA parameter set, i.e., AIFSN
[AC], CWmin[AC], and CWmax[AC], but the value of the
AIFSN[AC] is now determined by Eq. 9. The backoff
intervals of strict priority classes are the same as the value
defined in EDCA and the backoff intervals of proportional
classes are calculated as in Eq. 5.

3.3 Hierarchical link sharing architecture

In 802.11e WLANs, the backoff entities of all mobile
stations and the AP contend for the wireless bandwidth in
the same way. Since the downlink traffic to all mobile
stations must pass through the AP, the amount of downlink
traffic may be several times the amount of uplink traffic
(from mobiles to AP) sent by each mobile station. As a
result, the downlink traffic will be dropped at the AP when
the uplink traffic is heavy due to the input rate being larger
than the service rate. For example, if there are four pairs of
VoIP sessions between mobile stations, the aggregated
downlink VoIP traffic is eight times of the traffic in the
uplink direction for each mobile station. This implies that
the throughput of the downlink VoIP traffic must be eight
times of the throughput for each mobile station in the
uplink direction in order to ensure the demanded QoS of
VoIP. This problem has been ignored in all existing work.
In this subsection, we will propose a hierarchical link

sharing architecture for 802.11e WLANs, based on which
the proposed DS-EDCA mechanism can provide the
desired service for different classes of traffic.

Figure 1 shows the link sharing hierarchy of WLANs
with respect to the uplink and downlink traffic. The AP first
contends for the downlink bandwidth with all mobile
stations contending for the uplink traffic, and then distrib-
utes the downlink resource to all mobile stations waiting for
downlink traffic. The resource may be distributed to each
station equally, or according to their pre-assigned weights if
a weighted-fair discipline is adopted for the downlink
traffic. Figure 2 shows the system architecture of the
802.11e AP with a centralized queuing discipline adopted
by each AC. Before entering the backoff entity of each AC
in the AP, the frames to each mobile station are scheduled
based on the respective queuing discipline. Then, the
backoff entities of AP contend for the downlink bandwidth
with the backoff entities of all mobile stations contending
for the uplink bandwidth. Therefore, the values assigned to
the EDCA parameter sets of AP should be different from
those of the mobile stations if we want to provide
differentiated service among downlink and uplink traffic.
Moreover, if there is some data traffic such as FTP or Web
browsing flows in the system, the link bandwidth in both
directions should be assigned to cater to real-time traffic
(say, VoIP) first so as to meet the more stringent delay and
delay jitter requirements of such this real-time traffic.
Suppose there are four pairs of VoIP flows in the system
and each VoIP session needs a rate of V bps to meet the
desired QoS. Let AC_VO denote the VoIP traffic, and
AC_BE, the data traffic. For AC_VO (i.e., high priority
traffic), the backoff entity of AP should share 8 V bps and
that of each mobile station, V bps. The remaining bandwidth
is then shared by the uplink and downlink data traffic (low
priority traffic). In general, if there are n uplink data flows,
and the weights of uplink and downlink data traffic are
maintained in the ratio of j:k. The weights of the backoff
entities of low priority ACs (AC_BE) for AP and each
mobile station should be set to h:i, where h:n*i=k:j, i.e.,

wireless
bandwidth

uplink
traffic

downlink
traffic

MS3 MS2 MS1 APcontention

MS1 MS2 MS3

Figure 1 The hierarchical link sharing architecture in WLANs
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h : i ¼ n*k

j
: ð10Þ

Figure 3 gives an example of the bandwidth sharing
hierarchy, where C denotes the link capacity.

4 Performance evaluation

In this section, the performance of the 802.11e EDCA and
DS-EDCA is evaluated with the ns-2 EDCA implementa-
tion created by Chesson and Singla [13]. The wireless link
rate is set to 11 Mbps and each data flow is associated with
one AC and generates CBR UDP traffic at a rate of 8 Mbps
to the AP. The packets, including the IP header, of all ACs

are fixed at 1,520 B. The values of the EDCA parameter
sets for the four ACs are listed in Table 1.

We first study the effect of strict priority implemented in
our mechanisms for delay-sensitive traffic as compared to
the original EDCA. In this simulation, only AC_VO and
AC_VI flows are active. Figure 4 plots the average delay
and delay variation of AC_VO as a function of the number
of AC_VI flows. It shows that the original EDCA is very
sensitive to the number of active low priority flows, while
in DS-EDCA, the average delays and delay variations are
invariant to the traffic load of active low priority. This
proves that the proposed mechanism is suitable to provide
service for delay sensitive traffic such as VoIP over
WLANs.

We then compare the proportional fairness provided by
802.11 EDCA and the proposed DS-EDCA under two
different simulation scenarios. The weights of AC_VO,
AC_VI, AC_BE, and AC_BK are set to 0.4, 0.3, 0.2, and
0.1, respectively. The fairness is measured with respect to
the fairness index FI defined in [14] as follows.

802.11e AP with four ACs

AC_VO_
DOWNLINK

AC_BE_
DOWNLINK

Backoff entity
AIFS[AC_VO]
Cwmin[AC_VO]
Cwmax[AC_VO]

Transmission

Backoff entity
AIFS[AC_BE]
Cwmin[AC_BE]
Cwmax[AC_BE]

Virtual Collision Handler

Centralized
Queueing Discipline

Centralized
Queueing Discipline

AC_BK_
DOWNLINK

Backoff entity
AIFS[AC_BK]
Cwmin[AC_BK]
Cwmax[AC_BK]

Centralized
Queueing Discipline

AC_VI_
DOWNLINK

Backoff entity
AIFS[AC_VI]
Cwmin[AC_VI]
Cwmax[AC_VI]

Centralized
Queueing Discipline

Figure 2 System design for the
DS-EDCA enabled Access Point

wireless
bandwidth

high priority
VoIP traffic

low priority
data traffic

AP

16V bps C-16V bps

MS1MS2MS3

MS1MS2MS3

V

uplink downlink
uplink downlink

8V8V

V
V V

VV

j:k

APMS1

MS1MS2

Figure 3 A hierarchical link sharing example

Table 1 Values of EDCA parameter sets used in the simulations

AC_VO AC_VI AC_BE AC_BK

AIFSN 2 2 3 7
CWmin 3 7 15 15
CWmax 7 15 1,023 1,023
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Figure 5 Scenario 1: 20 AC flows in five STAs and four flows in each
STA. a Simulation topology. b EDCA (AC_VO: AC_VI: AC_BE:
AC_BK=176.95:20.83:3.4:1 FI=0.36). c DS-EDCA (AC_VO:

AC_VI: AC_BE: AC_BK=4.05:3.04:2.03:1 FI=0.99). d The fairness
indices among flows in the same AC
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FI ¼

P
f

Tf
φf

 !2

n�P
f

Tf
φf

� 2 ; ð11Þ

where Tf denotes the throughput of AC_ f and n is the
number of AC flows. The fairness index is a real value
between 0 and 1. The closer to 1 the fairness index, the
fairer. In the first scenario, there are 20 AC flows
distributed in five STAs (i.e., with four flows in each
STA) in Fig. 5a. We will show that DS-EDCA not only
provides excellent fairness among flows of different ACs,
but also achieves very good fairness for flows of the same
AC in this scenario. In the second scenario, there are four
AC flows distributed to two stations in Fig. 6a. We will
demonstrate that even if not all ACs in one station are
active, DS-EDCA can still provide weighted fair service to
all active AC flows. We plot the average throughputs of
different ACs in order to compare the fairness among ACs.
We also compare the fairness among different flows for
each AC (distributed in different stations). Figures 5 and 6
plot the aggregate flow throughput of each AC in the
system for 802.11e EDCA and DS-EDCA (i.e., all sub-
figures (b) are for 802.11e EDCA, and (c) for DS-EDCA).
In each sub-figure, we also identify the throughput ratios of
AC_VO, AC_VI, AC_BE, and AC_BK flows with respect
to AC_BK flows, and the fairness indices. Figure 6d plots
the fairness indices among flows of each AC for EDCA and
DS-EDCA under the first scenario. We see that in all cases,
with 802.11e EDCA, the high priority AC flows (i.e.,
AC_VO) consume most of the channel capacity such that it
achieves poor fairness among flows of different ACs. DS-
EDCA, on the other hand, allows low priority AC flows to
share channel capacity according to their assigned weights,
thus providing proportional fairness nicely.

We now demonstrate the strength of the hierarchical link
sharing architecture in 802.11e WLANs. In this simulation,
we consider two pairs of G.711 VoIP calls (four uplink and
four downlink VoIP flows), and four uplink and four
downlink CBR UDP data flows, each operating at 4 Mbps.
The objective of this simulation is to demonstrate that the
link sharing model can guarantee QoS for VoIP sessions
and ensure the aggregate throughputs of uplink and
downlink data traffic in the ratio of 1:2. We configure the
VoIP traffic and data traffic as AC_VO and AC_BE,
respectively, for the original 802.11e EDCA. In this
simulation, only AC_VO and AC_BE flows are active.
For the proposed hierarchical DS-EDCA, the downlink and
uplink VoIP flows are configured as AC_VO, and the
weights of backoff entities for AP and all other mobile
stations are set to 4:1. The downlink and uplink data flows

are all AC_BE, and the weights assigned to the backoff
entities of AP and other mobile stations are set to 8:1
according to Eq. 10. AC_VO has strict priority over AC_BE.

Figure 7 shows the throughput performance of the
original EDCA and DS-EDCA with different traffic types.
Figure 7a and b plot the throughputs of VoIP flows for the
original EDCA and DS-EDCA, respectively. DS-EDCA has
a similar throughput variance of uplink VoIP flows as that
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Figure 6 Scenario 2: four AC flows in two STAs; flows 1 and 3 in
STA1, and flows 2 and 4 in STA2. a Simulation topology. b EDCA
(AC_VO: AC_VI: AC_BE: AC_BK=22.97:6.58:1:1 FI=0.56). c DS-
EDCA (AC_VO: AC_VI: AC_BE: AC_BK=4.20:3.11:2.02:1 FI=
0.99)
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in the original EDCA, but has a relatively stable and higher
throughput for aggregate downlink VoIP traffic because the
AP in the original EDCA does not have priority over
mobile stations in channel contention. Thus, DS-EDCA can
guarantee the demanded QoS for both uplink and downlink
VoIP flows. Figure 7c and d plot the aggregate throughputs
of data flows for EDCA and DS-EDCA, respectively.
Figure 7c shows that the aggregate throughput of downlink
data flows from the AP in EDCA is equal to that of each
individual uplink data flow, which may lead to serious
packet loss when traffic load is heavy. On the other hand,
as shown in Fig. 7d, the aggregate throughput of downlink
data flows is twice that of the aggregate uplink data flows
in DS-EDCA, which fits the planned resource management
policy (i.e., the ratio of uplink to downlink being 1:2).
Moreover, each uplink data flow shares an equal amount of
bandwidth, and thus the uplink resource is shared fairly.
Therefore, the proposed service model can control the
bandwidth sharing among downlink and uplink flows
according to link sharing policy through the priority and
weight assignments implemented in DS-EDCA.

5 Conclusion

In this paper, we have proposed a service mechanism called
Differentiated Service-Enhanced Distributed Channel Ac-
cess (DS-EDCA) for IEEE 802.11e WLANs. With DS-

EDCA, strict priority and weighted fair service among ACs
are provided such that we can control the delay and delay
variation of the QoS traffic and ensure proportional
bandwidth sharing among the best-effort traffic. The EDCA
parameter sets of lower priority traffic are carefully
designed and the backoff intervals of ACs are determined
according to DFS. Furthermore, a hierarchical link sharing
model for IEEE 802.11e WLANs is proposed, which
proves very useful in downlink and uplink traffic sharing.
We have also conducted ns-2 simulations to compare the
performance of IEEE 802.11e EDCA and DS-EDCA in
terms of strict priority, proportional service, fairness, and
aggregate throughput of each AC. The simulation results
show that with DS-EDCA, the ACs can share the channel
capacity strictly according to their priorities, assigned
weights. Most importantly, DS-EDCA is easily imple-
mented and is compatible with the IEEE 802.11 Standard.
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