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Abstract— Increasingly popular commercial streaming While voice quality audio typically operates over a nar-
media applications over the Internet often use UDP as the row range of bitrates (32-64 Kbps), video operates over
underlying transmission protocol for performance reasons 5 much wider range of bitrates. Video conferences and
Hand-in-hand with the increase in streaming media comes | tarmet videos stream at about 0.1 Mbp¥CR qual-
the impending threat of unresponsive UDP traffic, often ity videos at about 1.2 Mbﬁs broadcast quality videos

cited as the major threat to the stability of the Internet. Un- . . .
fortunately, there are few empirical studies that analyzehe &t about 2-4 Mbp} studio quality videos at about 3-6

responsiveness, or lack of it, of commercial streaming medi  Mbps’, and HDTV quality videos at about 25-34 MBps
applications. In this work, we evaluate the responsivenesd  Thus, video applications have the potential to demand
RealNetworks’ RealVideo over UDP by measuring the per- enormous bitrates, often greater than the available net-
formance of numerous streaming video clips selected from work capacity, but also have the potential to reduce their
a \./arie?y of RealServers on the Internet, analyze the TCP- (ata rates when available capacity is constrained.
Friendliness of the UDP streams and correlate the results While TCP is the de facto standard transport protocol

with network and application layer statistics. We find that f ical | licati | h HTTP
most RealVideo UDP streams respond to Internet conges- or typical Internet application protocols such as '

tion by reducing the application layer encoding rate, and FTP and SMTP, there are as of yet no widely accepted
streams with a minimum encoding rate less than the fair rate-based transport protocols for streaming media appli-
share of the capacity often achieve a TCP-Friendly rate. In cations. Unlike typical Internet traffic, streaming video
addition, our results suggest that a reason streaming appli is sensitive to delay and jitter, but can tolerate some data
cations choose not to use TCP is that the TCP API hides |oss. |n addition, streaming video practitioners typigall
network information, such as loss rate and round-trip time, o0 5 steady data rate rather than the bursty data rate of-
making it difficult to estimate the available capacity for ef . . .
fective media scaling. ten associated with window-based network proto_cols. Re-
cent research has proposed rate-based TCP-Friendly pro-
Index Terms— streaming media, protocols, RealPlayer, ycols in the hope that streaming media applications will
TCP-Friendly, unresponsive flows use them [28], [11], but such protocols are not yet widely
part of most operating system distributions. For these
[. INTRODUCTION reasons, streaming video applications often use UDP as
The growth in power and connectivity of today’s coma transport protocol rather than TCP. Moreover, with the
puters has enabled streaming video across the Interig@ of repair techniques [3], [18], [23], [24], UDP packet
to the desktop. Increasingly, users can access onlifgses can be partially or fully concealed, reducing the im-
video clips through a Web browser by simply clickingpact of loss on the quality of the video by the user, and
on a link and having the Web browser start up an asgbus reducing the incentive for multimedia applications to
ciated video player. For example, in 2001 an estimated lefver their bitrate in the presence of packet loss during
350,000 hours of online entertainment was broadcast e&gmgestion.
week over the Internet [25], with countless more hours Potentially high-bitrate video over UDP using repair
dpwnloaded on-demand. Web si_tes tod_ay offe_r stream_ingH_261 and MPEG-4
videos of news broadcasts, music television, live sportingypec-1
events and more. SMPEG-2



techniques suggests that video flows may notfTk#- sponsiveness, we are able to quantify the responsiveness
friendly or, even worse, that video flows may be unresf the video stream over UDP and correlate the results
sponsive to network congestion. In the absence of end-twith network and application statistics.

end congestion control, TCP flows competing with video In analyzing our data, we make several contributions to
flows using UDP reduce their sending rates in responetter understanding the characteristics of potentiaily u

to congestion, leaving the unresponsive UDP flows to esesponsive streaming video on the Internet. We find that
pand to use the vacant capacity, or, worse, contributeagerall, most streaming RealVideo clips are not capacity-
congestion collapse of the Internet [10]. constrained for a typical broadband connection, resulting

In light of this, recent research has explored routét @ fair share of link capacity for a RealVideo stream
queue management approaches to identify and police @er UDP and a single TCP flow. In cases with reduced
responsive flows [19], [29], [9], [17], [21], [5]. Such re-capacity, most streaming RealVideo over UDP does re-
search often models unresponsive flows as transmittipigond by reducing the application layer encoding rate, of-
data at a constant packet size and constant packet fgferesponding to meet TCP-Friendly criteria. We also
(CBR), or as “fire-hose” applications, transmitting at afind several key incentives for video streams to use UDP
unyielding, maximum rate. However, commercial medig@ther than TCP, suggesting that potentially unresponsive
products have been shown to not be strictly CBR [20§treaming media over UDP will likely persist for some
[16], [22], and, although using UDP, may respond to cofime.
gestion at the application layer. A better understanding of The rest of this paper is organized as follows: Section I
the traffic rates and responsiveness of current streamff§sents background on RealPlayer to help understand our

media applications may help create more effective négsults; Section Ill describes our approach to obtain a
work techniques to handle unresponsive traffic. Wide-range of Internet measurements; Sections IV and V

The responsiveness of commercial streaming medigesent and analyze, respectively, the measurement data
products will play an important role in the impact 0]obtained; Section VI discusses our findings; Section VII

streaming media on the Internet. The use of corfUmmarizes our conclusions and Section VIII presents

mercial streaming products, such as the Microsoft WiROSsible future work.

dows Media Player and RealNetworks RealPlayer, has in-

creased dramatically [13]. Communication with commer- Il. REALVIDEO BACKGROUND

cial streaming media product developers has been ineffecRealPlayer provided by RealNetworkss one of the
tive in providing adequate, scientific information on thenost popular streaming media players on the US Internet,
congestion responsiveness, leaving measurement aswifth over 47% of the commercial market share in April
next viable option. While there have been some studi2801 [13]. RealVideo content providers create streaming
characterizing streaming traffic [20], [31], [6], [16], [B4 videos using a variety of possible video codecs, convert it
as well as some measurements of commercial streamindrealNetworks’ proprietary format and place it on an In-
media on private testbeds [14], [22], there are few empternet host running RealServer. During creation, content
ical studies that analyze the responsiveness, or lack ofpitpviders select encoding bitrates appropriate for tlaeir t

of current streaming media products over the Internet. get audience and specify other encoding parameters, such

This study evaluates the responsiveness of RealVide® frame size and frame rate, appropriate for their con-
streaming over UDP by comparing it to the data rates tgnt. The RealServer then streams the video to a user's
TCP under the same network conditions. We set up a nBgalPlayer client upon request.
work testbed where two clients, one using UDP and theRealServer and players primarily use the Real Time
other using TCP, streamed video through a network rou@ireaming Protocdl(RTSP) for the session layer proto-
we control, connected to the Internet via a broadband cé&#l- Occasionally, RealServer will use HTTP for metafiles
nection. We varied the bottleneck bitrate to the clients i HTML pages, and HTTP may also be used to de-
limiting the capacity of the router’s outgoing connectiorliver clips to RealPlayers that are located behind firewalls
a”owing us to exp|0re a range of Congestion Situationg)_lder versions of RealServer used the ProgrESSive Net-
The two clients then simultaneously streamed hundred@8rks Audio (PNA) protocol and, for backward compat-
of videos selected with a variety of content and encodiriglity, newer RealServers and players still support this
formats from a diverse set of Web servers, while measiotocol. For this measurement study, all the video clips
ing packet loss rates and round-trip times as well as apgitlected used RTSP, as described in Section lI-A.
cation level statistics such as encoded bitrates and framep. /\ww.real.com/
rates. By using the TCP stream as the desired level of réhttp://www.rtsp.org/



At the transport layer, RealServer uses both TCP and competing RealVideo over UDP or TCP (see Sec-
UDP for sending data. The initial connection is often  tion II-C).
in TCP, with control information then being sent along « lteratively play the selected RealVideo clips in both
a two-way TCP connection. The video data itself is sent environments with different bottleneck capacities
using either TCP or UDP. By default, the actual choice and analyze the results (see Section IV and Sec-
of transport protocol used is determined automatically by tion V).
the RealPlayer and RealServer, resulting in UDP about 1/2
Fhe time and TCP the other half [34]. Thg decision malﬁl RealVideo Clip Playlist
ing process RealPlayer uses to choose either UDP or TCP

is not publicly documented, and may be interesting future YWe desired a relatively realistic environment in which
work. The choice of UDP or TCP can also be manuall/® could measure and compare the network layer respon-

specified by the user [26]. For our study, we specifical jveness of RealVideo over UDP with that of long-lived

set RealPlayer to use UDP in some cases and TCP in otfP flows sharing the same network path. If we had
ers. as described in Section 111-B. chosen a stand-alone environment where we could pre-

RealSystem supports an application level media chisely_ control the network conditions from the server to
ing technology calledureStream in which a RealVideo thg chgnt, the encoded content and server platform chosen
clip is encoded for multiple target bitrates [8], [27]. Whefnight impact performance more than the network, result-
streaming a SureStream RealVideo clip, RealServer dgd In inaccurate conclusions about the Internet at large.
termines which encoded stream to use based on fed§sS, we decided to use publicly available Internet Re-
back from the RealPlayer regarding the client end-hodtVideo servers and clips as the traffic sources.
network conditions. With SureStream, the actual video 10 form aclip playlist, we searched for RealVideo clips
stream served can be varied in mid-playout, with tH&/RLS) accessible through Web pages using well-known
server switching to a lower bitrate stream during netwo3€arch engines, such as Yahoo and Google, and selected
congestion and then back to a higher bitrate stream whi valid RTSP ReaIVid_eo URLs from th‘? first 100_search
congestion clears. We study the flexibility of SureStreafgSults returned, of which 79 were available during the
scaling in Section V-C. experimental runs.

For each video clip, RealPlayer keeps a buffer to For the clips selected, the median clip length was about
smooth out the video stream because of changes in 8dninutes, while the shortest and longest clips played out
pacity, lost packets or jitter. Data enters the buffer aslft 20 seconds and 30 minutes, respectively. Other statis-
streams to RealPlayer, and leaves the buffer as RealPId{fe on the selected RealVideo clips are available in Sec-
plays the video clip. If network congestion reduces avafilon IV, Section V-C and [7].
able capacities for a few seconds, for example, RealPlayer
can keep the clip playing with the buffered data. If thg. Responsiveness of RealVideo over UDP Measurement
buffer empties completely, RealPlayer halts the clip pla¥nvironment
back for up to 20 seconds while the buffer is filled again.

. , . ldeally, we sought an environment in which to measure
We measure the rate at which RealPlayer fills the buffer in y g . .
Section V-D the network layer responsiveness of RealVideo over UDP

by comparing it to that of long-lived TCP flows under the
same network conditions. Since Internet network con-
ditions are volatile, we wanted to run simultaneous Re-
In order to empirically measure the responsiveness gif/ideo over UDP and bulk TCP flows along the same
RealVideo over UDP, we employed the following methochetwork path, rather than run consecutive UDP and TCP
ology: flows. Unfortunately, public RealServers do not typically
o Select RealVideo URLs that use the Real Timsupport bulk TCP transfers making it difficult to ensure
Streaming Protocol (RTSP) using well-known Wel bulk TCP would use the same network path as a Re-
search engines (see Section IlI-A). alPlayer UDP. Instead, we used RealVideo over TCP as
« Construct an environment for measuring the respotie yardstick with which to compare RealVideo over UDP.
siveness of RealVideo over UDP by comparing it t&ince RealVideo applications are rate-based, at the net-
TCP under the same network conditions (see Semerk level RealVideo over TCP may request the same as
tion 111-B). or lower bitrate than a bulk TCP transfer under the same
« Construct a “media scaling” environment for comnetwork conditions, providing a “lower bound” on the bi-
paring the application layer behavior of nontrate a bulk TCP transfer would use.

I11. APPROACH



do not simultaneously provide other file services making
E' Router it difficult to add congestion-causing traffic to servers in a
controlled manner. Instead, to consistently control the in

;U‘ | H‘ b5 nternet coming available bitrate, we set up a private Linux router

Gg 70K bpS connected to a commercial 700 Kbps DSL network to en-

10Mbps t o able us to create constrained bitrate situations. Theroute

— Token Bucket Filter was configured to use network address translation (NAT)

to eliminate the possibility that packets from the compet-
Fig. 1. Testbed Network Setup: Environment to Measure tlep&e ing TCP and_ UDP streams to _be routed differently. We
siveness of RealVideo attached a Linux token bucket filter (TBFnodule to the

Ethernet card at the internal network of the router. The

We had two RealPlayers, one using UDP and the othEpF duéue size was set to 10 Kbytes and the burst al-
using TCP, simultaneously stream a video clip from tH@Wed (the maximum number of tokens available during
same RealServer along the same network path, while {Ji¢ imes) was set to 1600 bytes, slightly larger than a
captured network and application statistics. As depictdgPical 1500 byte MTU. Theoken rate (available bitrate)
in Figure 1, the two RealPlayers ran on separate PCs @S Set to 600 Kbps, 300 Kbps, 150 Kbps and 75 Kbps.
tached to the same 10 Mbps hub. Both PCs were equip&!.\%le' since we hqve tWO_ strgamlng TIOWS’ ong TCcP and
with a Pentium 11 700 MHz processor, 128 MB RAM and?"€ UDP. competing, their fair capacity share is approxi-
a UDMA-66 15 GB hard disk, and were running Linu>{nateIy half Of_ ea_ch bottlene_ck capac_lty.
kernel version 2.4. Both PCs ran RealPlayer version 8.0.3,Although it is conventional wisdom that over-

with one RealPlayer configured to use UDP and the otHjoVvisioning in core network routers has moved Internet
RealPlayer configured to use TCP performance bottlenecks to network access points [1], it

The hub facilitated capturing network layer perfori-s still possible that network bottlenecks may occur else-

mance data since packets destined to either PC w ere. However, for our study, the location of the bottle-
broadcasted to both PCs. We ranpdunp®, a well- neck, whether at the access link or further upstream, does

known network packet sniffer, on one PC to filter and IoaOt impact the competition between the TCP and UDP

the video stream packets. As the RealVideo packet fornpaieams since the streams have the same NAT-translated
address and thus share the same network path. Even

is proprietary, we were unable to obtain sequence numb_g?sh K path is altered mid q )
and, hence, loss information, from the packet traces the‘Int- e network path is altered mid-stream due to a routing

selves. We did run cpt r ace? on thet cpdunp data, change, the change will be_appli(_ad to both streams.
but it only provides statistics on the very sparse amountFor each DSL-TBF configuration, we carried out tvyo
of RTSP control traffic from the client to the server an8c® of mt_aasure_merjts, where_ each set consecutively
not statistics on the data stream itself. Instead, durir%ayed all video clips in the playlist.
the playout of each clip, we ran@ ng at 1 second in-
tervals to the server to obtain samples of the round-trfp Media Scaling Measurement Environment
time (RTT) and packet loss rate. During pilot studies, Streaming video can adjust to the available capacity
we confirmed that the RTTs and loss rates obtained \daring congestion bynedia scaling where video encod-
thepi ng samples were comparable to those obtained viay is switched to a lower rate. As mentioned in Section I,
tcptrace. Also, we verified that the packet filteringRealSystems uses a media scaling technology calles
and logging did not induce significant CPU or disk loa&ream in which a RealVideo clip is encoded for multiple
and did not interfere with the video playout. At the end dfitrates [27]. The actual video stream served can be var-
each RealVideo stream, information such as the IP packed in mid-playout, with the server switching to a lower
size and arrival time were extracted from thepdunp bitrate stream during network congestion and then back
log usinget her eal 8 and processed to obtain networko a higher bitrate stream when congestion clears.
layer statistics, such as throughput. To study media scaling in RealPlayer we udgehl-

In order to control network congestion, we considereftacer,° developed for a previous study [34], which plays
adding background traffic along the path from the cliefRealVideo streams and records application level stagistic
to the servers. However, as discussed, most RealSenmctuding encoding rate. One of the client machines was

Shttp://www.tcpdump.org/ 9Recent work measuring broadband access links suggest Sfne |
http://irg.cs.ohiou.edu/tcptrace/tcptracew/ providers similarly use TBFs to limit capacities [15].
8http://www.ethereal.com/ Ohttp://perform.wpi.edu/real-tracer/



booted to run Microsoft Windows ME and equipped wittio 300 Kbps to 150 Kbps to 75 Kbps. The low loss rates,
RealPlayer 8 Basic version 6.0.9 and RealTracer versieven at low capacities, implies that most of the RealVideo
1.0. We then ran a non-competing, single UDP or TOPDP streams adapted to the available bitrate, and is inves-
stream for each URL in the playlist, while limiting thetigated in depth in Section V.
TBF incoming bitrate to 35 Kbp¥' since the highest en- Summarizing statistics on packet sizes, the TCP
coded bitrate for all clips that did media scaling was abogtreams used larger packets than the UDP streams with
35 Kbps. We tried other TBF rates such as 25 Kbps, 1a0median UDP packet size of about 640 Kbytes, and a
Kbps and 300 Kbps to verify we measured all possibleedian TCP packet size of about 1100 Kbytes. More-
scale levels (or encoded bitrates) used for clip playoutsver, more than 30% of the TCP packets were equal to the
However, only 2 sets of measurements, TCP for the enttggical network MTU, 1500 Bytes. A possible reason for
playlist and UDP for the entire playlist, on the 35 Kbpshe larger packet sizes over TCP is that while RealServers
DSL-TBF configuration was used to characterize the rean control the application frame sizes to send, with TCP,
sponsiveness of RealVideo media scaling (see Sectionthese frames are often grouped and sent based on the cur-
Qo). rent TCP window sizes.

We do no present further details on the results here, but

IV. RESULTS refer the interested reader to [7].

Over the course of 2 months, we streamed a total of
over 200 hours of video from a cumulative total of over V. ANALYSIS

2000 video clips. Of the total 79 clips in the playlist, |, analyzing the responsiveness of RealVideo over

24 (about 30%) of their servers did not respon®tg  pp, we first analyze bitrates aggregated over all clips

packets, making them unavailable for loss and round-trip, 4 tnen analyze bitrates for individual clip pairs (Sec-

time (RTT) analysis. For all RTT, loss and TCP-Friendly, V-A). We next analyze the TCP-Friendliness of Re-
analysis in this report, we removed the data from thesg /iqeo over UDP (Section V-B). Moving to the appli-
clips, leaving a total of 110 clips for each protocol type qlytion |ayer, we analyze the application scaling behavior
each bottleneck capacity (55 clips8 x 2 sets of exper- (Section V-C). Lastly, we measure the initial buffering

iments = 880 total clips). However, we did use the otheLie compared with the steady playout rate (Section V-D).
data recorded on the set of 148 clips for each protocol type

at each bottleneck capacity (1184 clips total) for analysis
that did not require use of th@ ng data. A. Bitrates

Comparing the average RTTs obtained \iang Figure 2 depicts Cumulative Density Functions (CDFs)
probes for each bottleneck capacity, the 75 Kbps conneg~, per-clip average bitrate used by TCP and UDP for

tion had the highest round-trip times. Th_e mec_iian RT-Eﬁ)ttIeneck capacities of 600, 300, 150 and 75 Kbps. The
for the 75, 150, 300 and 600 Kbp_s configurations WEHECP and UDP distributions are nearly the same for the
450, 340, _130 an d 100 ms respectively. Fpr the 150-686, Kbps bottleneck capacity. However, as capacity be-
Kbps configurations, about 33% of the clips hao_l abf)%mes more constrained, the distributions separate, with
the same RTT regardiess of the bottleneck capacity sN6p having a consistently higher distribution of bitrates

these clips streamed at less than 150 Kbps, and thereff?{gn TCP, as evidenced by UDP distributions being lower

do not su.ff(.ar additional queging delays at the router. thd to the right of the corresponding TCP distributions.
the remaining 67% of the clips, the lower the bottleneck We next analyze the head-to-head bitrate for each pair

capacity the higher the queuing delays, caused primargy(TCP’ UDP) clips. For each clip pair, in Figure 3 we

by the 10 K.b.yte b# ﬁTr atthe botttl)en.eclé ro_uter. b plot an {,y) point wherer is the average bitrate used by
Summarizing the loss rgtes 0 tame_ plang Probes e TCP stream ang is the average bitrate used by the
for each bottleneck capacity, the median loss rate for a0bp stream. The points for each bottleneck capacity are

configura_tion was less than 2%. .AbOUt 37% of the C”P&epicted by a different point style. The dashed 45 degree
played with low bottleneck capacities had no loss, Wh"lﬁ\e provides a reference for equal bitrates for both TCP

?.bOUt 50% of the clips played at highgr bottleneck aPa% 4 UDP. Points above the line (top left of the graph) indi-
ities had no loss. Qverall loss rates m_creased about Jc%le UDP had a higher average bitrate while points below
for each decrease in bottleneck capacity from 600 Kbﬂ?e line (bottom right of the graph) indicate TCP had a

11The queue was set to 5 Kbytes for the 35 Kbps DSL-TBF configligher average bitrate. The distance from the line indi-
uration. cates the magnitude of the average bitrate difference.
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Fig. 2. CDFs of Average Bitrates for Bottleneck Capacitie§@, 300, 150, and 75 Kbps

400 . . . . . : . Kbps bottleneck capacity had the greatest bitrate dispar-
75Kbps O - .
. . 10KbDs |t!es. For the 600 I_<bps bottleneck capa_C|t|es,_there are
350 |- L. T 600 Kbps  + - visually as many points below the equal bitrate line where
* L TCP had a higher average bitrate as there are above the
300 T | 1 equal bitrate line where UDP had a higher average bitrate.
52 LW . . # For the lower bottleneck capacities, there are visually con
g 20 e y@} T T siderably more points above the equal bitrate line, inéicat
2 " :& o »” ing UDP had a higher average bitrate than did TCP.
§ or ***’4% N We next analyze the bitrate disparity relative to the bot-
FA I ' .+ | tleneck capacity. For each clip pair, we subtract the UDP
§ ) K . average bitrate from the TCP average bitrate and divide
< 100 | **gw 5% x o the difference by the bottleneck capacity. Thus, equal
. e st sharing of capacity has a value of 0, a value of -1 indi-
) * T cates UDP got the entire bottleneck capacity, and a value
%+ of +1 indicates TCP got the entire bottleneck capacity.
- - L - - Figure 4 depicts CDFs of the normalized bitrate differ-
0 50 100 150 200 250 300 350 400

Fig.3. H

ences for each bottleneck capacity.

For the 600 Kbps bottleneck capacity, about 40% of the
clips shared the capacity equally. As indicated by the re-
gion in the top right, about 30% of TCP clips had a higher

Average Bitrate for TCP (Kbps)
ead-to-Head Average Bitrate (all runs)

From Figure 3, while there are some points that lieitrate than their counterpart UDP clips while about 20%
along the equal bitrate line, there are many cases of bi-the UDP flows had a higher bitrate than their counter-
trate disparity. The highest bitrate playouts for the 6Qfart TCP clips, as indicated by the region in the bottom
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Fig. 5. Loss Rate, Round-Trip Time and Fairness (Normalizee-

left. For the 600 Kbps bottleneck capacity, the greatest hPP Average Bitrate Difference)

trate disparity was approximately half the bottleneck ca-
pacity. the data rate of UDP is not similarly constrained. Our
For the lower bottleneck capacities, there were increasalysis of round-trip times and loss rates obtained by the
ingly fewer clips with equal bitrates. Many UDP clipspi ng samples show modest correlations for both round-
had substantially higher bitrates than did their TCP coutrip times and normalized bitrate disparity and loss rates
terparts, as indicated by the large areas under the diséiihd normalized bitrate disparity. Figure 5 plots the nor-
butions on the bottom left. For the 300 Kbps bottleneakalized bitrate differences as a function of round-tripetim
capacity, about 60% of the UDP clips had higher bitrategd loss rate, and draws the best-fit (least square) plane
than their TCP counterparts, and for the 150 Kbps and # the samples. The coefficient of determinatidi?) of
Kbps bottleneck capacities, about 70% of the UDP cligs339 indicates that the regression plane explains about
had higher bitrates than their TCP counterparts. For tbae-third of the variation in the normalized bitrate dispar
300, 150 and 75 Kbps bottleneck capacities, about 208 The correlation of -0.51 for the round-trip time in sec-
of the UDP clips got twice the normalized bitrate of theibnds and -3.7 for the loss rate indicates that as round-trip
TCP counterparts. For the 150 and 75 Kbps bottleneck ¢ines and loss rates increase, streaming RealVideo clips
pacities, about 20% of the UDP clips had more than 808ter UDP receive relatively more of the available bitrate
more of the normalized bitrate than their TCP countethan do streaming RealVideo clips over TCP.
parts. However, even for the lowest bottleneck capacities,
there were still cases where the TCP clips had a higher bi-
trate than their UDP counterparts, as depicted by the ar&asDiscussion of TCP-(Un)Friendliness

above the distributions in the upper right. ~ Although RealVideo over UDP may receive a dispro-
In general, as bitrates become constrained, streamiiionate share of available bitrate than do their TCP
RealVideo clips over UDP receive relatively more capagyunterparts, this may be because RealVideo TCP clips
ity than do streaming RealVideo clips over TCP. Howevegansmit at less than their maximum rate. A more serious
further limiting capacity does not significantly change thgst of unfaimess is whether RealVideo over UDP@P-
UDP vs. TCP bitrate allocation ratio. A significantlygrjengly in that its data rate does not exceed the maximum
large number of the UDP video streams are able 0 adagfe of 4 conformant TCP connection under the same net-

to reduced capacities without causing increased Congd@ssik conditions. The TCP-Friendly ratd; Bps, for a
tion. Moreover, in all cases, streaming RealVideo C”Rﬁ)nnection is given by [10]:

over UDP sometimes have lower bitrates than do compet-

ing TCP flows, especially for higher bottleneck capacities. 1.5 x \/2/3 x s
We next analyze the impact of round-trip time and loss T< Rx /b

rate on the normalized bitrate disparity. The data rate

of TCP is paced by acknowledgments and is limited hyith packet sizes, round-trip timeR and packet drop rate

packet loss rate, so a higher round-trip time or loss rate gi-For each clip for each run, we use Equation (1) to com-

rectly results in a lower maximum throughput. Howevepute the TCP-Friendly ratd ), using a packet size) of

(1)



1500 byte&? and the loss ratepf and RTT () obtained !

from the correspondingi ng samples. We then compare  os
T to the average bitrate used by the UDP clip. For each os
bottleneck capacity, we record the count of the number of .,
times the UDP clip was not TCP-Friendly. Z oo
&
TABLE |
NUMBER (AND PERCENT) OF NON TCP-FRIENDLY FLOWS 5 04
Bottleneck Total min > | maz < Effective o2
Capacity Unfriendly fair fair Unfriendly 02
75Kbps | 8/110 (7%)| 22 30 8/58 (14%) o
150Kbps | 7/110 (6%)| 12 42 556 ( 9%)
300 Kbps | 9/110 (8%) | 12 48 750 (14%) o . . " . . - . .
[ Total | 24/330(7%)] 46 | 120 [ 20/164 (14%)] Number o Scales (Coded Biate)

Fig. 6. CDF of Media Scales (all runs)

The TCP-Friendly results are shown in Tabt IThe _ ) _ _
“Unfriendly” columns indicate a count of the UDP clips The TCP-Friendly formula in Equation (1) is conserva-

that were not TCP-Friendly. Therin > fair” col- tive in that it computes the maximum bitrate an aggressive

umn indicates the count of clips that had a minimum ed-CP connection would receive. Thus, connections that
coded bitrate greater than the fair share of network cap&¢hieve a higher bitrate than computed in Equation (1)
ity; these clips were not encoded to be able to prope@?e clearly not TCP-Friendly. In general, there is evi-
respond to congestion. Thetaz < fair” column indi- J€NCe to s_uggest_ma_my cases where streaming R_ealvldeo
cates the count of clips that had a maximum encoded @€' UDP s, in principle, TCP-Friendly, and there is also
pacity less than the fair share of the available bitratesgheEVidence to suggest that streaming RealVideo clips over
clips, in general, had no need to respond to congestidfPP can sometimes be non TCP-Friendly, particularly for
Removing the clips counted in these last two columns prg@Pacity-constrained conditions.
vides a base count for the non TCP-Friendly clips, pres , .
sented in the column “Effective Unfriendly”.yThFi)s Iapst%' MeclllaScal?ng _ . .
analysis is useful as it exactly represents the percentage dVédia scaling technologies adapt media encoding to
RealVideo clips that must respond to congestion becad§ available bitrate in an effort to provide acceptable me-
of available bitrate constraints and have been encoded{p quality over a range of available bitrates [2], [33]. In
allow the RealServer server to do so. times of congestion, media scaling benefits both the net-

Overall, 36% (120/330) of the UDP streams had a ma¥°rk, by reducing offered load, and also the user, by pro-
imum bitrate less than their fair share and thus were uding graceful degradation in perceived quality [30]. As
constrained by the network conditions. On the other harf€ntioned in Section Il, RealSystems provide SureStream
14% (46/330) of the UDP streams were constrained gg/edia scaling at the application level that can select an
the network conditions but had not been encoded so &g€quate quality version of a video to fit into the current
to allow them to respond to congestion. This latter sé&onditions of available network bitrate. o
while problematic from the congestion control point of " the previous section, we showed that even if using
view, can be readily addressed by content providers §aédia scaling, RealVideo streaming over UDP can stil
lecting multiple encoded bitrates when creating strearf@€ Non TCP-Friendly. This section analyzes data from the
ing video content for their Web sites. Of the remaining}€dia scaling measurement experiments, as described in
UDP streams that were constrained by the network apgction IlI-C, in an effort to determine why that might
had been encoded to allow a congestion response, 143pPen. .
were not TCP-Friendly. Thus, with the proper bitrate en- F19uré 6 shows a CDF of the number of distinct en-
coding levels (see Section V-C), the large majority (%gded bitrate levels seen in each clip for all runs. About

I

of RealVideo streaming video over UDP is TCP-friendly® 70 Of the clips were not using media scaling at all, and
in the presence of network congestion. herefore over UDP, these clips have difficulty responding

to network congestion. Less than 50% of the clips were
12The maximum packet size recorded. See [7] for more details ?J%ing more than 4 levels of scaling and so could only ad-

packet sizes. just to the available bitrate coarsel
3Since the 600 Kbps bottleneck capacity clips had very lovs lo Y-

rates, we do not include the 600 Kbps data in our analysis sidav ~ Figure 7 shows the scale levels and corresponding bi-
data skew from “unlucky” sampling. trates for each clip, sorted first by number of levels, and
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second by the lowest encoded bitrate. For the unrespon
sive clips (those with only 1 scale level), 40% were high-
quality video clips that had a bitrate higher than 150 s}
Kbps. Also, over 50% of the clips with 3 to 5 scale lev- i S —
els were targeted primarily for broadband connections and ~ °¢ 20 20 % % . 100 Y 10
” Playou + Buffereing Time (sec

FOUId not aglapt 0 Capa.CItleS below 50 -Kbps. _Strear"gi-_& Media Scaling Dynamics: Clip-65 (top) and Clip-78itom)
ing these clips on capacity-constrained links using UD(BgSL: BR=35 Kbps, Q=5 Kbytes)
would cause unfairness to any competing TCP flows. Re-
alVideo clips with more than 5 scale levels were designed
to adapt more readily to low capacity conditions, evinore quickly than did TCP. In the bottom graph of Fig-
denced by the number of scale levels with low bitratede 8, UDP quickly used 7 scale levels to adjust the ap-
but may still be unfair at higher capacities. plication’s data rate to the available bitrate, while TO®, o

When available bitrate is reduced during congestioi€ other hand, took more than 20 seconds to adjust the
real-time streaming servers must employ media scaling"®f€ and then it did so in one, large encoding rate change.
order to preserve timing, whether streaming over UDP or We believe the difficulty RealPlayer over TCP has in
TCP. Figure 8 shows the media scaling behavior of twasljusting the application data rate to the available net-
sample RealVideo clips streaming over UDP and TCWOrk bitrate is because TCP does not expose network in-
where the available inbound bitrate was 35 Kbps. For bd@rmation to the application layer. Streaming applicagion
clips and both streams, the initial encoded bitrate was siper TCP can only measure application level goodput and
nificantly higher than the available capacity, depicted Byot information on packet drop rates or round-trip times.
the horizontal line at 35 Kbps. Each horizontal “step” regStreaming applications over UDP, on the other hand, can
resents an application layer scaling of bitrate. The finelore easily detect packet losses and measure round-trip
playout bitrates achieved show the conservative adapiigies, allowing them to more quickly adjust the applica-
tion of the RealServers since they stabilize at a bitrate |dion data rate to the available network bitrate.
than what is available. This conservative media scalingMoreover, for high-quality, high-bitrate videos, the in-
behavior may result in less than optimal video quality baibility to detect network congestion when using TCP is
often helps the UDP RealVideo streams to achieve TCétitical. As evidenced by the TCP stream in the bottom
Friendly rates as supported by our TCP-Friendliness angtaph of Figure 8, the server fills the available TCP buffers
ysis. In the top graph of Figure 8, both TCP and UDRith high quality video frames that must be delivered by
scaled their application data rate 6 times before the ahe transport layer before it is able to scale down. For
coded rate settled below the available bitrate. Howevéing user, this results in a large delay before frame play-
UDP was able to obtain this application data rate muchut begins as the high-quality frames are buffered over a

100000
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low-capacity connection. Quantitatively, by looking & thunable to adapt their application data rates to the availabl
end-time of transmission, the top graph of Figure 8 showetwork bitrate, causing UDP streaming to be unfair un-
that to play 3 minutes (i.e., 180 seconds) of video, streaufer capacity-constrained conditions. However, most Re-
ing over UDP took about 200 seconds while streamirgVideo clips can, and do, scale their application datasrate
over TCP took more than 300 seconds. In other words, the available network bitrate. RealVideo streams over
streaming over UDP required 20 seconds of buffering t9DP can adjust their application data rates to the available
play a 3 minute video clip, while streaming over TCP rebitrate more efficiently than can RealVideo over TCP.
quired more than 2 minutes of buffering to play the same

3 minute clip. D. Buffering Data Rate

In Figure 9, the CDFs c!eplct the number of m(?dla scaIeAS suggested in [16], RealPlayer buffers data at an ac-
changes seen for each video clip, and summarize the rel; . ) .
. . . . : . celerated rate for the first part of a clip. Confirming and

ative responsiveness of RealVideos in scaling the applica- ~ . : .
. . ' analyzing the rate of this buffering rate versus steady-play
tion data rate to below the available network bitrate. Over- .

rate may help to characterize the bursty nature of Re-

all, UDP streams had more scale changes than did Tgliei deo streams
streams. Also, Figure 9 shows that about 20% (55% - '

35%) of the streams that scaled when streamed over UDIJ’:or each clip, we cqmpute the maximum blt_rate aver-
) aged over 10 second intervals taken over the first 80 sec-
did not scale at all when streamed over TCP.

Figure 10 summarizes the responsiveness of RealVia‘?ar(])dS (calling th|§ théuffering datfirate) and compare this .
to the average bitrate over the time from 100 seconds until

media scaling based on how quickly the video strea Iae clip ends (calling this theeady playout rate).

adapted to the available bitrate after streaming started. . . : .
pie g Figure 11 depicts the ratio of (average buffering data
Specifically, for the successfully adapted streams, we .
. . rate / average steady playout rate) for different steady
measure the time taken for the encoded bitrate to drop un- . .
layout rates. For reference, a ratio of 1 indicates that

der the inbound capacity limit, depicted as the first poirﬁ'ge buffering data rate was equivalent to the steady play-

under the 35 Kbps limit for each S”e"’?m n Elgure 8. Fi ut rate. Low bitrate clips buffered at up to 6 times their
ure 10 shows that about 15% of the video clips were Iovgﬁ/ a lavout rates. Higher bitrate clins buffered at rel
quality and always required less than 35 Kbps. Also erage play €s. nighe ps bu

25% (40% - 15%) of the video clips were able to ada[?ttl\{ely lower rates, pos.5|bly becguse capacity restnst.lo
to the available bitrate within a couple of seconds, ind mited them from buffering at a higher rate. The buffering
' steady playout ratios less than 1 in the 0-150 Kbps range

pendently of the transport protocol used. However, for the o
remaining 60% of the clips, the TCP video streams toqgr some TCP streams are caused by TCP retransmission

. . ) meouts during buffering.
significantly more time to adapt their scales to the avail- L . - -
In order to determine if capacity restrictions limit

able bitrate. For example, 80% of the UDP video streargsfferin rates. we ran a set of experiments with the bot-
adapted to the available bitrate within 10 seconds, while | g ’ P

took more than 25 seconds for the same percentage ofttlﬁgeCk capacity being '_the4camp_us LAN attached to the
. Intérnet via a 15 Mbps link* In this setup, the LAN en-
TCP video streams to adapt.

In general, a significant fraction of RealVideo clips are *http://www.wpi.edu/Admin/Netops/MRTG/
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a simple average bitrate over the length of the entire clip
cp vl meng |+ ] will also not reveal the true nature of RealVideo since it
JOP (AIDSLTBR Runs) will miss the buffering period. An accurate bitrate dis-
tribution for RealVideo must include a buffering stage,
whereby the sending data rate is typically from 2-5 times
the steady-state playout rate and a post-buffering stage
whereby the actual bitrate is dependent on the encoding
bitrate of the content and the network conditions.
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' E. Smoothness
o Streaming video requires not only a moderate to
50 100 150 200 250 300 350 400 . )
Average Steady Playout Rate (Kbps) high bitrate but also a smooth data rate. TCP’s

Fig. 11. Ratio of Average Buffering Rate to Average SteadyyBut acknowledgment-based window advancement can result
Rate versus Average Steady Playout Rate (all runs) . - P
in a bursty data rate, thus requiring a significantly larger
receiver buffer at the application level for a smooth media
playout than is required for UDP streams. Streaming me-
r ; dia applications, especially real-time applications, sem
times cite these reasons for choosing UDP as their primary
P transport protocol [12].
o For each clip, we calculate the “smoothness” of the net-
work data rate every 500 ms by taking the ratio of consec-
04 / """"" utive bitrates measured over each interval. For example,

0.8

Cumulative Density

if the data rate is 200 Kbps for one time interval and 400
Top i g — -1 Kbps the next time interval, the smoothness of the inter-
val would be 2. If the data rate then dropped by half back
N — S to 200 Kbps, it would be 0.5 for the next interval. Fig-
’ D erage ufering e Average Sieady Pasout e ! ure 13 depicts CDFs of smoothness for each network bot-
Fig. 12. CDF of Ratio of Average Buffering Rate to Averageae tleneck bandwidth, with the x-axis drawn in log-scale so
Playout Rate (LAN) as to make a smoothness of 0.5 and 2 visually equal. Both
TCP and UDP were smooth for a bottleneck capacity of

. . . . 600 Kbps. With bottleneck capacities of 300, 150 and 75
vironment was relatively unconstrained, having a bottle-

. . ; . ps, both TCP and UDP became noticeably less smooth,
neck capacity which was typically at least three times tha
: with TCP often far less smooth than UDP.
of our 600 Kbps bottleneck capacity.

Fi 12 dei CDE of th 0 of th In general, as for other streaming applications, stream-
\gure epicts a of the ratio of the averagg RealVideo clips over UDP receive a smoother play-
buffer!ng data rate to the average steady playout rate. T rate than do streaming RealVideo clips over TCP for
buffering rate to steady rate ratio for QDP was nearly th:eapacity-constrained conditions.
same as that of TCP for 40% of the clips. For 60% of the
clips, however, the ratio of buffering rate to steady rate fo

UDP was significantly higher than that of TCP. For UDP, VI. DISCUSSION OFRESULTS

the vertical “steps” in the CDF are at typical RealVideo |n the current Internet, there are no concrete incentives
encoding rates, where the buffering rate was a fixed mgdr applications that use UDP to initiate end-to-end con-
tiple of these rates. For TCP, the steep slope in the ClgEstion control. In fact, at the network level, unrespon-
at around 2 suggests TCP streams typically buffered agige applications may be “rewarded” by receiving more
rate twice that of the steady playout rate. than their fair share of available bitrate. As seen in Sec-
In general, both RealVideo clips over UDP and Rditon V, streaming media over UDP can sometimes result
alVideo clips over TCP buffer data at a significantlyn a higher average bitrate than streaming media over TCP,
higher rate than the steady playout rate. Due to this prorprmarily because competing TCP sources are forced to
nent buffering period, RealVideo cannot be modeled adransmit at a reduced rate. Plus, as seen in Section V-
simple CBR flow, as is common in many network simue, it is more difficult for the application layer to adjust
lations that include streaming media. In fact, looking dhe encoding rate to the available bitrate when using TCP

0.2
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(because the TCP API does not provide network loss raitais not always guaranteed as media scaling is an optional
for example). Thus, there are strong application-orientethicoding feature provided to content providers as a means
reasons for streaming media to use UDP rather than T@Penhance streaming media quality rather than as a proper
suggesting potentially high-bitrate video over UDP magongestion control mechanism. Section V-C shows that
contribute to congestion collapse. about 30% of RealVideo streams could not do application

However, an unresponsive “fire-hose” application, sudpedia scaling at all, being unresponsive to network con-
as high-quality video using UDP over a congested lin@€stion when streaming over UDP.
is ineffective from the application standpoint primarily Lastly, the higher buffering rate seen in Section V-D is
because having a congested router randomly drop IO(,i@gneficial for users, but possibly harmful to the network.
ets can cause the more important data packets to Aydigher buffering rate either allows the player to build
dropped [4]. Instead, applications can significantly be#P @ larger buffer before beginning frame playback and
efit by using media scaling, as illustrated by Rea|p|ayg}us better avoids any un-smoothness caused by network

in Section V-C, to make intelligent decisions about whicl{ter or transient congestion, or allows the frame plajbac

packets not to send beforehand, making low quality vidé® Pegin earlier. However, the increased buffering rate
over the same congested link quite effective. makes the streaming traffic more bursty and, with UDP,

it can cause even more unfairness versus any competing

As shown in Section V-B, media scaling, a streammgcp flows. Overall, from the network point of view, the

0S control mechanism, can also be an effective mean ) . :
Q ’ Ef)usﬁerlng rate should be limited to the playout rate, and is

of responding to network congestion. While scaling the . . :
was for earlier versions of some other commercial play-

application data rate to meet the available bitrate, Rgr-s [16]
alVideo over UDP often achieves a TCP-Friendly trans- ' . " . .
Thus, despite some positive congestion responsiveness

mission rate. However, these results, obtained in an exper- )
Psults of RealVideo UDP streams, end-to-end conges-

imental environment that induces contention at the low- . . .
capacity last-mile link, may or may not hold for Con_'uon control that relies solely on media scaling may not
’ be a suitable solution for the well-being of the Inter-

tention on high-capacity backbone links. Typically, the . . :
; N net. Instead, a streaming-friendly transport protocohwit

packet drop rate of a high-capacity link may be affecte . .

X . . . a _proper congestion control mechanism should be pro-

little by the data rate of a single video stream, causing a

weaker control relation between media scaling and n {gled. Such a protocol would ideally provide a streaming-
9 ?rlendly API that gives applications transmission state in

work contention (packet loss rate). Under such a con(iil- 4 .
) s ) . : . ormation as well as control over the transmission buffer
tion, the sensitivity of the media scaling will dominate

the congestion responsiveness of the UDP video Strea%gnagement for efficient media scaling.

While we were unable to measure the scaling sensitivity

of RealVideo streams in this study, in the worst case, a Re- VII. CONCLUSIONS

alVideo may very coarsely react to the network regardless|y this work, we evaluated the network-level and

of the scale levels supported by the clip, streaming eithghyjication-level responsiveness of RealVideo streaming

at the highest or at the lowest quality level. over UDP by comparing it to TCP under the same network
In addition, although media scaling, when coupled witbonditions. We set up a testbed that allowed us to simul-

properly scale-encoded RealVideo clips, may be effectiteneously stream two RealVideo clips, one over TCP and
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one over UDP, along the same network path. Our testbked future work.

also let us control the network bottleneck capacity, thusThe major commercial competitor to RealNetworks'’
allowing us to evaluate the responsiveness to congestRealPlayer is Microsoft’s Windows Media Play&rMea-

of the UDP streams. Using our testbed, we streamed ogerement of the congestion responsiveness of Media
600 hours of videos from over 2000 video clips with a véRlayer streaming over UDP on the Internet might help
riety of content and encoding bandwidths selected froumderstand the differences in congestion responsiveness
across the Internet. across commercial players. We have conducted prelimi-

Overall, we find RealVideo over UDP typically receivesary comparisons of RealPlayer and Media Player in [16]
bitrates comparable to that of TCP under normal netwoakhd measured the responsiveness of Media Player in a
conditions. Even during periods of packet loss, mosbntrolled, non-Internet environment in [22].

RealVideo over UDP is TCP-Friendly. However, under In this study, we intentionally selected pre-recorded

capacity-constrained conditions, RealVideo over UDP caideo clips to help ensure consistency in the videos played
have a higher bitrate than TCP and the bitrate use getsatt during each set of experiments. Live content, captured
creasingly unfair with an increase in packet loss rate aadd served directly from a video camera or television, typ-
round-trip time. ically has different characteristics than does pre-reswrd

Media scaling directly determines the congestion reentent [32]. Future work could be to measure the per-
sponsiveness of UDP streams and can be an effectigemance of live RealVideo content on the Internet and
means of responding to congestion when paired witompare it to that of the pre-recorded RealVideo content
properly scale-encoded video clips. However, properig our study.
scale-encoded video clips are not guaranteed as they ar€he work in this paper did not explore the relationship
an optional encoding feature provided as a means to &etween perceptual quality of the video, influenced by ap-
hance streaming media quality rather than as a progication level performance such as frame rate and jitter,
congestion control mechanism. In addition, the usesind network metrics. A better understanding of the im-
beneficial initial burst of buffering traffic over UDP, muchpact on perceptual quality on video streaming over UDP
higher than the average playout rate, can cause consid@rsus TCP might further aid in developing more effective
able congestion and can make RealVideo network traffiays to use a TCP-Friendly share of the available bitrate.
more difficult to manage.

This study concludes that while not threatening the
well-being of the Internet as is commonly feared under _ _
normal network conditions, RealVideo UDP streams may e would like to acknowledge Yali Zhu for her help
also not necessarily be good Internet citizens. Furthdf-the initial collection of the data. We would also like
more, since our observations apply only to RealVigd§ thank the anonymous reviewers for their detailed com-
streams with the congestion responsiveness of other pB}Nts on an earlier version of this paper.
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