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Abstract In H.264/AVC, 4 × 4 discrete cosine transform (DCT) is performed on the
residual signals after intra prediction for decorrelation. Actually, residual blocks with
different prediction modes exhibit different frequency characteristics. Therefore, the fixed
transform matrix cannot match the energetic distribution of residual signals very well,
which degrades the decorrelation performance. Fortunately, the energetic distributions of
residual blocks with the same mode are relatively coincident, which makes it possible to
train a universally good Karhunen–Loève transform (KLT) matrix for each mode. In this
paper, an optimal frequency matching (OFM) algorithm is proposed to train KLT matrices
for residual blocks and nine KLT matrices corresponding to nine prediction modes of 4 × 4
intra blocks are trained. Experimental results show that KLT with trained matrices yields a
persistent gain over H.264 using 4 × 4 DCT with an average peak signal-to-noise ratio
(PSNR) enhancement of 0.22dB and a maximum enhancement of 0.33dB.

Keywords Karhunen–Loève transform . Discrete cosine transform . Intra coding . H.264/AVC

1 Introduction

The H.264/MPEG-4 part 10 is the latest video coding standard of the Joint Video Team
(JVT), formed by ISO/IEC MPEG and ITU-T VCEG [20]. Its performance is superior to
other well-known video coding standards such as H.263 [7], MPEG-4 [16], in terms of
peak signal-to-noise ratio (PSNR) at the same bit rate [19]. Its high coding efficiency is
made possible by new advanced coding tools such as variable block size motion estimation
(ME), multiple reference frames, quarter-pixel accuracy ME, and spatial prediction for intra
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coding [17]. Usually, inter coding is superior to intra coding, but intra coding is useful for
various purposes such as random access, video editing, and scene extracting [10].

In H.264, intra prediction is conducted in the spatial domain, by referring to neighboring
samples of previously decoded blocks that are to the left and/or above the block to be
predicted. In all slice-coding types, two primary types of Intra coding are supported: intra
4 × 4 and intra 16 × 16 prediction. There are nine 4 × 4 and four 16 × 16 modes to be
used as the candidates for the best mode. The intra 4 × 4 mode is based on predicting
each 4 × 4 block separately and is well suited for coding the picture regions with significant
detail. The intra 16 × 16 mode, on the other hand, does prediction and residual coding on the
entire 16 × 16 block and is more suitable for coding very smooth areas [11].

The key in efficient image and video compression is to explore source correlation so as
to find a compact representation of image and video data [8]. Over the past few decades,
various spatial transforms, such as the Karhunen–Lòeve transform (KLT), discrete cosine
transform (DCT), and discrete wavelet transform (DWT) [18], have been developed to
explore source correlation. The H.264/AVC performs DCT on the residual signals after a
spatial prediction for energy compaction. As indicated in [9], residual blocks with different
optimal prediction modes exhibit different frequency characteristics, thus the fixed DCT
matrix cannot match the frequency characteristics of residual signals very well. Therefore,
the decorrelation performance of DCT is less satisfactory. In this work, we turn to KLT, of
which the matrix is trainable, for better decorrelation performance.

The KLT is known as a data-dependent transform that achieves optimal decorrelation (all off-
diagonal terms of the transformed data’s covariance matrix are identically equal to zero) and
optimal energy compaction [5]. It is preferable to DCT and DWT in some applications in order
to achieve higher compression efficiency [12–14]. However, in these applications, the trained
KLT matrices were optimal only with respect to a strict class of signals. In other words, KLT
would have to either be chosen in advance (which means that the statistics of the data have to
be known in advance) or computed during the encoding process and communicated to the
decoder, which is expensive in terms of both computational complexity and rate [3]. The
performance penalty associated with using a worst KLT rather than a best KLT can be made
arbitrarily large in both the fixed-rate and the variable-rate transform coding scenarios [4].

Therefore, our research problem in this work becomes: can we train universally good KLT
matrices so that the KLT transform do not need to adapt its transform matrix according to input
residuals? Fortunately, the energetic distributions of residual blocks with the same mode are
relatively coincident [17], which makes us possible to train a universally good KLT matrix for
each mode. In this paper, an optimal frequency matching (OFM) algorithm is proposed to
train universally good matrices. In this algorithm, after dividing samples (in the rest of this
paper, the actual input signal is named as sample while the possible input as signal) into
groups, a great number of candidate KLT matrices can be obtained using conventional
method. Due to the relatively coincident energy distribution of residual signals with the same
prediction mode, the frequency spectrum of selected residual samples can be approximately
taken as that of the residual signals, which will be then referred to select the best matrix from
all candidate KLT matrices. Additionally, in order to make decorrelation performance of the
final selected matrix as good as possible, we permute each candidate KLT matrix. Finally, the
permutated KLT matrix that can absorb the most energy of signals into the lower bands is
selected as output. Using this method, we have trained nine KLT matrices corresponding to
the nine prediction modes for 4 × 4 intra blocks. Experimental results demonstrate that the
decorrelation performance of KLT with these matrices is much better than DCT persistently.

The remainder of the paper is organized as follows. In the section 2, the definition of KLT is
first reviewed and thought way of OFM algorithm is then introduced. The details of OFM
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algorithm are described in the section 3. In the section 4, experiments and analysis of our
KLT matrices with DCT are illustrated. Finally, concluding remarks are given in the section 5.

2 Overview and motivation

First of all, we will review the definition of KLT that is an orthogonal transform. Let
vectors V1, V2,...,VL to be L vectors of length M. The average vector 8 and each difference
vector Di are calculated as following, respectively:

8 ¼ 1

L

XL

i¼1

Vi ð1Þ

Di ¼ Vi � 8 : ð2Þ
The difference vectors are used to set up covariance matrix C as

C ¼ 1

L

XL

i¼1

DT
i Di

� �
: ð3Þ

Then the KLT of Vi is defined by

Yi ¼ Vi � 8ð ÞΩ ð4Þ
where Ω = [Ω1,Ω2,...,ΩM]is the KLT matrix and Ωi is the transpose of the i-th eigenvector
of C. For linear prediction like intra prediction in H.264, the prediction residual signals can
be assumed to be Gaussian white noise with zero mean. Thus, (4) can be simplified as

Yi ¼ ViΩ: ð5Þ
Based on (5), we can obtain

Yk
i ¼ ViΩk ð6Þ

where Yk
i represents the k-th element of Yi. Both perfect reconstruction and orthogonality

can be sufficed according to the definition of KLT. For block transform coding, we can
easily formulate a vector by performing raster scan on this block, as illustrated in Fig. 1.
After quantization, the transform coefficients are sequentially scanned for entropy coding.

We can take KLT as horizontal multi-channel wavelets transform (MCWT) [15] with
equal filter length and channel number. Accordingly, each basis vector of a KLT matrix can
be viewed as a channel. In transform coding, the multi-channel wavelets with good
transform performance are expected to have good frequency property in order to compact
more energy into the lower frequency bands [2].

From the above analysis, a universal KLT matrix must also be multi-channel wavelets
with good frequency property. Actually, it is hard to exploit the relationship between
training samples and the frequency property of the trained KLT matrix. That is to say we
are unable to formulate principles for sample selection to guarantee the good frequency
property of the KLT matrix. Nevertheless, it is much more likely to obtain a good KLT
matrix from a KLT matrix candidate set when the number of candidates is large enough.
Therefore, our research problem becomes: can we design an algorithm to find the KLT
matrix with optimal frequency property from a great number of KLT matrices? We propose
an OFM algorithm, which will be elaborated in the following sections.
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3 OFM algorithm for KLT matrix training

As indicated earlier, a good KLT matrix is expected to possess good frequency property so
that most energy can be compacted into the lower bands. In finding the optimal KLT
matrix, there are two important issues that need to be illuminated:

1) How can the universally good decorrelation performance of the final selected KLT
matrix be guaranteed?

2) Since good frequency property is quite fuzzy, is there any way to describe good
frequency property for a 1-D transform quantificationally, which allows us to find the
optimal matrix using a dynamic programming solution?

For the first question, it must be emphasized that our goal is to find the KLT matrix that
has optimal performance on the whole. That means its optimal performance for individuals
is not ensured. Moreover, by “universally good,” we mean the good performance for
various video sequences. In this case, the frequency spectrum of a universally good KLT
matrix is expected to match statistical characteristics of signals well. Since the energy
distributions of residual signals with the same intra prediction mode in H.264 are relatively
coincident, for each mode, it is reasonable for us to approximately extract the statistical
characteristics of residual signals through that of a certain amount of residual samples.

Suppose that, there are totally N sample vectors (namely, the realigned residual blocks).
If we connect n of them (n ≤ N) end to end to form a new vector, the frequency spectrum of
this newly formed vector can reflect the energy distribution of these samples. For
convenience, we call this newly formed vector string vector. Figure 2 illustrates the
construction of a string vector from n vectors of length M. Therefore, we can take the
frequency spectrum of this string vector as the energy distribution of signals. Clearly, to
reduce the influence of individual differences to the frequency spectrum of the string
vector, n should be large enough. Therefore, a universally good KLT matrix is expected to
have good decorrelation performance to the string vector.

Since KLT can be taken as MCWT, (6) can be viewed as a convolution operation. As
convolution in the time domain is equivalent to multiplication in the frequency domain
[6], The energy distribution of the transform coefficient Yk

i can be acquired by multiplying
the frequency spectrum of the string vector and that of Ωk. By calculating the proportion of
energy of transform coefficients in lower bands (with smaller k) to the whole frequency
band, we can judge whether this KLT matrix yields good decorrelation performance to this
string vector or not. For the i-th channel of a KLT matrix X, its transform gain gX(i) can
be calculated according to the energy distribution proportion of this channel. Considering
that transform coefficients of different frequency bands have different influence to
entropy coding, the total transform gain of X that is defined as g(X) should be calculated

...

Fig. 1 Input data block
realignment
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as a weighted sum of gain of each channel. Therefore, gX(i) and g(X) can be defined
as following:

gX ið Þ ¼ ei Xð Þ
PM

j¼1
ej Xð Þ

ð7Þ

g Xð Þ ¼
XM

i¼1

wi � gX ið Þ ð8Þ

where ei(X) is the energy distributed in the i-th band and wi is the weighting coefficient of
the i-th band. The bigger the gain of a KLT matrix is, the better its performance is.

In (8), with i increased, wi decreases but the change of gX(i) is uncertain. Additionally,
gX(i) may be suboptimal under current order of channels. With these two drawbacks, it
seems hard to get a high value of g(X). Given a permutation matrix P, it can be
demonstrated that P×X is still orthogonal and perfect reconstruction can be also sufficed.
By permutation, both of these two drawbacks may be overcome. That means for a given
KLT matrix, a higher transform gain may be achieved by adjust order of its channels.

For an M×M KLT matrix, there are totally
QM

i¼1 i permutations. Obviously, the globally
optimal way to find the best matrix is to try all permutations. However, this is of high
complexity: a 16 × 16 KLT matrix can be permuted in (16!) = 2,004,189,184 ways! So we
turn to suboptimal but efficient algorithms. Since the goal of transformation is to compact
more energy into lower frequency bands, we can conclude that the lower bands are more
important. Accordingly, we should give top-priority to the channels with smaller indexes in
permutation. In Fig. 3, the solid curve is the frequency spectrum of a string vector. Suppose
the KLT matrix has four channels. We then divide the whole frequency range into four
bands uniformly, which are partitioned by dash lines and denoted by ①, ②, ③ and ④

respectively. As can be seen, ① possesses the most energy, and then ③ and ②. The least
energy is distributed in ④. So we first select from 4 basis vectors the basis vector that can
absorb the most energy from this string vector in① to be channel 1. Afterwards, among the
remaining 3 basis vectors, the vector that can absorb the most energy in ③ will be selected
to be channel 2. Using the same method, the remaining 2 channels can also be decided.
Therefore, for an M×M KLT matrix, the total number of permutations T(M) is:

T Mð Þ ¼
XM

i¼1

i ¼ M � M þ 1ð Þ
2

<<
YM

i¼1

i� ð9Þ

V11 V12 V1MV1

V21 V22 V2MV2

Vn1 Vn2 VnMVn

...

...

...

...

VnMV11 V1M... V21 ...

string vector

V2M ...

Fig. 2 Construction of a string vector
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Figure 4 illustrates the procedure of OFM algorithm. We first construct a string vector
by a large number of samples to extract energy distribution of signals. Then a KLT matrix
candidate set is obtained by training the grouped samples. For a candidate KLT matrix, its
transform gain can be calculated according to its efficiency on compacting signal energy
into lower bands. If its transform gain is bigger than that of the trained optimal KLT matrix,
this KLT matrix will be regarded as the new optimal matrix. Otherwise, the optimal matrix
remains unchanged. After all candidate KLT matrices are considered, the optimal matrix will
be taken as final output.

A detailed description of OFM algorithm follows.

OFM algorithm
Initialize:

max_gain=0.
Set A to be a unitary matrix.
Set SVS = {s1, s2, ..., sN}, where si stands for a sample vector.
For i=1 to N

Calculate KLT matrix C based on L sample vectors si, si+1, ..., si+L-1.
i = i + L.
Set X to be a zero matrix.
Set basis vectors set BVS to be C.
For j=1 to M

Select best vector vj for the j-th channel of X from BVS.
BVS = BVS - vj.
Calculate gX(j).

End
Calculate g(X).
If max_gain < g(X)

max_gain = g(X).
A = X.

End.
End.

Output A.

The OFM algorithm is indeed time-consuming. However, it should be noted that such a
complex training procedure is fully independent to the encoding process. That means we

Frequency

Amplitude

0

1 2 3
4

3 /4π π/2ππ/4

Fig. 3 Frequency band partition
in OFM algorithm
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can use the pre-trained KLT matrices instead of training KLT matrices in real time.
Moreover, no additional bits are required to code the KLT matrices. Therefore, the KLT
transform is very easy to conduct within the H.264 framework. For a 4 × 4 residual block,
operation of KLT requires 256 multiplications while DCT requires 128 multiplications (We
do not consider additions here). So the computational complexity of KLT is higher than
DCT but not too much.

Since the residual blocks with different prediction modes exhibit different frequency
characteristics, we use OFM algorithm to train nine KLT matrices corresponding to the nine
prediction modes for 4 × 4 intra blocks. In training, we first store a great number of residual
blocks of different sequences as training samples. For each mode, we randomly select 100,000
residual blocks of this mode and realign each of them in raster order to be a residual vector. We
then connect these residual vectors end to end to form a string vector. Afterwards, we take fast
Fourier transform to this string vector to get its energy distribution characteristics. The
frequency spectrum of prediction residuals with vertical mode (mode 0) and horizontal-up
mode (mode 8) are illustrated in Fig. 5. The optimal KLT matrix with respect to each mode is
finally selected using OFM algorithm. Additionally, considering that coefficients of lower
frequency bands are more important to entropy coding, we set the weighting coefficient table
{wi} to calculate gain function to be {16, 8, 4, 3, 2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1}.

4 Experiments and analysis

In this section, we examine the coding performance of the proposed 9 KLT matrices in
terms of PSNR. For evaluation purposes, the H.264/AVC joint model (JM) software

a b

Fig. 5 The frequency spectrum of prediction residuals. a mode 0. b mode 8

Fig. 4 Flowchart of OFM algorithm
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(version JM10.2) is employed. In the experiments, for each mode, we train an optimal KLT
matrix by OFM algorithm and then adopt it to KLT transform for different testing
sequences. Experimental results are tested with the conditions as indicated in Table 1. We
have conducted an extensive set of experiments with videos representing a wide range of
texture and color. Eight sequences in CIF (352 × 288) format were employed: Bus,
Container, Coastguard, Foreman, Mobile, Stefan, Tempete and Waterfall. All the video
sequences have 100 frames to be encoded at 30 frames per second. To strengthen pertinence
of our comparisons, neither adaptive rounding [1] nor 8 × 8 transform is adopted.

The RD curves for both the anchor method (DCT) and the proposed method (KLT) are
illustrated in Fig. 6 for the performance comparison. Results of the experiments show that
our proposed KLT gives persistent performance gain over the anchor method with an
average PSNR enhancement of 0.22dB and a maximum PSNR enhancement of 0.33dB.
Moreover, it can be observed that as the bit rate increases, the performance gain also
increases. The reason for this is that transform mode affects the coding efficiency
differently at different bit rate. A finer quantization process maintains coefficient
distribution with more non-zero transform coefficients. Since KLT can compact more
energy into lower band than DCT, so the number of non-zero quantized coefficients may be
markedly smaller than DCT in this case. On the other hand, regarding the coarse
quantization process, since most of the transform coefficients are quantized to zero,
transform tools do not make a big difference in the energy distribution. Therefore, similar
performance is observed when the bit rate is low, while greater performance improvement is
obtained when the bit rate is high.

Another important factor in evaluating the various algorithms is the computational
complexity. According to our statistics, the computation time for coding one frame has
increased by 10% on average when KLT takes the place of DCT. To be noted, integer
DCT is adopted in H.264, which reduces the computational complexity of transform
significantly. Consequently, KLT may be more competitive with integer transform
implemented.

Figure 7 provides comparisons for energy distribution of the transform coefficients of
the first frame of Bus sequence between DCT and our proposed KLT, where QP of 24 is
used. It is clear that the transformed coefficients produced by proposed KLT have much
less energy than DCT, which means that the proposed KLT matrices possess better decor-
relation performance.

5 Conclusions

In H.264/AVC, the transform matrix of DCT is fixed. It cannot match the frequency
characteristics of residual signals after intra prediction very well, which degrades the
decorrelation performance of DCT. In this study, we turn to KLT, of which the matrix is
trainable, for better decorrelation performance. Due to the relatively coincident energetic

Coding structure IIII... (I slice only)

Quantization parameter 20, 24, 28, 32
RD Optimization Used
Entropy coding CABAC
8×8 Transform Unused
Adaptive Rounding Unused

Table 1 Experimental conditions
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distributions of residual signals with the same mode, an optimal frequency matching (OFM)
algorithm is proposed to train good KLT matrices. We then use OFM algorithm to train
KLT matrices for residual transform for 4×4 intra blocks. Experiments demonstrate that the
decorrelation performance of KLT with pre-trained matrices is persistent and much better
than DCT. Undoubtedly, OFM can be also used to train KLT matrices of any other size for
residual transform. In particular, our proposed OFM algorithm makes KLT practicable for
real-time applications under certain circumstance.

DCT Proposed KLTa b

Fig. 7 Energy comparisons for transform coefficients of the first frame of Bus sequence

Fig. 6 Comparisons in terms of PSNR for CIF format sequences
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However, there are still several drawbacks in OFM algorithm. First, the residual samples
are crucial to matrix selection. Though a large number of training samples are employed to
overcome the influence, the performance of the final selected matrix may still be
significantly degraded if a considerable number of non-ideal samples (samples whose
energetic distributions are very different from that of signals) are included. In our future
work, we will consider how to preclude the non-ideal samples to improve the performance
of trained matrices. Second, the frequency bands of signals are divided uniformly. It may
not be suitable for energy distribution of signals, which will degrade the decorrelation
performance of the final selected KLT matrix. Third, how to group samples to get KLT
matrix candidate set can be further investigated.
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