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Abstract: Diabetes is one of the most prevalent non-communicable diseases and is the 6th leading cause 6 
of death worldwide. It’s a chronic metabolic disorder which has no cure, however, it is a highly 7 
treatable condition, if diagnosed and managed on time to avoid its complications. This paper explores 8 
and compares various machine learning (ML) approaches that can help in determining the risk of 9 
diabetes at an early stage and aid in improving the medical diagnosis of diabetes. The paper considers 10 
two real-world datasets one is a diabetic clinical dataset (DCA) collected from a medical practitioner 11 
in the state of Assam, India during the year 2017-2018 and other is public PIMA Indian diabetic 12 
dataset. To analyze the various machine learning techniques on DCA and PIMA Indian diabetic 13 
datasets for the classification of diabetic and non-diabetic patients, different classifiers like perceptron, 14 
Gaussian process, linear discriminant analysis, quadratic discriminant analysis, statistical gradient 15 
descent, ridge regression classifier, support vector machines, k-nearest neighbors, decision tree, naïve 16 
Bayes, logistic regression, random forest and ELM for multiquadric, RBF, sigmoid activation functions 17 
are used. The results of numerical experiments suggested that logistic regression yields better 18 
performance in comparison to the other techniques. 19 

Keywords: Machine learning; diabetes; support vector machines; logistic regression; k-nearest 20 
neighbors; ELM. 21 

 22 

1. Introduction 23 

Diabetes or Diabetes Mellitus is a non-communicable disease which belongs to a group of 24 
metabolic disorders. In 2019, around 9.3 percent of the global adult population suffered from diabetes 25 
and it is expected to rise almost 11 percent by the year 2045 [26].  Diabetes is a chronic condition that 26 
occurs when the pancreas does not produce sufficient amount of insulin, or specific cells do not respond 27 
to insulin [72] resulting in elevated sugar levels in the blood. Insulin is a hormone that regulates sugar 28 
levels in the blood. Persistent high blood sugar levels can cause harm to various organs of the body like 29 
heart, blood vessels, eyes, kidneys and nerves. Diabetes is mainly of three types: type 1 diabetes, type 30 
2 diabetes and gestational diabetes [94].  31 
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Figure 1: Graphical representation of Type -1 and Type-2 diabetes stage wise. 39 
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Type 1 diabetes is also called juvenile diabetes which results due to insufficient insulin production 41 
and requires daily insulin administration. Type 2 diabetes occurs in adults due to ineffective use of 42 
insulin by the body. This type 2 is the commonest type of diabetes found worldwide. Gestational 43 
diabetes occurs mainly during pregnancy and it gets resolved after the baby is delivered [108]. 44 
However, it is estimated that one in four live births is affected by hyperglycemia in pregnancy [54]. The 45 
graphical representation is plotted in Figure 1. 46 

According to the World Health Organization [107], 422 million people worldwide suffered from 47 
diabetes in 2014 and estimated deaths attributed to it were 1.6 million making it the 6th leading cause 48 
of death in 2016. According to estimates from the International Diabetes Federation 2019 [46], 79% of 49 
adults with diabetes were living in low and middle-income countries and cases of diabetes will rise to 50 
700 million by 2045 worldwide. From an economic perspective, diabetes caused at least USD 760 billion 51 
in health expenditure in 2019. IDF further adds that 1 in 2 (232 million) people with diabetes were 52 
undiagnosed. Underdiagnosis of diabetes increases the risk for delay in treatment and this, in turn, 53 
increases the risks of developing kidney disease, blindness, nerve damage, heart diseases, stroke and 54 
blood vessel damage. Although diabetes is incurable, it can be treated and its consequences can be 55 
avoided or delayed with diet, physical activity, medication and regular screening and treatment for 56 
complications. Hence, its utmost importance to diagnose diabetes early and accurately, so that the 57 
patients can be treated on time resulting in improved health outcomes and reduced economic burden 58 
of disease on the health systems. Therefore, it is of interest to undertake a study that helps in improving 59 
the accuracy of clinical diagnosis of diabetes. Various machine learning methods have been commonly 60 
adopted to diagnose the most prevalent illness, such as diabetes, hepatitis, cancer, tumour and many 61 
more in recent times. Several supervised, semi-supervised and unsupervised learning are involved in 62 
early detection of risk to diagnose diabetes either type 1, 2 or gestational diabetes. Polat&Güneş [77] 63 
have suggested a two-phase system, which is the combination of principal component analysis (PCA) 64 
and adaptive neuro-fuzzy inference system (ANFIS) to improve the diagnosis of diabetic disease where 65 
dimensionality reduction is done by PCA and diagnosing diabetes through automatic ANFIS system, 66 
However, PCA is not well capable to discriminate the features of the diabetes datasets efficiently. In 67 
2008,  Polat et al. [78] improved their PCA-ANFIS model by considering a hybrid approach of 68 
generalized discriminant analysis (GDA) and least square support vector machine (LSSVM) to detect 69 
diabetes effectively [78] in which GDA can work properly to discriminate the features. However, GDA-70 
LSSVM suffers from lower generalization performance. In the field of diabetic retinopathy 71 
identification, many researchers have applied artificial neural network (ANN) and supervised learning 72 
approaches such as support vector machine (SVM), Gaussian Mixture Model (GMM), k-nearest 73 
neighbors (k-NN), and AdaBoost [1, 3, 19, 80, 87, 93, 101] and used digital fundus images [2, 30, 33, 110] 74 
to prominently handle the retinopathy diabetes. A multilayer neural network structure using the 75 
Levenberg–Marquardt (LM) algorithm and probabilistic neural network structure is also involved in 76 
the prediction of diabetes disease [99]. Temurtas et al. [99] have proposed two models as MNN-LM and 77 
PNN which is tested over PIMA Indian datasets which have shown better generalization performance 78 
in compared to other conventional neural networks as well as PCA based models but it doesn’t consider 79 
the advantages of different validation based approaches. 80 

Support vector machine is one of the most prominent machine learning algorithms which is 81 
applied directly or combined with other algorithms like the modified cuckoo search for diagnosing the 82 
diabetes disease. SVM is an approach which is based on the principle of structural risk minimization 83 
principle in contrast to neural network principles. There are many works in the literature related to 84 
SVM, some of them are SVMs with single nucleotide polymorphisms (SNPs) to handle type 2 diabetes 85 
which is generating better prediction performance [12]. For more study, one can follow:[12, 13, 35, 45, 86 
50, 56, 60, 98, 112]. Chikh et al. [22] improved the accuracy of diagnosing diabetes disease using k-87 
nearest neighbors based on fuzzy memberships with an artificial immune recognition system2 (AIRS2) 88 
to give the importance of each data samples. Mani et al. [67] have tested EMR data instead of PIMA 89 
Indian diabetic dataset for diagnosing the diabetes disease using two linear classifiers, one sample-90 
based classifier, two decision tree-based classifiers, and one kernel-based classifier which gives a 91 
comparable performance. Lee et al. [61] applied naïve Bayes and logistic regression algorithms for the 92 
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prediction of fasting plasma glucose (FPG) location, which will be helpful to diagnose the type 2 93 
diabetes [7], but overburden with the computational cost. Marini et al. [70] proposed an approach for 94 
type-1 diabetes using a dynamic Bayesian network as per DCCT/EDIC study however it is not a 95 
generalized model for diabetes. Marini et al. [71] developed a continuous-time Bayesian network 96 
(CTBN) for T2D cohort, which is an important network fitting medical literature. Joshi and Alehegn 97 
suggest another approach in the year 2017, where some known predictive algorithms are applied to 98 
diabetes data to cluster and predict symptoms [45], which predicts quickly the diabetes. Alic et al. [8] 99 
used an artificial neural network (ANN) and Bayesian networks for the categorization of diabetes and 100 
cardiovascular diseases to attain high accuracy. Teliti et al. [98] discussed the presence of risk factors 101 
for the development of microvascular complications of type 2 diabetes. Image processing techniques 102 
have some of the reliable options for type-2 diabetes diagnosis that already tested on iris infrared 103 
images [88] but it will not well performed if noise is present in the datasets. Wu et al. [109] has proposed 104 
a model that takes a series of pre-processing methods and incorporates two such machine learning 105 
algorithms namely the improved k-means and the logistic regression algorithm to make better 106 
correctness of the predictive ideal, and to assemble the ideal robust for many datasets [109]. Yadav et 107 
al. [111] have proposed a neural network-based health tracking framework for diabetes disease 108 
prediction using ANN but not sufficient prediction performance. Alade et al. [4] also used ANN, 109 
Bayesian regulation algorithm and backpropagation method to develop and train a paradigm for the 110 
prediction of diabetes in women who are pregnant [4], still facing generalization problem. Dagliati et 111 
al. [25] have suggested how various data mining and machine learning techniques [38] impacts in 112 
clinical medicine for deriving diabetic’s complications. Ijaz et al. [47] have developed a mixed 113 
prediction model to deal with type 2 diabetes as well as hypertension. In 2019, some useful research 114 
work towards binary classification has been done by Tiwari &Melucci [96]; Tiwari & Melucci [97]; 115 
Jaiswal et al. [48] in the direction of medical data with machine learning approaches. In 2020, there is 116 
also a great interest in the field of research such as early detection the diabetic’s [5, 21, 33, 37] by several 117 
sustainable machine learning models for type-1, type 2 [55, 58, 62, 63, 74]and retinopathy diabetes as 118 
follows [82, 95, 106]. Many researchers have presented a comparative performance analysis over 119 
diabetic datasets by using several machine learning approaches such as [51, 53, 57, 59, 64, 68, 81, 91,92]. 120 

One ulterior motive in this paper is to present a comparative study for the estimation of the most 121 
viable classification technique for diagnosing whether a patient is diabetic or non-diabetic. In this 122 
paper, several popular classification techniques have been considered for diabetes disease prediction, 123 
namely perceptron (P), Gaussian process (GP), linear discriminant analysis (LDA), quadratic 124 
discriminant analysis(QDA), stochastic gradient descent (SGD), ridge regression classifier (RC), 125 
support vector machines (SVM), k-nearest neighbors (k-NN), decision tree (DT), naïve Bayes (NB), 126 
logistic regression(LR), random forest (RF) and Extreme learning machine (ELM) for multiquadric, 127 
RBF, sigmoid activation functions. These algorithms are tested on PIMA Indian diabetic [76] as well as 128 
the DCA dataset. The detail description of the DCA dataset is described in the next section. A 129 
comparative analysis of all concerned algorithms is also presented, and the result is analysed based on 130 
accuracy, sensitivity (recall), specificity (true negative rate), precision, NPV, FP rate, RME, F1-measure, 131 
G-mean and Matthews correlation coefficient (MCC). Here the applicability of different machine 132 
learning approaches is also validated through two famous graphs such as receiver operating 133 
characteristic curve (ROC) and precision-recall curve (PRC) where the area under ROC curve 134 
(AUC_ROC), as well as average precision score (AP), are calculated. McNemar statistical test is also 135 
performed on DCA dataset. One can observe that logistic regression shows better performance among 136 
other approaches for both PIMA Indians diabetes and the DCA dataset. The value of AUC_ROC and 137 
AP for both the datasets are maximum for logistic regression. 138 

The rest of the paper is organized as follows: Section 2 describes the DCA dataset, section3 139 
introduces the different classification algorithms, section 4 describes the proposed diabetic diagnosis 140 
system, section 5 evaluates the performance of algorithms on both datasets PIMA Indian diabetes and 141 
DCA and finally conclusion is concluded in section 6. 142 

2. Description of Diabetic Clinical Assam dataset 143 
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In this paper, the 2017-2018 diabetic clinical dataset (DCA) is gathered from medical practitioner 144 
clinical information from Assam State, India. The dataset consists of 174 instances and 11 attributes 145 
(including 1 class attribute), where a total of 113 diabetic and 61 non-diabetic patients. These attributes 146 
are as follows: 147 

1) Age (years) 148 

2) Sex (1 for female and 2 for male) 149 

3) History of family diabetes (0 for yes and 1 for no) 150 

4) Weight(kilogram) 151 

5) The decision on of blood pressure (mmHg) (3 for high, 2 for normal and 1 for low) 152 

6) Height (meters). 153 

7) Systolic blood pressure(mmHg). 154 

8) Body mass index(kilogram/meter2). 155 

9) Diastolic blood pressure (mmHg). 156 

10) Blood sugar level (mg/dl). 157 

11) Class ( 1 fordiabetic and 0 for non-diabetic). 158 

In DCA dataset, the minimum and maximum value of all these attributes are as shown in Table 1. 159 

Table 1.Minimum and Maximum value of the attributes of DCA dataset 160 

S. No. Types of attributes Minimum value Maximum value 

1 Age defining in years. 18 75 

2 Sex defining either Male or Female. 1 2 

3 Family history (History of diabetes in family). 0 1 

4 Weight measured in kg. 36 90 

5 The decision of blood pressure measured in mmHg. 1 3 

6 Height measured in meters. 1.54 1.75 

7 Systolic blood pressure measured in mmHg. 90 180 

8 Body mass index measured in kg/meter2. 14.1 33.5 

9 Diastolic blood pressure measured in mmHg. 60 110 

10 Blood sugar level measured in mg/dl. 61 425 

2.1 Statistical Relationship 161 

In the DCA dataset, the attributes are statistically correlated to diabetic or non-diabetic class by 162 
using the statistical r correlation formula as follows: 163 
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Here r lies between -1 to 1. If 10  r  then positive correlation occurs and if 01 − r then negative 166 
correlation occurs, otherwise there is no correlation between two variables. Table 2 shows the statistical 167 
correlation of all attributes of DCA dataset. 168 

Table 2. Statistical correlation of attributes for DCA dataset 169 

S. No. Types of attributes 
Correlation parameter 

(r) 
Status 

1 Age defining in years. 0.3355 Positive correlation 

2 Sex defining either Male or Female. 0.162 Positive correlation 

3 
Family history  

(History of diabetes in family). 
-0.0219 Negative correlation 

4 Weight measured in kg. 0.2695 Positive correlation 

5 
The decision of blood pressure measured in 

mmHg. 
0.2148 Positive correlation 

6 Height measured in meters. 0.1619 Positive correlation 

7 Systolic blood pressure measured in mmHg. 0.1342 Positive correlation 

8 Body mass index measured in kg/meter2. 0.2563 Positive correlation 

9 
Diastolic blood pressure measured in 

mmHg. 
0.1372 Positive correlation 

10 Blood sugar level measured in mg/dl. 0.6487 Positive correlation 

Figure 2 shows that nine attributes out of ten attributes are positively correlated and one attribute 170 
is negatively correlated. It means that along with the Blood sugar level other attributes are also 171 
important to build the predictive models for the classification of the diabetes disease. 172 

 173 

Figure 2: Graphical representation of correlation parameter(r)for the attributes of DCA dataset 174 

3. Computational algorithms 175 

In this paper, some well-known machine learning algorithms like perceptron, Gaussian process, 176 
linear discriminant analysis, quadratic discriminant analysis, statistical gradient descent, ridge 177 
regression classifier, support vector machines, k-nearest neighbors, decision tree, naïve Bayes, logistic 178 
regression, random forest and ELM for multiquadric, RBF, sigmoid activation function discuss with 179 
their pros and cons. Further employ on PIMA Indian diabetic dataset[76] and DCA dataset to find the 180 
class labels of the patient whether a particular patient is diabetic or non-diabetic. 181 
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3.1. Perceptron 182 

It is the famous learning algorithm which was developed for a binary classifier [86]. It is also a 183 
threshold function where input feature value is mapped to the output value, either diabetic or non-184 
diabetic. It is defined as 185 

Definition of Perceptron 

INPUT: },..,3,2,1|{ Nixi = = input training data 

v = test data.  

Procedure: 

 




+
=

0.1

0
)(

bxwif

otherwise
xH ,      (1) 

where w is the weight vector and b  is the bias vector; )(xH is the either 0 and 1 which can easily 

classify the diabetic and non-diabetic patients. 

OUTPUT: Class label v . 

For more details, one can follow [59, 64, 66]. 186 

3.2. Gaussian process (GP)  187 

The Gaussian process is one of the learning classifiers which is used to calculate the similarity 188 
between different points as a stochastic process and help in binary classification using Gaussian 189 

distribution [27]. It is defined as: ),...,(
1 btt XX is Gaussian if and only if 190 

Definition of GP 

INPUT: },..,3,2,1|{ NiX
it

= = input training data 

v = test data.  

Procedure: 
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where a denotes the imaginary unit; bc is the covariances of the variables in the process; b is 

the mean of the variables in the process; bq denotes all equalities. 

OUTPUT: Class label v . 

 191 
For a more detailed description, one can read [68, 73, 83-84]. 192 

3.3. Linear discriminant analysis (LDA) 193 

It is one of the popular classifier named linear discriminant classifier [23] in which some 194 
prerequisite have assumed such that the conditional probability density functions(PDFs) are normally 195 
distributed over mean and covariance. By following this assumption, the Bayes optimal solution is to 196 
forecast the non-diabetic patients for binary classification if the log of the likelihood ratio is higher in 197 
compared to one threshold )(Q . It is defined as for QxH )( : 198 

Definition of LDA 

INPUT: },..,3,2,1|{ NixX i == = input training data 

v = test data.  

Procedure: 
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  −− −−−−+−−= 11 ||ln)()(||ln)()()(    XXXXXH tt
,  (3) 

where the mean parameters are ),(  ; the covariances parameters are ),(  . 

OUTPUT: Class label v . 

For further study, one can follow [11, 27, 105]. 199 

3.4. Quadratic discriminant analysis (QDA) 200 

It is another variant of LDA where the prerequisite assumption was not considered. It classifies 201 

the different data points by using the quadric surface [23, 100]. They follow the likelihood ratio test, 202 

which is defined as taking consideration of QxH )( as: 203 

Definition of QDA 

INPUT: },..,3,2,1|{ NixX i == = input training data 

v = test data.  

Procedure: 
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where ba, denotes the diabetic and non-diabetic class datapoints; )(xH is the likelihood ratio. 

OUTPUT: Class label v . 

For further study, one can follow [34, 66, 100]. 204 

3.5. Stochastic gradient descent (SGD) 205 

It is an iterative approach for classification which apply some smoothness function known as 206 

stochastic gradient descent (SGD). In SGD [9, 85], the standard gradient is changed by an estimate from 207 

a randomly chosen subset of patients datasets.  208 

Algorithm for SGD 

INPUT: },..,3,2,1|{ Niui = = input training data 

v = test data. 

Procedure: 

Step 1: Select an input vector of u and correspondingly its learning rate . 

Step 2: Repeat step 3 to 5 until an approximation minimum is achieved. 

Step 3: Mixed all input examples without following any order. 

Step 4: Start loop from 1 to total datapoints do 

Step 5: Calculate )(: uGuu i−=  , where )(uGi  is the true gradient of loss function )(uGi at 

thi  example. 

OUTPUT: Class label v . 

For more description, this literature will be helpful [16-17, 113]. 209 

3.6. Ridge regression classifier (RC) 210 
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Ridge regression has been used as a classifier by many researchers such as Saunders et al. [89]; 211 

Vago et al. [103]; Jiang et al. [49]; Pratt et al. [79]; Rajkumar et al. [81]; Chakravarti et al. [20]. The 212 

definition of ridge regression classifier is defined as: 213 

Definition of RC 

INPUT: },..,3,2,1|{ NixX i == = input training data 

v = test data.  

Procedure: 

2
2

2
2 ||||||||minarg 


+−=


XY

R

ridge
,   (5) 

where X is the number of features;  is the coefficient or beta; 22
0 ... n ++= . 

OUTPUT: Class label v . 

 214 

3.7. k-nearest neighbors 215 

k-nearest neighbors [32] is a simple non-parametric algorithm. Here k  is the total number of 216 
nearest neighbors. New cases are classified depending on the neighborhood of the feature space. 217 
 218 

Algorithm for k-NN 

INPUT: },..,3,2,1|{ Nivi = = labelled training data 

v = test data 

Procedure: 

 for Ni ,..,3,2,1= Ni ,..,3,2,1= determine the range between v and iv . 

  if ki   then comprise iv in k -nearest neighbors 

  else if 

remove the far of the k -nearest neighbors and comprise iv in k -nearest neighbors 

endif 

 end for 

 class label of v =label of the majority of the k -nearest neighbors class. 

OUTPUT: Class label v . 

k -NN has merits such as easy implementation, faster training, and versatility; but it also has some 219 

drawbacks such as the curse of dimensionality [32]. 220 

3.8. Decision tree 221 

The algorithm for decision tree C4.5 [10] is as follows: 222 

Algorithm for Decision tree 

INPUT: },..,3,2,1|{ Nixi = = labelled training data 
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v = test data 

Procedure: 

     Step 1: Create a root node 

(a) Entropy −= )(log)()( xpxpSH )log()()log()(
total

negative

total

negative

total

positive

total

positive
−−=  

where S  is sample space. 

The value of entropy will be 0 if all the members belong to the same class; on the other hand, 

entropy will be 1 when 50% of the members belong to one particular class, and the other 50%  

belongs to another class. 

(b) The following step is to select the attribute Awhich gives us the information gain ),( ASIG

with the highest possibility and will be chosen as the root node.  


=

−=
n

i

xHxPSHASIG
0

)()()(),(  

 Here, x denotes the feasible values for an attribute and )(xP  is denoted as the probability of 

the event x .  

     Step2: 

If all the instances are found to be positive, 

return leaf node as ‘positive’. 

Else if all the instances are negative  

return leaf node as ‘negative’. 

     endif  

Remove the attribute which yields the highest information gain from the group of attributes. 

Repeat the process till the last attribute or the decision tree achieves all the leaf nodes. 

OUTPUT: Class label v . 

Decision trees have the advantage of easy interpretations; they work with both with numerical and 223 

categorical data; they have a moderate computational burden (when compared with other methods 224 

such as support vector machines); they are easy to interpret by a human because of the intuitive flow-225 

chart structure of their models [10]. For more study one can follow: [15, 52]. 226 

3.9. Support vector machine (SVM) 227 

In Support vector machines[24], each data is intrigued as a point in the space of n dimension; N228 
number of training instances is considered. Each instance is signified by tuple ),...,2,1(),( Niqp ii =  229 

where 
t

iniii pppp ),...,,( 21= correlate to the group of an attribute for the ith instance. }1,1{−iq  230 

denotes the label of class. Thus the margin of a decision of a linear classifier can be written as231 
0=+ bpw . Here, w and b are unknown.  232 

A simple Linear SVMs-train algorithm [24] is given below: 233 

Algorithm for SVM 

INPUT: Training samples 
t

nppp }...,,,{ 21  

Procedure: 

1. Class label },...,{ 2,1 nqqq , 

2. Maximize over   
= =


=

−=
N

i

N

i
i

T
ii

N

i
iiiiDk ppqqL

1 1 1'2

1
:   
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subject to 
N

i
2

1
0   and 

=

=
N

i
ii q

1

0 . 

3. By using the values of k , one can find the values of w and b as 

                  

=

=
N

i
iii pqw

1

 , 0]1)([ =−+ bpwq iii and 0i . 

  OUTPUT: Optimal hyperplane which classifies the data point. 

SVM is a very popular classification algorithm to its ability of mapping complex, non linearly 234 
separable data into a higher dimensional space where they become linearly separable. However, SVM 235 
requires higher computational resources when compared to other algorithms such as logistic regression 236 
or naive Bayes, as well as a more complex parameter tuning [36,40]. 237 

3.10. Naïve Bayes 238 

Naive Bayes classifier is a probabilistic model which follows the Bayes theorem with independent 239 
assumptions.  240 

)(

)|(
)|(

AP

BAP
ABP = ,     (6) 241 

where A represents already prior event and B is a present event or dependent variable. 242 

After calculating the )|( ABP , Naive Bayes algorithm [75] considers and counts the total number of 243 

cases such as M where both events occur together and such as N where the prior event occurs only. In 244 

the second and final step M is divided by N . 245 

Naive Bayes algorithms have several merits like easy implementation, a fast estimate of test data, 246 
and performed well in ambiguously explicit input variables in contrast to numerical variables, in both 247 
binary and multiclass predictions [75, 29]. 248 

3.11. Logistic regression 249 

Logistic regression [43, 90,28] also called the Logit model.  250 

Definition of LR 

INPUT: },..,3,2,1|{ NixX i == = input training data 

v = test data.  

Procedure: 
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where, 0 represents the intercept and n ,...,, 21 are the coefficients related to the variable

nXXX ,...,, 21 .  

A bipartition variable has two values like yes (1)/no (0), diabetic/non-diabetic, alive/dead that 

signifies the presence or absence of some event. nXXX ,...,, 21  are the independent variables and 

may be continuous, bipartition, discrete or combination [26, 89].  
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OUTPUT: Class label v . 

Maximum likelihood estimation model (MLE) is generally considered to estimate the coefficients 251 
which begin with some random input estimation of coefficients and finds the variation in magnitude 252 
and direction of the efficient. After finding the first function, all remaining coefficients have to be tested 253 
and update the new estimation function. As the MLE model is iterative, this process continues until 254 
convergence is reached [41, 43, 90,102]. 255 

3.12. Random forest (RF) 256 

Random forest is also one the viable machine learning algorithm which is used for both 257 
classification and regression [14, 42, 65]. The algorithm of random forest is written as: 258 

Algorithm for RF 

INPUT: },..,3,2,1|{ Nivi = = labelled training data 

v = test data 

Procedure: 

Step 1: find the bootstrap samples from diabetic patients data. 

Step 2: Develop an unpruned classification tree with a random sample of the predictors and select 

the best split from among those variables. 

Step 3: Forcast the new data by considering the majority votes of classification. 

OUTPUT: Class label v . 

For more details, one can follow [18, 46, 48, 91].  259 

3.13. Extreme learning machine (ELM) 260 

Extreme learning machine (ELM) is one of prominent machine learning algorithm which is also 261 
used for classification and many predictions based problem with one or many hidden layer nodes as 262 
well as no tuning is required for parameters [44]. The output function (.)f of ELM for hidden nodes 263 

is presented as 264 

Definition of ELM 

INPUT: },..,3,2,1|{ == ixX i = input training data 

         v = test data.
 Procedure: 


=

==



1

)()(
g

kgggkk ,x,baUxfy   for olk ,...,1= ,   (9) 

Here, twwww ),...,,( 21 = is the output weight vector. One can write the Eq.(9) as yHw = , where  


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 . 

OUTPUT: Class label v . 
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In ELM, many activation functions are used such as multiquadric, RBF, Sigmoid for hidden node. 

The definition of the activation function is as: 

For ELM(Multiquadric): ).||(||),,( 22 baxxbaU +−=  

For ELM(RBF): ).||||exp(),,( 2axbxbaU −−=  

For ELM(Sigmoid): )).(exp(1/(1),,( baxxbaU +−+=  

4. The framework of Diabetic diagnosis process 265 

In this section, a systematic procedure of diabetic diagnosis process [6, 104] is discussed as a 266 
framework of the classification model for diagnosis of diabetes in Figure 3. There are several steps 267 
which should be followed under this framework in such a way: 268 

Step1: The process of the study starts by collecting the dataset named DCA. 269 

 270 

Figure3: Framework of classification model for diagnosis of diabetes 271 

Step2: After collecting the initial dataset, pre-processing is done, such as calculating the body mass 272 

index (BMI), which is computed as weight (kg) dividing by height (meter) squared. Further, some 273 

attributes like sex, family history, the decision of blood pressure are encoded. 274 

Step3: The whole PIMA Indian diabetic or DCA data set is divided into train data and test data.  275 

Step4: After selecting the size of train and test data, train data is passed as the input to any one of the 276 

machine learning algorithms such as perceptron, Gaussian process, linear discriminant analysis, 277 

quadratic discriminant analysis, statistical gradient descent, ridge regression classifier, support vector 278 

machines, k-nearest neighbors, decision tree, naïve Bayes, logistic regression, random forest and ELM 279 

for multiquadric, RBF, sigmoid activation function. 280 

Step5: After the completion of training, we will have a resultant classifier and various quality measures 281 

such as accuracy, sensitivity (recall), specificity (true negative rate), precision, NPV, FP rate, RME, F1-282 

measure, receiver operating characteristic curve, precision-recall curve, G-mean and Matthews 283 

correlation coefficient (MCC). To find the class label of any patient, we will satisfy the test sample to 284 
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the resultant classifier and get the output either diabetic or non-diabetic. One can also validate the data 285 

through various quality measures. 286 

 287 
Figure 4: Framework of the diabetic diagnosis process 288 

4.1. The flow of data from electronic health record (EHR) to model: 289 

In this subsection, we have described the framework of diabetic diagnosis process in which patient 290 

information will store in the electronic health record (EHR) from the different hospitals. Further, the 291 

stored information is applied to the classification model to get the decision classifiers. This decision 292 

classifier will respond to doctors regarding the patient’s output class, either diabetic or non-diabetic. 293 

This output will be given to the doctor as the input in the form of pre-knowledge, which will help the 294 

doctors for deciding on the diagnosis of the disease. In the next step, the doctor will take action 295 

according to output and also update the information in the EHR for prospects. The framework of a 296 

diabetic diagnosis process is shown in Figure 4.  297 

5. Results and discussion 298 

In this paper, 15 classification techniques have been applied for the categorisation of diabetic class 299 

or non-diabetic class on the DCA dataset as well as PIMA Indian diabetic dataset [76]. To evaluate the 300 

performance of the models, we have computed various quality measures like accuracy, sensitivity 301 

(recall), specificity (true negative rate), precision, NPV, FP rate, RME, F1-measure, receiver operating 302 

characteristic curve, precision-recall curve, G-mean, Matthews correlation coefficient (MCC), the area 303 

under the curve (AUC_ROC) and average precision score (AP) for both datasets. In DCA dataset, 304 

training and testing are split on the ratio of 60:40. We have used ten-fold cross-validation in SVM. The 305 

analysis is being investigated by the help of these quality measures where the presence of diabetes are 306 

considered to be of positive class, and the absence of diabetes is considered to be of negative class [31]. 307 

Here, true positive (TP) depicts the number of instances where the non-existence of diabetes is 308 

concluded as the non-existence of diabetes. False-positive (FP) depicts the number of instances where 309 

the existence of diabetes is concluded as the non-existence of diabetes. True negative (TN) depicts the 310 

number of instances where the existence of diabetes is concluded as the existence of diabetes. False-311 

negative (FN) depicts the number of instances where the non-existence of diabetes is concluded as the 312 

existence of diabetes. 313 

Quality measures are described underneath [39, 69]: 314 

Quality measures Definition 

Accuracy: )/()( FNFPTNTPTNTP ++++ , 
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Recall (Sensitivity): )/( FNTPTP + , 

Specificity: )/( FPTNTN + , 

Precision(P): )/( FPTPTP + , 

Negative predictive value(NPV): )/( FNTNTN + , 

False-positive rate(FPR): )/( TNFPFP + , 

Rate of misclassification (RME): )/()( FNFPTNTPFNFP ++++  

1F -Measure: )/()*(*2 RPRP +  

G-mean: )*( RPsqrt  

Matthews’s correlation coefficient (MCC): 

))()()(( FNTNFPTNFNTPFPTP

FNFPTNTP

++++

−
 

Areas under ROC curve (AUC_ROC): 

2

1 FPRR −+
 

Average precision score (AP) 
 −−

j jjj PRR *)( 1

 

 315 

5.1. Performance evaluation of diabetes clinical Assam data  316 

The confusion matrix of the DCA dataset for the 15 classification techniques is reported in Table 3 317 
and the graphical representation of these values are depicted in Figure 5.  318 

Table 3.Values of TP, FP, TN and FN for perceptron, GP, LDA, QDA, SGD, RC, SVMs, k-NN, DT, NB, LR, RF, 319 

ELM(Multiquadric), ELM(RBF) and ELM(Sigmoid) for the DCA dataset 320 

Models TP FP TN FN 

Perceptron 2 0 25 47 

Gaussian process 25 6 2 41 

LDA 23 11 4 36 

QDA 27 16 0 31 

SGD 21 7 6 40 

Ridge classifier 27 10 0 37 

SVM 30 2 39 3 

k-NN 27 8 0 39 

Decision tree 26 4 1 43 

Naïve bayes 26 6 1 41 

Logistic regression 27 4 0 43 

Random forest 24 3 3 44 

ELM (Multiquadric) 35 10 23 6 

ELM (RBF)  35 9 23 7 

ELM (Sigmoid) 36 7 26 5 

 321 
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From Figure 5, one can see that the ELM (Sigmoid) is having the maximum TP value, whereas the 322 

support vector machine (SVM) has the maximum TN values among all algorithms. From Table 4, it can 323 

be concluded that Logistic regression has shown better performance among all classification techniques 324 

with better accuracy, FP_rate, RME, AUC_ROC and AP using the DCA dataset. Logistic regression 325 

seems, therefore, an excellent choice to predict the class label of any patient as diabetes or non-diabetes. 326 

The ROC curve has been plotted in Figure 6 for the DCA dataset, where one can see that logistic 327 

regression has shown better performance among all reported approaches. Here, our collected DCA 328 

dataset is imbalanced, so, we have plotted the precision-recall curve (PRC), which is shown in Figure 329 

7. PRC is a curve which maintains the balance between true positive rate and false-positive rate. One 330 

can conclude that the Logistic regression has shown better results in comparison to other algorithms 331 

on this set. 332 

 333 

Figure 5. Classification performance of the perceptron, GP, LDA, QDA, SGD, RC, SVMs, k-NN, DT, NB, LR, RF, 334 
ELM(Multiquadric), ELM(RBF) and ELM(Sigmoid) in terms of TP, FP, TN and FN on DCA dataset. 335 

5.1.1 McNemar statistical test  336 

For the statistical significance of the results of 15 reported approaches, we have performed the 337 

McNemar test [35]. In this test, we obtain p-value which is tabulated in Table 4. From this McNemar 338 

test, one can see that the p-value for all the reported approaches is significant except naïve Bayes (NB) 339 

at the significance level )1.0(  . we can say our calculated results over DCA datasets are significant. 340 

5.2. Performance evaluation on PIMA Indian diabetic dataset 341 

In this section, one more dataset named PIMA Indian diabetic [76] is also used with 15 machine 342 

learning techniques for the classification of diabetes or non-diabetes patient. The dataset consists of 768 343 

instances and 9 attributes.  344 

Table 5.Values of TP, FP, TN and FN for perceptron, GP, LDA, QDA, SGD, RC, SVMs, k-NN, DT, NB, LR, RF, ELM(Multiquadric), 345 
ELM(RBF) and ELM(Sigmoid)for PIMA Indians diabetic dataset. 346 

Models TP FP TN FN 

Perceptron 94 40 57 40 
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Gaussian process 112 37 39 43 

LDA 137 35 14 45 

QDA 104 47 47 33 

SGD 143 68 8 12 

Ridge classifier 138 35 13 45 

SVM 135 17 42 37 

k-NN 120 33 31 47 

Decision tree 120 28 31 52 

Naïve bayes 126 39 25 41 

Logistic regression 137 34 14 46 

Random forest 124 31 27 49 

ELM (Multiquadric) 48 18 133 32 

ELM (RBF)  45 16 136 34 

ELM (Sigmoid) 45 15 136 35 

 347 

The whole dataset is divided into training and testing set as 70: 30, respectively. The values of TP, 348 

FP, TN, FN corresponding to all concerned algorithms on PIMA Indian diabetic dataset are tabulated 349 

in Table 5 respectively and depicted the values as a bar graph in Figure 8. 350 

 351 
 352 

Figure 8.Classification performance of the perceptron, GP, LDA, QDA, SGD, RC, SVMs, k-NN, DT, NB, LR, RF, 353 

ELM(Multiquadric), ELM(RBF) and ELM(Sigmoid) in terms of TP, FP, TN and FN for PIMA Indian dataset. 354 

The ROC curve has been drawn for the standard PIMA Indian dataset in Figure 9. From Figure 9, 355 

one can say that LDA is performing well in comparison to others. In Figure 10, one can see the precision-356 

recall curve of PIMA Indian dataset. All the quality measures are calculated and tabulated in Table 6 357 

based on the predicted results by using perceptron, Gaussian process, linear discriminant analysis, 358 

quadratic discriminant analysis, statistical gradient descent, ridge regression classifier, support vector 359 

machines, k-nearest neighbors, decision tree, naïve Bayes, logistic regression, and random forest, 360 

Extreme learning machine (multiquadric), Extreme learning machine (radial basis function), and 361 

Extreme learning machine (sigmoid). From these results, one can say that similar to the previous case; 362 

logistic regression is performed better among other comparative approaches using PIMA Indian 363 
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diabetic dataset [76]. The accuracy of logistic regression is 79.22%, which is high in comparison to others. 364 

So, logistic regression may be the better choice in comparison to other models. 365 

6. Conclusions 366 

A systematic effort has been made in this paper to predict real-world problems like diabetes 367 

disease by identifying machine learning approaches. The DCA dataset has been used for comparative 368 

analysis of the machine learning techniques based on accuracy, recall, F1-measure, specificity, rate of 369 

misclassification, precision, negative predicted value, false-positive rate, G-mean, ROC curve, PRC 370 

curve and MCC. Among the 15 algorithms, logistic regression yields higher outcomes in terms of 371 

accuracy and MCC for the classification of diabetic and non-diabetic samples. Similarly, we have 372 

applied these algorithms on PIMA Indian diabetes dataset and again found logistic regression to be the 373 

top performer in terms of accuracy and various parameters. One can propose to improve these 374 

performances by a hybrid approach and expand the scope of the present study by including more 375 

samples (patients) in the data sets. 376 
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Table 4.Classification performance measure indices of the perceptron, GP, LDA, QDA, SGD, RC, SVMs, k-NN, DT, NB, LR, RF, ELM(Multiquadric),ELM(RBF) and ELM(Sigmoid) for DCA dataset 614 

Models Accuracy Recall TN rate Precision NPV FP_rate RME F1-Measure Gmean MCC AUC_ROC AP p- value 

Perceptron 0.6622 0.0408 1 1 0.3472 0 0.6351 0.0784 0.202 0.119 0.92 0.96 0.710347 

Gaussian process 0.8919 0.3788 0.25 0.8065 0.0465 0.75 0.6351 0.5155 0.5527 0.2336 0.54 0.66 0.617075 

LDA 0.7973 0.3898 0.2667 0.6765 0.1 0.7333 0.6351 0.4946 0.5135 0.2771 0.93 0.96 0.546494 

QDA 0.7838 0.4655 0 0.6279 0 1 0.6351 0.5346 0.5406 0.446 0.99 0.99 0.77283 

SGD 0.8243 0.3443 0.4615 0.75 0.1304 0.5385 0.6351 0.4719 0.5082 0.1524 0.89 0.94 0.267257 

Ridge classifier 0.8649 0.4219 1 1 0.2128 0 0.5 0.5934 0.6495 0.2996 0.98 0.99 0.288844 

SVM 0.9324 0.9091 0.9512 0.9375 0.9286 0.0488 0.0676 0.9231 0.9232 0.8632 0.91 0.94 0.0036094 

k-NN 0.8919 0.4091 0 0.7714 0 1 0.6351 0.5347 0.5618 0.3675 0.96 0.97 0.683091 

Decision tree 0.9324 0.3768 0.2 0.8667 0.0227 0.8 0.6351 0.5252 0.5715 0.2163 0.94 0.95 0.371093 

Naïve bayes 0.9054 0.3881 0.1429 0.8125 0.0238 0.8571 0.6351 0.5253 0.5615 0.2771 0.95 0.98 1 

Logistic regression 0.9459 0.3857 0 0.871 0 1 0.6351 0.5346 0.5796 0.2815 1 1 0 

Random forest 0.9189 0.3529 0.5 0.8889 0.0638 0.5 0.6351 0.5052 0.5601 0.0834 0.97 0.99 0.220671 

ELM (Multiquadric) 0.7757 0.8537 0.697 0.7778 0.7931 0.303 0.2162 0.814 0.8149 0.5607 0.67 0.66 6.151E-05 

ELM (RBF)  0.7892 0.8333 0.7188 0.7955 0.7667 0.2813 0.2162 0.814 0.8142 0.5571 0.75 0.73 0.0036094 

ELM (Sigmoid) 0.8378 0.878 0.7879 0.8372 0.8387 0.2121 0.1622 0.8571 0.8574 0.6709 0.89 0.88 0.504985 
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Figure6: ROC curve of the perceptron, GP, LDA, QDA, SGD, RC, SVMs, k-NN, DT, NB, LR, RF, ELM(Multiquadric), ELM(RBF) and ELM(Sigmoid) classifiers for DCA. 
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Figure7: The precision-recall curve for DCA dataset using classification result of the perceptron, GP, LDA, QDA, SGD, RC, SVMs, k-NN, DT, NB, LR, RF, ELM(Multiquadric), ELM(RBF) and 

ELM(Sigmoid) in terms of precision and recall 
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Table 6.Classification performance measure indices of the perceptron, GP, LDA, QDA, SGD, RC, SVMs, k-NN, DT, NB, LR, RF, ELM(Multiquadric), ELM(RBF) and ELM(Sigmoid) for PIMA 619 
Indian diabetic dataset. 620 

Measures Accuracy Recall TN rate Precision NPV FP_rate RME F1-Measure Gmean MCC AUC_ROC AP 

Perceptron 0.5801 0.7015 0.5876 0.7015 0.5876 0.4124 0.3463 0.7015 0.7015 0.2891 0.57 0.55 

Gaussian process 0.671 0.7226 0.5132 0.7517 0.4756 0.4868 0.3463 0.7369 0.737 0.2315 0.58 0.4 

LDA 0.7879 0.7527 0.2857 0.7965 0.2373 0.7143 0.3463 0.774 0.7743 0.0361 0.84 0.73 

QDA 0.5931 0.7591 0.5 0.6887 0.5875 0.5 0.3463 0.7222 0.723 0.2675 0.62 0.45 

SGD 0.671 0.9226 0.1053 0.6777 0.4 0.8947 0.3463 0.7814 0.7907 0.0465 0.69 0.54 

Ridge classifier 0.7922 0.7541 0.2708 0.7977 0.2241 0.7292 0.3463 0.7753 0.7756 0.0233 0.84 0.73 

SVM 0.7435 0.7849 0.7119 0.8882 0.5316 0.2881 0.2338 0.8334 0.835 0.4567 0.64 0.47 

k-NN 0.7229 0.7186 0.4844 0.7843 0.3974 0.5156 0.3463 0.75 0.7507 0.1921 0.73 0.55 

Decision tree 0.7446 0.6977 0.5254 0.8108 0.3735 0.4746 0.3463 0.75 0.7521 0.2028 0.72 0.53 

Naïve bayes 0.7229 0.7545 0.3906 0.7636 0.3788 0.6094 0.3463 0.759 0.759 0.1438 0.75 0.61 

Logistic regression 0.7922 0.7486 0.2917 0.8012 0.2333 0.7083 0.3463 0.774 0.7745 0.0373 0.84 0.73 

Random forest 0.7489 0.7168 0.4655 0.8 0.3553 0.5345 0.3463 0.7561 0.7573 0.1682 0.82 0.67 

ELM (Multiquadric) 0.783 0.6 0.8808 0.7273 0.8061 0.1192 0.2165 0.6575 0.6606 0.5064 0.74 0.57 

ELM (RBF)  0.7839 0.5696 0.8947 0.7377 0.8 0.1053 0.2165 0.6428 0.6482 0.4997 0.72 0.57 

ELM (Sigmoid) 0.7865 0.5625 0.9007 0.75 0.7953 0.0993 0.2165 0.6429 0.6495 0.5026 0.74 0.58 
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Figure9: ROC curve of the perceptron, GP, LDA, QDA, SGD, RC, SVMs, k-NN, DT, NB, LR, RF, ELM (Multiquadric), ELM (RBF) and ELM (Sigmoid) classifiers for PIMA dataset. 

 

   

Figure10: Precision-Recall curve (PRC) of the perceptron, GP, LDA, QDA, SGD, RC, SVMs, k-NN, DT, NB, LR, RF, ELM(Multiquadric), ELM(RBF) and ELM(Sigmoid)classifiers for PIMA dataset. 
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