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Abstract
While the RT-PCR is the silver bullet test for confirming the COVID-19 infection, it is
limited by the lack of reagents, time-consuming, and the need for specialized labs. As an
alternative, most of the prior studies have focused on Chest CT images and Chest X-Ray
images using deep learning algorithms. However, these two approaches cannot always be
used for patients’ screening due to the radiation doses, high costs, and the low number of
available devices. Hence, there is a need for a less expensive and faster diagnostic model
to identify the positive and negative cases of COVID-19. Therefore, this study develops
six predictive models for COVID-19 diagnosis using six different classifiers (i.e.,
BayesNet, Logistic, IBk, CR, PART, and J48) based on 14 clinical features. This study
retrospected 114 cases from the Taizhou hospital of Zhejiang Province in China. The
results showed that the CR meta-classifier is the most accurate classifier for predicting the
positive and negative COVID-19 cases with an accuracy of 84.21%. The results could
help in the early diagnosis of COVID-19, specifically when the RT-PCR kits are not
sufficient for testing the infection and assist countries, specifically the developing ones
that suffer from the shortage of RT-PCR tests and specialized laboratories.

Keywords Machine learning . Classification algorithms . Diagnosis . Prediction . Novel
coronavirus . COVID-19

1 Introduction

In December 2019, a novel coronavirus (COVID-19) has been discovered in Wuhan, China [29].
Within a short period, this epidemic has spread from China to more than 100 countries across the
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globe [9]. As of today (August 22nd, 2020), the number of infected cases becomes 23,036,919, and
more than 800,945 death cases were reported on a global basis [27]. The employment of smart
technologies can help in the early identification of potential cases of COVID-19 [22].

The area of artificial intelligence (AI) and machine learning has been widely employed
across numerous sectors, particularly during the last few years [15]. While AI techniques have
been immensely employed and tested across the healthcare sector [6], the newly emerged
COVID-19 requires the need to use these techniques in identifying, predicting, and preventing
its outbreak. It is postulated that AI techniques would make a paradigm shift in the healthcare
sector, and this might require the engagement of these techniques to the streaming COVID-19
outbreak [19]. The accuracy of COVID-19 diagnosis must be improved in order to quickly
confirm the positive cases to avoid further infection and secure timely treatment [20].

For the identification of the research gap, this research carried out a bibliometric analysis of
the existing literature on the application of machine learning algorithms on COVID-19 using
the VOSviewer tool. This has been undertaken through the Web of Science database in August
2020. The bibliometric analysis results shown in Fig. 1 indicate that the applications of
machine learning algorithms on COVID-19 are limited to two themes. By examining the
relevant studies under each cluster (theme), the first cluster shows that most of the studies have
focused on predicting COVID-19 infection using weather datasets. The second cluster indi-
cates that the rest of the studies have emphasized on Chest CT images and Chest X-Ray
images using deep learning algorithms. While the high sensitivity of COVID-19 diagnosis has
been well characterized through CT and X-Ray images [1], such tests can sometimes be
difficult to be used for patients’ screening due to the radiation doses, high costs, and the low
number of available devices [7]. Therefore, the problem of how to differentiate between
positive and negative cases of COVID-19 is still a challenge that needs to be solved in order
to curb the pandemic [7]. In line with these arguments and drawing on the bibliometric

Fig. 1 Applications of machine learning algorithms on COVID-19
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analysis results, no diagnostic model has been proposed to identify the positive and negative
cases of COVID-19 using several clinical features. Therefore, this research aims to predict the
COVID-19 positive or negative cases based on 14 clinical features using machine learning
classification algorithms.

2 Literature review

In line with the objective of this research, we have focused on reviewing the studies that
applied machine learning algorithms on patients’ clinical features of COVID-19. Table 1

Fig. 2 Data flow diagram
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presents examples of such studies. It can be noticed from Table 1 that most of the conducted
studies have focused on the clinical features related to Chest CT images and Chest X-Ray
images. A few numbers of studies have concentrated on the relationship between clinical
features and COVID-19 infection. For instance, Chen et al. [10] proposed and validated a
diagnostic model for COVID-19 based on clinical and radiological features. Burian et al. [8]
evaluated clinical and imaging features to measure the need for intensive care unit (ICU)
treatment. Another two studies were conducted to identify the positive COVID-19 cases based
on blood tests analysis [7], [5].

While some studies have considered some clinical features, they were limited to blood tests
and RT-PCR tests [7], [5]. Therefore, it is believed that other clinical features might have a
significant effect on the infection of COVID-19. It is evident that there is a little debate on the
relationship between the white blood cell count (WBC), Neutrophil (N%), Lymphocyte (L%),
Monocytes (M%), Eosinophil (E%), Basophils (B%), Neutrophil-Lymphocyte (N/L),
Lymphocyte/Monocyte (L/M), Hemoglobin (Hb), Hematocrit (Hct), Mean red blood cell
volume (MCV), Platelet (PLT), Thrombocytocrit (Pct), and Procalcitonin (Pro) and the
infection of COVID-19.

3 Method

Several machine learning classification algorithms (as described in Section 3.2) have been
employed to identify the positive and negative cases of COVID-19. Figure 2 shows the data
flow of the mining process. The process involves data cleaning, data transformation, and
applying machine learning algorithms on the fourteen clinical features of COVID-19 patients.
In the first step, the real data of COVID-19 patients are obtained for the analysis. During the
second step, the expert panel, consisting of three medical doctors, reached a consensus on
which attributes to be involved in the predictive model. However, the collected data contain
some noise and need to be cleaned up, as it cannot be processed directly with machine learning
algorithms. In this step, data cleaning is also applied to correct data inconsistencies and remove
noise. In the third step, to prepare the data for machine learning algorithms, data transformation
is applied. In that, negative and positive COVID-19 cases were transformed into 1 and 2,
respectively. In the last step, machine learning algorithms are applied on the final data to
classify the COVID-19 patients into either positive or negative cases.

The rest of this section is divided into two subsections. The first subsection presents the
collected COVID-19 data. The second subsection describes the machine learning classification
algorithms employed in this study, along with the adopted attributes (features).

3.1 Subjects

This study retrospected 114 subjects from the Taizhou hospital of Zhejiang Province in China
from January 17, 2020 to February 1, 2020. An informed consent form was obtained from all
patients. 59.6% of the subjects were males (N = 68), while 40.4% were females (N = 46). The
age of the subjects is ranged between 1 and 80 years old (Mean = 39.63, SD = 18.83). A real-
time polymerase chain reaction (real-time PCR) was used for the diagnosis of the COVID-19
in the selected subjects. The results suggested that there were 32 positive COVID-19 cases and
82 negative COVID-19 cases. The clinical symptoms of the infected patients include high
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Fever (90.6%), Cough (62.5%), Mucus Sputum (25%), Headache (12.5%), Fatigue (12.5%),
Pharyngalgia (Pharynx Pain) (12.5%), and Chest Tightness (6.3%).

The age of positive COVID-19 cases ranges between 10 and 80 years old, while the age of
negative COVID-19 cases ranges between 1 and 79 years old. It is imperative to report that the
elder ages of positive COVID-19 cases exceed the number of younger ages. The positive cases
included 20 (20/32 = 62.5%) males and 12 (12/32 = 37.5%) females, with a mean age of 44
(SD = 16.11). In addition, the negative cases included 48 (48/82 = 58.5%) males and 34 (34/
82 = 41.5%) females, with a mean age of 37.9 (SD = 19.61). This indicates that the probability
of COVID-19 infected males (62.5%) was higher than the infected females (37.5%). The
RAND () function in MS Excel is used to choose the equal number of cases in both genders
and eliminate the ambiguities of bias because of the imbalanced data ratio. A random number
was created for each case then sorted by the random number to choose the first 46 male
subjects. An independent sample t-test was conducted using a bootstrapping of 5000 with a
95% confidence interval to assess the difference between female and male subjects. There
were 17 positive cases and 29 negative cases among men, compared to 12 positive cases and
34 negative cases among women. The results indicated that there was no significant difference
(t (90) = 1.117, p = .267) between men (M = 1.63, SD = 0.488) and women (M = 1.74, SD =
0.444) subjects.

3.2 Data analysis

This research employs machine learning classification algorithms, including Bayes classifier
(BayesNet), logistic-regression (Logistic), lazy-classifier (IBk), meta-classifier (Classification
via Regression (CR)), rule-learner (PART), and decision-tree (J48). The expert panel,
consisting of three medical doctors, reached a consensus on 14 attributes to be included in
the predictive model among 170 attributes (e.g., RBC, Hb, Hct, MCV, MCH, MCHC, RDW,
PLT, Pct, MPV, PDW, ESR, Blood Type, procalcitonin, Immunoglobulin-G, Immunoglobu-
lin-A, Immunoglobulin-M, RF, CRP, ALT, AST, ALP, GGT, DBIL, IBIL, TP, etc.). There-
fore, the study developed a predictive model which has 14 attributes (features), including the
white blood cell count (WBC), Neutrophil (N%), Lymphocyte (L%), Monocytes (M%),
Eosinophil (E%), Basophils (B%), Neutrophil-Lymphocyte (N/L), Lymphocyte/Monocyte
(L/M), Hemoglobin (Hb), Hematocrit (Hct), Mean red blood cell volume (MCV), Platelet
(PLT), Thrombocytocrit (Pct), and Procalcitonin (Pro). The SPSS (v.23) is used to generate the
descriptive statistics of the patients. The Weka (v.3.8.4) (data mining tool) is used to analyze
the underlying data and test the predictive model.

Table 2 Confusion matrix

Actual Class

Has COVID-19
Positive

Doesn’t Have COVID-19
Negative

Predicted Class Has COVID-19
Positive

TP FP

Doesn’t Have COVID-19
Negative

FN TN
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4 Results

The performance measurements of different classifiers is an essential task in machine learning.
A confusion matrix is a diagnostic tool that is beneficial to compute different effectiveness
measures. This diagnostic tool helps to reveal the types of errors committed by the classifica-
tion algorithm. There are a number of evaluation metrics that can be computed and based on
confusion matrix, such as Correctly Classified Instances (CCI), False Positive Rate (FPR), F-
Measure, Matthews Correlation Coefficient (MCC), Receiver Operating Characteristic (ROC)
Area, and Precision-Recall Curve (PRC) Area.

Machine learning classification evaluation metrics are ways to quantify the performance of
any classification method (algorithm). The evaluation metrics used in this study are for
supervised learning. Each of the six adopted classifiers used in this study tries to solve a
binary classification problem. The confusion matrix rows refer to the results of the classifiers,
while the confusion matrix columns refer to the known truth. The True Positive (TP) in Table 2
refers to the number of patients that truly have COVID-19, and the classifier correctly
identified their illness. The False Positive (FP) in Table 2 refers to the number of patients that
truly don’t have COVID-19, but the classifier mistakenly identified them as COVID-19
patients. The True Negative (TN) in Table 2 refers to the number of patients that truly don’t
have COVID-19, and the classifier correctly identified them. The False Negative (FN) in

Table 3 Descriptive statistics of the 14 attributes (features)

Attribute Min Max Mean S.D. Infection N Mean S.D.

WBC (109/L) 1.9 22.5 7.08 3.70 Negative 82 7.78 3.98
Positive 32 5.28 1.94

N (%) 18.7 94.9 68.20 14.00 Negative 82 69.15 14.76
Positive 32 65.73 11.67

L (%) 1.9 70.7 22.48 12.08 Negative 82 21.81 13.05
Positive 32 24.19 9.12

M (%) 1.2 20.2 8.18 3.47 Negative 82 7.65 3.34
Positive 32 9.52 3.47

E (%) 0 7.6 .87 1.35 Negative 82 1.09 1.50
Positive 32 .31 .56

B (%) 0 .80 .26 .17 Negative 82 .28 .18
Positive 32 .22 .13

N/L .26 54.5 5.73 8.22 Negative 82 6.51 9.35
Positive 32 3.73 3.44

L/M .18 13.33 3.17 2.25 Negative 82 3.28 2.49
Positive 32 2.87 1.43

Hb (g/L) 74 168 135.94 17.60 Negative 82 134.04 18.24
Positive 32 140.78 14.98

Hct (g/L) .22 .49 .40 .05 Negative 82 .39 .050
Positive 32 .41 .044

MCV (fl) 76.7 111.4 89.84 5.61 Negative 82 89.88 6.00
Positive 32 89.71 4.50

PLT (109/L) 30 462 215.90 73.76 Negative 82 225.45 76.12
Positive 32 191.43 61.88

PCT (%) .03 .47 .22 .07 Negative 82 .23 .07
Positive 32 .19 .06

Pro (ng/ml) .02 82.45 1.10 8.27 Negative 67 1.62 10.08
Positive 27 .06 .071
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Table 2 refers to the number of patients that truly have COVID-19, but the classifier identified
them mistakenly as do not have COVID-19.

The first classification evaluation metric is called Accuracy (Correctly Classified Instances
(CCI)), which is computed as per the following formula:

Accuracy=CCI ¼ Number of Correct Predictions
Total Number of Predictions

¼ TP þ TN
TP þ TN þ FP þ FN

Another evaluation metric called Recall (R) and also known as True Positive Rate (TPR) and
(Sensitivity). The Recall (R) shows the percentage of COVID-19 patients that were correctly
identified by the classifier under consideration according to the following formula:

Recall Rð Þ ¼ TP
Actual Positive

¼ TP
TP þ FN

The Precision (P), also known as (Positive Predictive Value (PPV)), is another evaluation
metric, and its value ranges as the other used metrics from 0 to 1. It is imperative to mention
that the value of P approaches 1 in the case that the False Positive (FP) values approach 0. The
precision is measured through the following formula:

PrecisionðP=ðPPVÞÞ ¼ TP
Predicted Positive

¼ TP
TP þ FP

The metric that summarizes both the Precision (P) and Recall (R) metrics in one metric is
known as F-Measure (F1), which is the harmonic mean of Precision (P) and Recall (R). The F-
Measure is computed using the following formula:

F �Measure ¼ 2� Precision� Recall
Precisionþ Recall

¼ 2TP
2TP þ FPþ FN

The Matthews Correlation Coefficient (MCC) is used to evaluate the effectiveness of different
classifiers. MCC is considered as a balanced measure even when the sizes of the classes under
consideration are different, and it is measured using the following formula:

MCC ¼ TP � TNð Þ � FP� FNð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TP þ FPð Þ TP þ FNð Þ TN þ FPð Þ TN þ FNð Þp

Table 4 Classifiers performance using 10-fold cross-validation method

CCI (%) TP Rate FP Rate Precision Recall F-Measure ROC Area

BayesNet 71.93 0.719 0.643 0.670 0.719 0.653 0.675
Logistic 80.70 0.807 0.304 0.804 0.807 0.805 0.782
IBk 72.81 0.728 0.392 0.731 0.728 0.729 0.649
CR 84.21 .842 .290 .837 .842 .837 .873
PART 76.32 0.763 0.397 0.753 0.763 0.757 0.719
J48 73.68 0.737 0.369 0.742 0.737 0.739 0.722

CCI: Correctly classified instances, TP: True positive, FP: False positive, and ROC: Receiver operating
characteristic
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4.1 Descriptive statistics

This research employs the machine learning classification algorithms to predict the infected
(N = 32) or non-infected (N = 82) cases of COVID-19. The predictive model, which was built
on the 14 attributes (features), was tested by the Waikato Environment for Knowledge
Analysis (WEKA) software using the 10-fold cross-validation method. Table 3 shows the
descriptive statistics of the 14 attributes (features).

4.2 Classifiers performance using 10-fold cross‐validation method

The Bayes classifier (BayesNet), logistic-regression (Logistic), lazy-classifier (IBk), meta-
classifier (Classification via Regression (CR)), rule-learner (PART), and decision-tree (J48)
algorithms were employed to build the predictive models. The True Positive (TP) rate, False
Positive (FP) rate, Precision, F-Measure, Recall, and Receiver-Operating-Characteristic (ROC)
area metrics were used to evaluate the performance of the classifiers. The performance of the
classifiers was tested by using the 10-fold cross-validation method. In that, 90% of the data
were used to train the classifier under consideration, while 10% of the data were used to test
the effectiveness of the classifier. Table 4 indicates that the CR meta-classifier has a better
performance than the other classifiers in predicting the COVID-19 cases by the values of the
14 attributes. The CR meta-classifier predicted the positive and negative cases with an
accuracy of 84.21% (CCI: 96/114). The CR meta-classifier has a better performance in
precision (0.837), TP rate (0.842), and ROC area (0.873).

The real-time PCR results indicated that there were 32 positive and 82 negative cases, and
the CR meta-classifier indicated that there are 20 true positives (TP), 6 false positives (FP), 12
false negatives (FN), and 76 true negatives (TN). Concerning the sensitivity, the proportion of
true positives (Sensitivity = TP / (TP + FN) = 20/32) that are correctly identified by the CR
meta-classifier is 62.5%. In terms of specificity, the proportion of true negatives (Specificity =
TN / (TN + FP) = 76/82) that are correctly identified by the CR meta-classifier is 92.7%. The
results indicated that 76.9% of the COVID-19 positive cases are expected to have abnormal
real-time PCR results (Positive predictive value = TP / (TP + FP) = 20/26), while 86.4% of the
COVID-19 negative cases would have normal real-time PCR results (Negative predictive
value = TN / (TN + FN) = 76/88).

Fig. 3 J48 Decision Tree
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The TP rate indicates the percentage of positive instances that were correctly classified by
the classifiers. On the other hand, the FP rate indicates the percentage of negative instances that
were incorrectly classified as positive by the classifiers. Precision indicates the proportion of
the instances that were classified as positive, and they were actually such. Recall indicates the
proportion of the positive instances, and they were classified as such. F-measure is the
harmonic mean of the Recall and Precision [28]. The ROC area indicates the relationship
between false positive and true positive rates. It is argued that the higher the ROC area, the
better the predictive model [17].

4.3 Decision tree

Figure 3 provides a systematic visual representation of the J48 decision tree. The decision tree
predicted the positive and negative COVID-19 cases with an accuracy of 73.68% (CCI: 84/
114). The J48 has an acceptable performance in precision (0.742), TP rate (0.737), and ROC
area (0.722). Figure 3 shows that white blood cell count (WBC) is the “root” node with 10
leaves. The internal nodes (having outgoing edges) split the instance space into two sub-spaces
using a function of the attribute values. The J48 decision tree provided an algorithm for the
classification and prediction of subjects as positive or negative based on the attribute values.

4.4 Performance comparison of the classifiers

Table 5 shows the performance of the classifiers by using the 10-fold cross-validation method.
Kappa Statistic is defined as the “degree of agreement between two sets of categorized data”
[18]. The higher the Kappa statistic, the greater the agreement. The mean absolute error (MAE)
is defined as the “sum of absolute errors divided by number of predictions” [18]. MAE
measures how close the predicted model to the actual model. The root mean square error
(RMSE) is defined as the “square root of sum of squares error divided number of predictions”
[18]. The smaller the RMSE, the better the accuracy. These results suggested that the CR has a

Table 5 Performance comparison of the classifiers

Classifier Kappa statistic MAE RMSE MCC ROC Area PRC Area

BayesNet 0.0988 0.3456 0.4312 0.134 0.675 0.705
Logistic 0.5128 0.2756 0.3975 0.513 0.782 0.821
IBk 0.3330 0.2763 0.5165 0.333 0.649 0.681
CR 0.5853 0.2577 0.3488 0.591 0.873 0.895
PART 0.3842 0.2782 0.4549 0.387 0.719 0.737
J48 0.3605 0.2713 0.4831 0.361 0.722 0.733

Table 6 Comparison of the proposed algorithm with prior studies

Study Technique # of features Validation method Accuracy (%)

[11] Logistic regression 13 10-fold cross-validation 85
[23] Logistic regression 13 10-fold cross-validation 89
[14] Logistic regression-LASSO 6 10-fold cross-validation 89
[3] Voting-naive Bayes logistic regression 9 10-fold cross-validation 87.41
[2] Bagging-DT 20 10-fold cross-validation 61.46–79.54
This study CR 14 10-fold cross-validation 84.21
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better performance than the other classifiers. Overall, it is believed that the classifiers have an
acceptable performance.

Due to the lack of similar COVID-19 resources, we have compared the CR classifier with
the prior studies that applied the meta classifiers based on four datasets (i.e., Statlog, Z-
Alizadeh Sani, Hungarian, and Cleveland). Table 6 indicates that the accuracy achieved in the
first four studies ranges between 85% and 89%. Although the accuracy of the current study is
less than the first four studies, it outperformed the accuracy of the study conducted by

Fig. 4 ROC curves for the CR

Fig. 5 Cost/benefit analysis curves
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Alizadehsani et al. [2]. The discrepancy between these results stems from the differences in
datasets and the number of features in each of the compared studies. Due to the recency of the
COVID-19 topic and the shortage of available datasets, it is believed that the current accuracy
(84.21%) is acceptable.

4.5 Cost/benefit analysis

The ROC curve is a graphical technique for selecting and visualizing the classifiers based on
their performance [12]. The ROC curves shown in Fig. 4 suggested that the CR has the highest
percentage accuracy with a ROC area value of 0.8727. Figure 5 shows the threshold (X: sample
size, Y: true positive rate) and cost/benefit curves (X: sample size, Y: cost/benefit). The lowest
point at the cost/benefit curve (marked with “X”) was the minimum cost/benefit point. The CR
classifier has the highest accuracy (85.09%) at this point. The cost incurred by this classifier for
the misclassification was 17 at this point. The cost that would be incurred if the subjects were
randomly classified was 42.96. The gain obtained from using the classifier was 25.96.

5 Discussion and conclusion

For the identification of positive and negative cases of COVID-19, most of the previous
studies have focused on Chest CT images and Chest X-Ray images using deep learning
algorithms. Although the diagnosis of COVID-19 can be well-identified using CT and X-Ray
images [1], these tests cannot always be used for patients’ screening due to the radiation doses,
high costs, and the low number of available devices [7]. Thus, differentiating between positive
and negative cases of COVID-19 still represents a major problem [7]. In line with these
arguments and drawing on the bibliometric analysis results, no diagnostic model has been
proposed to identify the positive and negative cases of COVID-19 using several clinical
features. Hence, this study aimed to predict the COVID-19 positive or negative cases based
on 14 clinical features using machine learning classification algorithms.

Six predictive models for COVID-19 diagnosis using six different classifiers (i.e.,
BayesNet, Logistic, IBk, CR, PART, and J48) were developed based on the 14 clinical
features. The models were validated using CCI, TP rate, FP rate, precision, recall, F-measure,
and ROC area. From the machine learning perspective, the results showed that the CR
classifier had outperformed (0.873) the other five classifiers in predicting the COVID-19
cases. This implied that CR was the most suitable classifier in predicting the positive and
negative subjects based on the 14 attributes used in this study with an accuracy of 84.21%.
From the medical perspective, these results provide evidence that the CR is the most accurate
classifier for predicting the positive and negative COVID-19 cases based on the 14 attributes
used in this study. The decision tree results also provided evidence of the soundness of the
approach through which the positive and negative cases of COVID-19 have been predicted
with an accuracy of 73.68%.

When the clinical doctors only rely on RT-PCR to confirm the positive COVID-19
infections, the False Positive and False Negative patients would probably occur. This, in turn,
would delay the disease treatment and allow the False Negative patients to spread quickly.
Therefore, this study could assist the doctors to improve the prediction rate of confirmed
COVID-19 infections. The predictive models could play an important role in early diagnosis,
specifically when the RT-PCR kits are not sufficient for testing the COVID-19 infection. The
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results are also expected to help countries, specifically the developing ones that suffer from the
shortage of RT-PCR tests and specialized laboratories. While using the 14 attributes in any
other COVID-19 datasets, it is believed that the CR classifier could help the doctors in
predicting the COVID-19 cases and classifying them as either positive or negative.

The limitations of this research are two-fold. First, the sample size is relatively low, which
stems from the difficulty of collecting larger samples during the pandemic. Second, it was
unfortunate that this research did not involve the COVID-19 symptoms in predicting the
infection of the virus due to the unavailability of data. This might be an interesting research
path to be investigated in future research trials.
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